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In simulating compressible flows with contact discontinuities or material interfaces, 
numerical pressure and velocity oscillations can be induced by point-wise flux vector 
splitting (FVS) or component-wise nonlinear difference discretization of convection terms. 
The current analysis showed that the oscillations are due to the incompatibility of the 
point-wise splitting of eigenvalues in FVS and the inconsistency of component-wise 
nonlinear difference discretization among equations of mass, momentum, energy, and 
even fluid composition for multi-material flows. Two practical principles are proposed 
to prevent these oscillations: (i) convective fluxes must be split by a global FVS, such as 
the global Lax–Friedrichs FVS, and (ii) consistent discretization between different equations 
must be guaranteed. The latter, however, is not compatible with component-wise nonlinear 
difference discretization. Therefore, a consistent discretization method that uses only one 
set of common weights is proposed for nonlinear weighted essentially non-oscillatory 
(WENO) schemes. One possible procedure to determine the common weights is presented 
that provided good results. The analysis and methods stated above are appropriate 
for both single- (e.g., contact discontinuity) and multi-material (e.g., material interface) 
discontinuities. For the latter, however, the additional fluid composition equation should 
be split and discretized consistently for compatibility with the other equations. Numerical 
tests including several contact discontinuities and multi-material flows confirmed the 
effectiveness, robustness, and low computation cost of the proposed method.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Flows evolving from contact discontinuities or material interfaces are present in a wide range of problems, such as 
inertial confinement fusion, supernova explosions, high-speed combustion, cavitation bubble clouds, industrial coatings, and 
fluidized beds. The Richtmyer–Meshkov instability [1] and Rayleigh–Taylor instability [2] are two archetypical examples. 
Such flows give rise to challenging problems both theoretically and computationally [3].

Much of the theoretical and practical evidence accumulated over many years suggest that, in the presence of shocks, 
there is no alternative but to use conservative methods [4]. However, anomalies or computational difficulties with using 
conservative methods have been reported, such as the low Mach number flow [5–10], sonic point glitch [11], carbuncle 
phenomenon [12], and others [4,13–16]. In this paper, we focus on the problems of compressible flows with contact discon-
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tinuities and/or material interfaces. Anomalies are also encountered when these problems are solved by using conservative 
methods.

First, numerical oscillations can be observed in problems with single-material contact discontinuities. As discussed by 
Clerc [17], when a conservative Godunov-type finite volume method (FVM) is used for these problems, spurious oscillations 
tend to be generated. These oscillations slow down the time-marching procedures for steady-state computations and spoil 
the numerical flow fields. Clerc analyzed the source of these oscillations and found that these oscillations are produced 
provided that the isobars are not a straight line. Johnsen [18] found that another kind of velocity and pressure oscillations 
is induced when high-order component-wise weighted essentially non-oscillatory (WENO) reconstruction is used. These 
oscillations are caused by the inconsistent reconstruction between the mass, momentum, and energy equations. The recon-
struction of primitive or characteristic variables must be adopted [18].

Second, some computational difficulties are encountered when solving multi-material flows consisting of pure fluids 
separated by material interfaces. In these problems, an additional equation quantifying the fluid composition must be 
introduced to close the governing equations. In early algorithms for computing compressible multi-material flows, the dis-
continuous nature of the fluid composition was represented by the mass fraction, ratio of specific heats, or level-set function 
and evolved according to an advection equation coupled to the Euler equations [19]. However, Toro [4] found that, when 
the fluid composition is represented by the ratio of specific heats, pressure oscillations are introduced even by using various 
classical first-order schemes. Abgrall and Karni [3] found that, no matter what is used to represent the fluid composition, 
velocity and pressure oscillations already appear in the first-order computations and are not removed by going to a higher 
order. Any Godunov-type scheme that is fully conservative cannot maintain pressure equilibrium and will develop a pressure 
oscillation across material interfaces [20].

In order to overcome these difficulties, some fully nonconservative [21] and non-strictly conservative [20,22–25] ap-
proaches have been proposed. Among these attempts, the quasi-conservative approach proposed by Abgrall [20] seems 
promising and has been extended to problems with complicated equations of state [26–28]. The main idea of this approach 
is that the proper variable to represent the fluid composition is a function of the ratio of specific heats (i.e., � = 1

γ −1 , where 
γ is the ratio of specific heats) and the equation of � cannot be discretized independently of the discretization of the con-
served variables in the Euler equations. This approach has been realized with the low-order finite volume method (FVM), 
such as first- and second-order variable reconstruction with various Riemann solvers [29]. Recently, this approach was ex-
tended to high-order WENO reconstruction with the HLLC solver [30] by Johnsen et al. [19,31]. In contrast to the low-order 
schemes, they found that new numerical oscillations are produced when high-order nonlinear WENO schemes are used. 
They analyzed the numerical oscillations and suggested that only the reconstruction of primitive variables can eliminate the 
spurious oscillations because the specific heat ratio is not constant [31]. Nonomura et al. [32] more comprehensively dis-
cussed the numerical oscillations of compressible multi-material flows and concluded that primitive variable interpolation 
can effectively eliminate numerical oscillations and that a better choice of fully conservative or quasi-conservative forms de-
pends on the problem. Here, we emphasize that Nonomura et al. selected the weighted–compact-nonlinear-scheme (WCNS) 
variable interpolation finite difference formulation [33] to take over the numerical technique developed with the FVM [19].

On the other hand, for most Richtmyer–Meshkov instability and Rayleigh–Taylor instability problems, the initial con-
figurations are unsteady, and the flows eventually evolve to turbulence. This remains a challenge for theoretical and 
experimental studies [34]. Instead, numerical simulations have become a powerful tool for these studies, particularly the 
direct numerical simulation of compressible turbulence. This requires the numerical methods to be high-fidelity in terms 
of accuracy, resolution, and capturing discontinuities. As a consequence, various high-order methods have been developed. 
Among these methods, the finite difference method (FDM), especially the high-order component-wise FDM [35], has been 
welcomed for its simplicity, effectiveness, and low computational cost [36–38].

However, in contrast to the frequent use of the FVM to simulate multi-material flows, the high-order FDM is used more 
often to simulate single-material flows. So far, there are just a few results computed with the FDM for compressible flows 
with contact discontinuities and/or material-interfaces. In 2003, Marquina and Mulet [39] directly solved the conservation 
form of the governing equations with the FDM. In this simulation, the convective fluxes were first split with Marquina’s flux 
splitting method [40], and WENO schemes [41] were then used to obtain the numerical fluxes. Unfortunately, they observed 
spurious pressure and velocity oscillations at the material interfaces that were assumed to be too small to interfere with 
the physics of their simulation. Recently, Terashima et al. [42] directly implemented central finite difference schemes to 
simulate multi-material flows by introducing consistent local artificial diffusion terms to suppress the numerical oscillations 
of pressure and velocity.

To our knowledge, there has been no general analysis on the computational difficulties of the flux-split based FDM, 
especially for the frequently used nonlinear finite difference WENO schemes, when solving problems of compressible flows 
with contact discontinuities and/or material interfaces. As argued by Nonomura et al. [32], the technique proposed by 
Johnsen and Colonius [19] cannot be applied to the finite difference WENO schemes because these schemes do not include 
primitive variable reconstruction. In this paper, we present a systematic analysis of this question. The logic and main results 
are as follows:

• For compressible flows with contact discontinuities or material interfaces, nonphysical oscillations of the pressure and 
velocity will be produced as long as the implementation of the FDM involves either one of the following operations: 
(i) point-wise flux vector splitting (FVS) is used to split convective fluxes or (ii) a nonlinear finite difference scheme 
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is used to construct numerical fluxes component by component. Under the framework of the FDM, additional con-
straint conditions to keep the oscillation-free property of pressure and velocity were derived based on Abgrall’s physical 
principle [20]. The constraint conditions were used to analyze sources of oscillations, and two sources were found.

• The first source comes from point-wise FVS. Because of the intrinsic change in the speed of sound at discontinuities, the 
point-wise splitting of eigenvalues among the equations of mass, momentum, energy, and even fluid composition for 
multi-material flows is incompatible with the constraint conditions. When a global FVS (e.g., the global Lax–Friedrichs 
FVS) is used, however, the additional constraint conditions can be met automatically and thus prevent this type of 
oscillation.

• The second source comes from component-wise nonlinear difference discretization. When a nonlinear finite difference 
scheme (e.g., the WENO scheme) is used to discretize convection terms, the inconsistency of the component-wise dis-
cretization among the equations of mass, momentum, energy, and even fluid composition for multi-material flows is not 
compatible with the additional constraint conditions, and a consistent discretization must be guaranteed. A consistent 
implementation for WENO schemes is proposed that uses only one set of common weights to successfully prevent this 
type of oscillation.

• The numerical oscillations and methods stated above are appropriate for either single- (e.g., contact discontinuity) or 
multi-material (e.g., material interface) discontinuities. For the latter, however, the additional fluid composition equation 
should be split compatibly and discretized consistently with other equations. Numerical tests that included several 
contact discontinuities and multi-material flows confirmed the effectiveness, robustness, and low computation cost of 
our proposed method.

The paper is organized as follows. The governing equations and numerical methodology are given in Section 2, and the 
numerical oscillation analysis is presented in Section 3. The numerical tests and discussions are presented in Section 4, and 
the conclusions are given in Section 5.

2. Governing equations and numerical methodology

2.1. Governing equations

The governing equations are the compressible Euler equations:

∂ρ

∂t
+ ∂ρu

∂x
= 0, (1)

∂ρu

∂t
+ ∂(ρu2 + p)

∂x
= 0, (2)

∂ρE

∂t
+ ∂(ρEu + pu)

∂x
= 0, (3)

where ρ is the density, u is the velocity, p is the pressure, E(= e + u2/2) is the total energy, and e is the internal energy. 
To close the system, an equation of state such as the ideal gas law, i.e., p = (γ − 1)ρe, is adopted, where γ is the ratio 
of specific heats. For compressible multi-material flows modeled in the Eulerian framework, additional equation(s) that 
quantify the evolution of the fluid composition should be added to close the system. Following Abgrall and Karni’s analysis 
[3], the additional equation should be written as follows:

∂�

∂t
+ u

∂�

∂x
= 0. (4)

2.2. Numerical methodology

In this work, component-wise finite difference discretization [35] was used. Eqs. (1)–(3) can be rewritten as

∂u

∂t
+ ∂f

∂x
= 0, (5)

where u = (ρ, ρu, ρE)T and f = (ρu, ρu2 + p, ρEu + pu)T . Discretizing Eq. (5) with the FDM yields the following semi-
discrete form:

dui

dt
= − f̂i+1/2 − f̂i−1/2

�x
, (6)

where ui is the point value at i of an N-point grid with uniform grid spacing �x and ̂fi±1/2 is the numerical flux vectors.
The component-wise FDM is implemented in two steps [35]. The first step is to split the flux vector into the positive 

flux vector f+ and negative flux vector f− as follows:

f(u) = f+(u) + f−(u), (7)
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where the two Jacobians ∂f+
∂u , ∂f−

∂u can still be diagonalized and have only non-negative/non-positive eigenvalues [35]. The 
second step is to use a finite difference scheme to construct the numerical fluxes ̂fi±1/2 component by component.

In this paper, we express the unified form of Steger–Warming FVS [43] and Lax–Friedrichs type FVS [44] as follows:

f±(u) = R
� ± �∗

2
Lu, (8)

where R and L are matrices formed by the right and left eigenvectors, respectively, of the Jacobian ∂f
∂u and � is a diagonal 

matrix formed by the corresponding eigenvalues λ j ( j = 1, · · · , 3) of ∂f
∂u . In this paper, they are ordered as λ1 = u −c, λ2 = u, 

λ3 = u + c, where c is the local speed of sound. The diagonal matrix �∗ formed by λ∗
j ( j = 1, · · · , 3) differs for the different 

FVS methods: (i) in the Steger–Warming FVS, �∗ = |�|; (ii) in the Lax–Friedrichs type FVS, �∗ is a proper matrix [35].

3. Numerical oscillation analysis

3.1. General principles for numerical oscillations analysis

We adopted the principle introduced by Abgrall [20] to analyze the numerical oscillations. The main idea of this principle 
can be summarized as follows: for compressible flows with contact discontinuities [18] or material interfaces [20], if the 
velocity and pressure at the time level tn share pn

i = p, un
i = u (i = 1, . . . , N), they should stay constant at the next time 

level tn+1. That is,

un+1
i = un

i = u, (9)

pn+1
i = pn

i = p. (10)

Note that un+1
i and pn+1

i are updated by integrating Eq. (6), which can be integrated with the explicit Euler scheme to 
give

un+1
i = un

i − �t

2�x
Fi, (11)

where Fi = (F ρ
i , F ρu

i , F ρE
i )T is defined as

Fi = 2(̂fi+1/2 − f̂i−1/2), (12)

and the coefficient 1
2 is extracted to simplify the following derivation. By expanding Eq. (11) with definitions, we can obtain

un+1
i = (ρu)n+1

i

ρn+1
i

= (ρu)n
i − F ρu

i �t/(2�x)

ρn
i − F ρ

i �t/(2�x)
, (13)

(
p

γ − 1
)n+1

i = (ρE)n+1
i − [(ρu)n+1

i ]2

2ρn+1
i

= (ρE)n
i − F ρE

i

�t

2�x
− [(ρu)n

i − F ρu
i �t/(2�x)]2

2[ρn
i − F ρ

i �t/(2�x)] . (14)

This will frequently be used in this paper to derive the additional constraint conditions required for the expected oscillation-
free property.

3.2. Numerical oscillations source I: flux vector splitting

3.2.1. Numerical oscillations induced by point-wise flux vector splitting
In this subsection, we use the simplest example of a problem to demonstrate the numerical oscillations induced by FVS: 

a stationary contact discontinuity discretized by the first-order upwind difference scheme.
Under the condition that the first-order upwind finite difference scheme is used, the flux-split based positive and nega-

tive numerical fluxes are ̂f+i+1/2 = f+i and ̂f−i+1/2 = f−i+1, respectively. Thus, we get

f̂i+1/2 = f+i + f−i+1. (15)

A more elegant approach is to follow Harten et al.’s method [45] to define

fε(u) = f+(u) − f−(u). (16)

If we refer to Eq. (8), we get fε = R�∗Lu. Combining Eqs. (16) and (7) give
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f+(u) = (
f(u) + fε(u)

)
/2, (17)

f−(u) = (
f(u) − fε(u)

)
/2. (18)

Substituting the two relations into Eq. (15) gives

f̂i+1/2 = 1

2

(
(fi+1 + fi) − (

fεi+1 − fεi
))

. (19)

For the problem considered in this subsection of a stationary contact discontinuity, we get

γ = const, (20)

u = 0. (21)

By expanding the right-hand side of Eq. (19) with Eqs. (20) and (21), we can obtain

f̂i+1/2 =
⎛
⎝ 0

p
0

⎞
⎠ − 1

2

⎛
⎜⎜⎜⎜⎜⎜⎝

p

((
λ∗

1+λ∗
3

2c2

)
i+1

−
(

λ∗
1+λ∗

3
2c2

)
i

)
+ Si+1/2

p

((
λ∗

3−λ∗
1

2c

)
i+1

−
(

λ∗
3−λ∗

1
2c

)
i

)

p

((
λ∗

3+λ∗
1

2(γ −1)

)
i+1

−
(

λ∗
3+λ∗

1
2(γ −1)

)
i

)

⎞
⎟⎟⎟⎟⎟⎟⎠

(22)

where Si+1/2 =
(
λ∗

2

(
ρ − p

c2

))
i+1

−
(
λ∗

2

(
ρ − p

c2

))
i
. For this problem, the sufficient and necessary conditions to prevent the 

nonphysical oscillations of the velocity and pressure are F ρu
i = 0 and F ρE

i = 0. By using Eqs. (22) and (12), we can obtain[(
(λ∗

3 − λ∗
1)

2c

)
i+1

−
(

(λ∗
3 − λ∗

1)

2c

)
i

]
−

[(
(λ∗

3 − λ∗
1)

2c

)
i
−

(
(λ∗

3 − λ∗
1)

2c

)
i−1

]
= 0, (23)

[(
λ∗

1 + λ∗
3

)
i+1 − (

λ∗
1 + λ∗

3

)
i

]
−

[(
λ∗

1 + λ∗
3

)
i − (

λ∗
1 + λ∗

3

)
i−1

]
= 0. (24)

Based on the constraint conditions of Eqs. (23) and (24), we can conclude the following:

• The general conditions to prevent the nonphysical oscillations of velocity and pressure in this problem is that (λ∗
1)i =

(λ∗
3)i (≡ (λ∗

0)i ) for the fixed point xi and (λ∗
0)m should stay constant for an arbitrary m, where m (= i − l, · · · , i + r) 

labels the points of the stencil of the scheme from left to right.
• In the FVM, the state on either side of each cell edge is reconstructed by using cell averages to yield a Riemann prob-

lem with left and right states. An exact/approximate Riemann solver or FVS method such as the Steger–Warming flux 
[46], Lax–Friedrichs flux or Rusanov flux [47] is then used to provide the upwind numerical flux [47]. However, the 
high-order flux-split based FDM needs a FVS method to split the convective flux pointwise in the first step. For point-
wise FVS, (λ∗

j )i ( j = 1, · · · , 3; i = 1, · · · , N) is usually different for either different equations (i.e., (λ∗
1)i �= (λ∗

2)i �= (λ∗
3)i ) 

or different grid points (e.g., for this problem, (λ∗
j )i−1 �= (λ∗

j )i �= (λ∗
j )i+1 near the discontinuity). Thus, it is impossible 

to meet the constraint conditions (Eqs. (23) and (24)) at each time step, and numerical oscillations are generated. For 
example, in the Steger–Warming FVS, λ∗

1 = λ∗
3 = c, λ∗

2 = 0, and pressure oscillations are first generated at the location 
of the discontinuity where ci+1 − 2ci + ci−1 �= 0 (see Eq. (24)) to spoil the velocity at the next time step.

• With proper choice of �∗ , the Lax–Friedrichs type FVS methods proposed by Shu [35,44] can satisfy the general con-
ditions. Among the Lax–Friedrichs type FVS methods, the global Lax–Friedrichs FVS is the most simple and efficient 
method to satisfy these constraints. Here, �∗ = α I , where I is the identity matrix and α = max1≤ j≤3 |λ j | over the 
whole computation domain [35]. It should be noted that the global Lax–Friedrichs FVS is the most diffusive. For lower 
order methods, there is a big difference between results obtained by different FVS methods. However, this difference 
becomes smaller for high order finite difference methods [35]. In the following sections, the global Lax–Friedrichs FVS 
is used as the foundation for other analyses.

3.2.2. Prevent numerical oscillations with global flux vector splitting
In the previous subsection, we showed that the oscillations are essentially generated with point-wise FVS. In this subsec-

tion, we show that the global Lax–Friedrichs FVS coupled with arbitrary linear difference schemes can successfully suppress 
the oscillations for a general problem of stationary/nonstationary contact discontinuities or material interfaces.

For general linear finite difference schemes, the positive and negative numerical fluxes ̂f±i+1/2 can be written with finite 
difference operators D±

i+1/2 as ̂f±i+1/2 = D±
i+1/2(f±). Thus, we get

f̂i+1/2 = D+ (f+) + D− (f−). (25)
i+1/2 i+1/2
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For example, the (2r − 1)-order linear upwind finite difference scheme can be written as

f̂i+1/2 =
r−1∑

l=−(r−1)

alf
+
i+l +

r∑
l=−(r−2)

blf
−
i+l, (26)

where al and bl are constant coefficients.
With the global Lax–Friedrichs FVS and the conditions of un

i = u and pn
i = p (i = 1, . . . , N), substituting Eq. (25) into 

Eq. (12) yields

F ρ
i = D+

i+1/2(ρu + ρα) + D−
i+1/2(ρu − ρα)

−D+
i−1/2(ρu + ρα) − D−

i−1/2(ρu − ρα), (27)

F ρu
i = uF ρ

i , (28)

F ρE
i = p Q i + u2

2
F ρ

i , (29)

where

Q i = D+
i+1/2(

u + α

γ − 1
) + D−

i+1/2(
u − α

γ − 1
)

− D+
i−1/2(

u + α

γ − 1
) − D−

i−1/2(
u − α

γ − 1
). (30)

By substituting Eq. (28) into Eq. (13), we can obtain

un+1
i = un

i = u. (31)

Obviously, Eq. (31) is consistent with Eq. (9), and the oscillation-free property for the velocity is guaranteed.
By substituting Eq. (29) into Eq. (14) with Eq. (31), we can obtain

(
p

γ − 1
)n+1

i = (
p

γ − 1
)n

i − �t

�x

u + α

2

(
D+

i+1/2(
p

γ − 1
) − D+

i−1/2(
p

γ − 1
)

)

− �t

�x

u − α

2

(
D−

i+1/2(
p

γ − 1
) − D−

i−1/2(
p

γ − 1
)

)
. (32)

For single-material flows (i.e., γ = const and D±
i±1/2(

p
γ −1 ) = p

γ −1 ), Eq. (32) gives pn+1
i = pn

i = p. This meets the constraint 
condition of Eq. (10). For multi-material flows (i.e., γ �= const), to meet the expected constraint condition of pn+1

i = pn
i = p

for an arbitrary pressure, Eq. (32) implies that the following discretized relation should be strictly guaranteed:

(
1

γ − 1
)n+1

i = (
1

γ − 1
)n

i − �t

�x

u + α

2

(
D+

i+1/2(
1

γ − 1
) − D+

i−1/2(
1

γ − 1
)

)

− �t

�x

u − α

2

(
D−

i+1/2(
1

γ − 1
) − D−

i−1/2(
1

γ − 1
)

)
. (33)

This is just the discrete form of the following equation:

∂�

∂t
+ u + α

2

(
∂�

∂x

)+
+ u − α

2

(
∂�

∂x

)−
= 0. (34)

In other words, to prevent the numerical oscillation of compressible multi-material flows with material interfaces, the fluid 
composition equation should be solved with the global Lax–Friedrichs FVS as Eq. (34).

We can conclude the following:

• The specific expressions of D±
i±1/2 are not needed in the analysis above. Therefore, for an arbitrary linear finite difference 

schemes, the use of global Lax–Friedrichs FVS can indeed avoid the oscillations induced by point-wise FVS.
• For the analysis presented above, one condition is already used implicitly: D±

i±1/2 takes a consistent expression for the 
discretization of the equations of mass, momentum, energy, and even fluid composition for multi-component flows. 
This condition only works for linear finite difference schemes, not for nonlinear finite difference schemes. For the latter, 
oscillations will be induced. See the analysis presented in the next section.
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3.3. Numerical oscillations source II: component-wise nonlinear difference discretization

As pointed out previously, there are two steps in the component-wise FDM. In Section 3.2, we analyzed the oscillations 
induced by the first step. In this section, we show that oscillations are also induced by the use of nonlinear difference 
schemes. Simple calculations can be used to verify that the constraint conditions are not satisfied if the linear difference 
operator introduced in Section 3.2 is replaced by a nonlinear difference operator. In the following subsection, we show that 
numerical oscillations can come from the inconsistency of component-wise nonlinear discretization among the equations of 
mass, momentum, energy, and even fluid composition for multi-material flows.

3.3.1. Numerical oscillations induced by nonlinear WENO scheme
We first introduce the rules adopted in this paper: the weights of the (2r − 1)-order WENO scheme [41,48] are denoted 

by ω±
l,i+1/2,k , where l ranging from 1 to r represents the lth sub-stencil of the WENO scheme, k ranging from 1 to 3 (or 4) 

represents the equations of mass, momentum, energy (and even fluid composition for multi-material flows), respectively, 
and the subscript ± represents the positive or negative fluxes obtained by the global Lax–Friedrichs FVS method. The 
smooth indicators of the WENO scheme are denoted as IS±

l,i+1/2,k , and the finite difference operator of the rth sub-scheme 
is denoted as D±

l,i+1/2.
Similar to Section 3.2.1, we first derive the specific expression of Fi in Eq. (11). With the global Lax–Friedrichs FVS and 

the conditions un
i = u and pn

i = p (i = 1, . . . , N), the following can be obtained:

F ρ
i =

r∑
l=1

ω+
l,i+1/2,1 D+

l,i+1/2(ρu + ρα) +
r∑

l=1

ω−
l,i+1/2,1 D−

l,i+1/2(ρu − ρα)

−
r∑

l=1

ω+
l,i−1/2,1 D+

l,i−1/2(ρu + ρα) −
r∑

l=1

ω−
l,i−1/2,1 D−

l,i−1/2(ρu − ρα), (35)

F ρu
i = uMi,1 + Mi,2, (36)

F ρE
i = pSi,1 + u2

2
Si,2 + Si,3, (37)

where

Mi,1 =
r∑

l=1

ω+
l,i+1/2,2 D+

l,i+1/2(ρu + ρα) +
r∑

l=1

ω−
l,i+1/2,2 D−

l,i+1/2(ρu − ρα)

−
r∑

l=1

ω+
l,i−1/2,2 D+

l,i−1/2(ρu + ρα) −
r∑

l=1

ω−
l,i−1/2,2 D−

l,i−1/2(ρu − ρα), (38)

Mi,2 =
r∑

l=1

ω+
l,i+1/2,2 D+

l,i+1/2(p) +
r∑

l=1

ω−
l,i+1/2,2 D−

l,i+1/2(p)

−
r∑

l=1

ω+
l,i−1/2,2 D+

l,i−1/2(p) −
r∑

l=1

ω−
l,i−1/2,2 D−

l,i−1/2(p), (39)

Si,1 =
r∑

l=1

ω+
l,i+1/2,3 D+

l,i+1/2(
u + α

γ − 1
) +

r∑
l=1

ω−
l,i+1/2,3 D−

l,i+1/2(
u − α

γ − 1
)

−
r∑

l=1

ω+
l,i−1/2,3 D+

l,i−1/2(
u + α

γ − 1
) −

r∑
l=1

ω−
l,i−1/2,3 D−

l,i−1/2(
u − α

γ − 1
), (40)

Si,2 =
r∑

l=1

ω+
l,i+1/2,3 D+

l,i+1/2(ρu + ρα) +
r∑

l=1

ω−
l,i+1/2,3 D−

l,i+1/2(ρu − ρα)

−
r∑

l=1

ω+
l,i−1/2,3 D+

l,i−1/2(ρu + ρα) −
r∑

l=1

ω−
l,i−1/2,3 D−

l,i−1/2(ρu − ρα), (41)

Si,3 =
r∑

l=1

ω+
l,i+1/2,3 D+

l,i+1/2(pu) +
r∑

l=1

ω−
l,i+1/2,3 D−

l,i+1/2(pu)

−
r∑

ω+
l,i−1/2,3 D+

l,i−1/2(pu) −
r∑

ω−
l,i−1/2,3 D−

l,i−1/2(pu). (42)

l=1 l=1
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Obviously, the constraint conditions of Eqs. (9) and (10) cannot be met because the weights ω±
l,i+1/2,k (k = 1, 2, 3) are 

usually different.

3.3.2. Prevent numerical oscillations with consistent WENO implementation
Although Eqs. (9) and (10) cannot be met for nonlinear WENO schemes, the expected relation of un+1

i = un
i = u can be 

recovered if the following relation is guaranteed:

ω±
l,i+1/2,1 = ω±

l,i+1/2,2. (43)

This can be verified by substituting Eq. (36) to Eq. (13) and then to Eq. (9).
Similarly, under the condition of Eq. (43), the substitution of Eqs. (36) and (37) to Eq. (14) yields

(
p

γ − 1
)n+1

i = (
p

γ − 1
)n

i − �t

2�x
pSi,1. (44)

Based on this, the additional requirements to meet the constraint conditions of Eq. (10) can be derived as follows:

• For single-material flows (i.e., γ = const and Si,1 = 0), Eq. (44) shows that pn+1
i = pn

i = p can be guaranteed if 
ω±

l,i+1/2,1 = ω±
l,i+1/2,3. This can be combined with Eq. (43) to give ω±

l,i+1/2,1 = ω±
l,i+1/2,2 = ω±

l,i+1/2,3. This means that 
only one set of common weights, denoted with ω±

l,i+1/2,0, should be used. This is in contrast to the equation-number-
matched sets of weights in component-wise WENO discretization.

• For multi-material flows (i.e., γ �= const), similar to the derivation in Section 3.2.2 (see Eqs. (33)–(34)), combining 
Eqs. (44) and (14) show that the expected relation of pn+1

i = pn
i = p can be guaranteed if and only if the fluid compo-

sition is split with the global Lax–Friedrichs FVS as given in Eq. (34).

Therefore, in the traditional component-wise WENO implementation, the inconsistency of the WENO weights between 
the equations of mass, momentum, energy, and even fluid composition for multi-material flows may lead to spurious os-
cillations in the velocity and pressure. To prevent this kind of oscillation, a set of common weights ω±

l,i+1/2,0 should be 
used.

In terms of the theoretical analysis above, we can prevent the numerical oscillations as long as one set of common 
WENO weights is used in the WENO implementation. Thus, there are many possibilities for determining ω±

l,i+1/2,0. However, 
this is not a trivial matter because the requirement of common weights ω±

l,i+1/2,0 is too strict for practical applications. 
Therefore, additional factors such as the stability and intrinsic nonlinear mechanism of WENO schemes must be considered 
when determining ω±

l,i+1/2,0. Based on the results of our numerical tests, we suggest determining the final common weights 
ω±

l,i+1/2,0 as follows (without losing generality, we take the positive flux as an example):

(1) Define the smooth factor β+
i+1/2,k of the positive flux as

β+
i+1/2,k =

∑r
l=1(IS+

l,i+1/2,k + ε)

min(IS+
1,i+1/2,k, · · · , IS+

r,i+1/2,k) + ε
, (45)

where ε is an adaptive number calculated by the primary ε-adaptivity technique [49]. This is used to reduce the gener-
ation of spurious oscillations caused by the intrinsic mechanism of nonlinear WENO schemes (see the later discussion):

ε =
⎧⎨
⎩

εmax τ2r−1 ≤ Smin

εmin τ2r−1 ≥ Smax
εmin−εmax
Smax−Smin

(τ2r−1 − Smin) + εmax otherwise,

(46)

where εmin = 10−6, εmax = 10−2, Smin = 10−3, and Smax = 10−1. τ2r−1 is the (2r −1)-order global smoothness indicators 
used in WENO-Z schemes [50–52].

(2) Calculate the β+
i+1/2,k for equations of mass, energy equations, and even fluid composition for multi-material flows, but 

exclude the momentum equation. The momentum equation is excluded to consider the nonlinear stability [53,54] (see 
the later discussion).

(3) Select the equation with the maximal value of β+
i+1/2,k (denoted with k0), and then use the smooth indicators IS+

l,i+1/2,k0

of this equation to calculate the final common weights ω+
l,i+1/2,0. There are several methods to calculate the nonlinear 

weights [41,50,55]. In this paper, we use the formulations given in [41,48]:

α+
l = C+

l

(IS+
l,i+1/2,k0

+ ε)2
, ω+

l,i+1/2,0 = α+
l∑r

l=1 α+
l

, l = 1, · · · , r, (47)

where the coefficients C+
l are optimal weights [41] and ε is set as shown in Eq. (46).

(4) Use the final common weights ω+ to calculate the positive numerical flux ̂f+ .
l,i+1/2,0 i+1/2
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Here, we explain this consistency strategy for WENO schemes. First, the quantity β+
i+1/2,k is defined to measure the 

smoothness of a local flow field. In the smooth region, the smooth factor β+
i+1/2,k is r; in the region with a discontinuity, 

however, a stronger discontinuity means a larger β+
i+1/2,k value. Therefore, to better capture the discontinuity, the set of 

WENO weights of the equation holding the strongest discontinuity should be used among the equations of mass, momen-
tum, energy, and fluid composition for multi-material flows. This is the logic behind the introduction of β+

i+1/2,k in Eq. (45). 
Second, if the initial velocity of an unsteady flow is zero, we will encounter the low Mach number problem [5,8–10]. It is 
well-known that the pressure gradient term in the momentum equation becomes singular as the Mach number approaches 
zero, and a remarkable roundoff error will be generated [53,54]. According to our numerical tests, this roundoff error results 
in a start-up instability. Therefore, the momentum equation is excluded, and this treatment greatly enhances the robustness 
of the current method while reducing the computation cost. Third, if a scheme is nonlinear, numerical oscillations may 
come from its intrinsic nonlinear mechanism. For the specific example of WENO schemes considered in this paper, even for 
a simple linear equation such as the linear advection equation, the nonlinearity of WENO schemes can generate spurious 
high modes oscillations. This was pointed out by Jia et al. [49] and validated in our numerical tests. These numerical oscilla-
tions will be generated regardless of the value of ε , and the amplitude of the spurious oscillations increases with smaller ε
values. The oscillations of these spurious high modes are inherent to nonlinear WENO schemes [49]. In order to reduce the 
generation of spurious oscillations caused by the intrinsic mechanism of nonlinear WENO schemes, a primary ε-adaptivity 
technique has been suggested [49], and we adopted a simplified version of this technique, which is given in Eq. (46). By 
considering these factors, our consistent WENO implementation successfully prevents numerical oscillations. Numerical tests 
confirmed the robustness, effectiveness and low computation cost of the current method.

We can conclude the following:

• Independent of the FVS method used in the first step, nonphysical oscillations of the pressure and velocity can be 
observed if nonlinear difference discretization is implemented component by component. For nonlinear WENO schemes, 
our analysis showed that these numerical oscillations are caused by the inconsistent WENO weights used to calculate 
the convection terms for the equations of mass, momentum, energy, and fluid composition for multi-material flows.

• To prevent the numerical oscillations with WENO schemes, we suggest replacing the traditional component-wise WENO 
schemes with our consistent WENO implementation, where only one set of common WENO weights is used.

• All of the analysis presented above is implicitly based on the global Lax–Friedrichs FVS. Consequently, in order to 
successfully prevent the numerical oscillations of flux-split based component-wise finite difference discretization, the 
global Lax–Friedrichs FVS and consistent WENO implementation must be used simultaneously.

4. Numerical tests and discussion

Several tests were performed to test the proposed methods. In the rest of this paper, “SW” and “GLF” refer to Ste-
ger–Warming FVS and global Lax–Friedrichs FVS, respectively. “Current method” denotes the proposed combination of the 
GLF and consistent WENO schemes. For problems of multi-material flows, the additional fluid composition equation was 
solved in the nonconservative form (see Eq. (34)). The classical fifth-order WENO scheme [41] was used. A third-order TVD 
Runge–Kutta scheme [56] was used for time integration, and the CFL number was set to 0.6.

4.1. Isolated contact discontinuity problem

The first test was an isolated contact discontinuity problem. We used this test to reveal the numerical oscillations, 
confirm our previous analysis, and validate our proposed method. The initial conditions were

(ρ, u, p, γ ) =
{

(10,1,1/γ ,1.4), 0 ≤ x ≤ 0.1
(1,1,1/γ ,1.4), 0.1 < x ≤ 2.

(48)

In order to eliminate the effects of boundaries and show the numerical oscillations more clearly in the various numerical 
implementations considered for this problem, the computation domain was set to [0, 2], and a uniform mesh with 401 grid 
points (grid spacing: �x = 0.005) was used. The initial values were fixed at the left and right boundaries, and the results at 
t = 0.4 are shown here and analyzed.

First, to exclude the possible numerical oscillations caused by nonlinear discretizations, linear difference schemes were 
used. Specifically, the fifth-order upwind linear difference scheme (r = 3 in Eq. (26)), which is denoted by “UD5”, was used 
in the implementations of “SW+UD5” and “GLF+UD5”. Figs. 1 and 2 show the profiles of the density, velocity, and pressure 
for the implementations of SW+UD5 and GLF+UD5. The profiles of the theoretical solutions are also plotted for comparison. 
According to our analysis, numerical oscillations in either the pressure or velocity would be expected with SW. This can be 
confirmed by Fig. 2, where distinct numerical oscillations can be observed near the location of the contact discontinuity 
(x = 0.5). In contrast, these nonphysical oscillations were successfully prevented when GLF was used. Therefore, Fig. 2
confirms that numerical oscillations are induced by the point-wise FVS method and that the use of GLF can successfully 
prevent this type of numerical oscillation.
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Fig. 1. Profiles of density at t = 0.4 for implementations of “SW+UD5” and “GLF+UD5”.

Fig. 2. Profiles of velocity (left) and pressure (right) at t = 0.4 for implementations of “SW+UD5” and “GLF+UD5”.

Figs. 3 and 4 show the profiles of the density, velocity, and pressure for the implementations of the current method, 
“GLF+WENO” and “GLF+adaptive WENO”. The profiles of the theoretical solutions are also plotted for comparison. Note 
that “adaptive WENO” means that the ε-adaptive technique (see Eq. (46)) was adopted. To exclude the possible numerical 
oscillations caused by FVS methods, GLF was used for all implementations. According to our analysis, numerical oscillations 
in the pressure and velocity would be expected if component-wise nonlinear WENO discretization is implemented. This is 
confirmed by Fig. 4, where distinct numerical oscillations can be observed near the location of the contact discontinuity 
(x = 0.5). In contrast, these nonphysical oscillations were successfully prevented when our consistent WENO scheme was 
used. In addition, compared with GLF+WENO, a remarkable reduction in the numerical oscillations of the velocity and 
pressure was observed when GLF+adaptive WENO was used. This agrees with Section 3.3.2. Therefore, Fig. 4 confirms 
that numerical oscillations were induced by component-wise nonlinear difference discretization and that the use of the 
consistent WENO scheme can successfully prevent this type of numerical oscillations.

Note that the ε-adaptive technique adopted in this work is just a simplified version of that in [49]. This technique 
is preliminary so far and has only been subjected to a simple test of the advection of a square wave [49]. For complex 
problems, the switch between the optimal linear scheme (for smooth regions) and nonlinear WENO scheme may not work 
perfectly, and some oscillations may be induced around discontinuities. Thus, a systematic study is recommended (see [49]
for more information) but is outside the scope of the present work.

4.2. Material interface

The second test was an advection problem where two gases (nitrogen and helium) were separated by a material interface 
[31,42]. The initial conditions were

(ρ, u, p, γ ) =
{

(7,1,1/γN2 ,1.4)N2 , −0.5 ≤ x ≤ 0.5
(1,1,1/γ ,1.66) , otherwise.

(49)

N2 He
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Fig. 3. Profiles of density at t = 0.4 for implementations of current method, GLF+WENO, and GLF+adaptive WENO.

Fig. 4. Profiles of velocity (left) and pressure (right) at t = 0.4 for implementations of current method, GLF+WENO, and GLF+adaptive WENO.

The computational domain was set to −1 ≤ x ≤ 1. The computation was performed on a uniform mesh with 101 grid points 
(grid spacing: �x = 0.02). Periodic boundary conditions were implemented on the left and right boundaries, and the final 
time was t = 2.

Figs. 5 and 6 show the profiles of the density, velocity, and pressure as well as � for the implementations of the current 
method and GLF+WENO. The profiles of the theoretical solutions are also plotted for comparison. Implementing the current 
method kept the pressure and velocity oscillation-free and thus validated the effectiveness of our proposed method for 
multi-material flows. In contrast, distinct numerical oscillations were observed in the component-wise implementation of 
the traditional WENO scheme. This highlights the importance of consistent implementation in compressible flows with 
discontinuities.

4.3. Shock tube problem of two materials

We used a two-material shock tube problem to demonstrate the capability of the current method in terms of capturing 
shock waves while maintaining the oscillation-free property at the contact discontinuity/material interface [3]. The initial 
conditions were

(ρ, u, p, γ ) =
{

(1,0,1,1.4), 0 ≤ x ≤ 1
(0.125,0,0.1,1.66), 1 < x ≤ 2.

(50)

The computational domain was set to 0 ≤ x ≤ 2. The computation was performed on a uniform mesh with 201 grid points 
(grid spacing: �x = 0.01). The initial values were fixed at the left and right boundaries, and the final time was t = 0.4.

Figs. 7–9 show the profiles of the density, �, the velocity, and pressure for the implementations of the current method 
and GLF+WENO. We shall refer to the solution computed by combining GLF and the first-order scheme with 104 grid 
points as the “reference” solution. Generally speaking, the implementations of the current method had essentially the same 
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Fig. 5. Profiles of density (left) and � (right) at t = 2 for implementations of current method and GLF+WENO.

Fig. 6. Profiles of velocity (left) and pressure (right) at t = 2 for implementations of current method and GLF+WENO.

Fig. 7. Profiles of density (left) and � (right) at t = 0.4 for implementations of current method and GLF+WENO.
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Fig. 8. Profiles of velocity at t = 0.4 for implementations of current method and GLF+WENO (left) and close-up view around material interface (right).

Fig. 9. Profiles of pressure at t = 0.4 for implementations of current method and GLF+WENO (left) and close-up view around material interface (right).

accuracy as that of GLF+WENO over the whole computational domain. Thus, the effectiveness of the current method at 
capturing shock waves was validated. However, distinct numerical oscillations were observed when the profiles of the ve-
locity and pressure obtained with GLF+WENO were examined, as shown in Figs. 8 and 9. Consequently, the use of the 
traditional component-wise WENO implementation is inappropriate for problems involving contact discontinuities or mate-
rial interfaces, and we suggest adopting our proposed method. The current method does maintain oscillation-free pressure 
and velocity at the contact discontinuity.

4.4. Two-dimensional Richtmyer–Meshkov instability

The next case was the two-dimensional compressible multi-material Richtmyer–Meshkov instability problem [32]. The 
heavy and light fluids were SF6 and air, respectively. A schematic of the initial flow configuration is shown in Fig. 10, and 
the initial shape of the perturbed interface was generated with

ydis = 0.4 + 0.1 sin(2π(x + 0.25)), −0.5 < x < 0.5. (51)

The computational domain of this problem was [−0.5, 0.5] × [0, 16], and the initial conditions were

(ρ, u, v, p, γ ) =
⎧⎨
⎩

(5.04,0,1.24,1/γair,1.093), y < ydis

(1,0,1.24,1/γair,1.4), ydis < y < 0.7

(1.4112,0,0.8787,1.6272/γair,1.4), 0.7 ≤ y ≤ 16.

(52)

Periodic boundary conditions were imposed at x = −0.5 and x = 0.5, while the initial values were fixed at y = 0 and y = 16.
In this problem, the development of instability was sensitive to the initial perturbation, which is completely determined 

by a sine function with a given wavelength and amplitude in this configuration. To produce the critical dynamics of such 
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Fig. 10. Schematic of initial flow configuration for compressible multi-material Richtmyer–Meshkov instability.

Fig. 11. Contours of density field at t = 8.25 for implementations of SW+WENO (left), GLF+WENO (middle), and current method (right). Contours ranged 
from 1.5 to 8.5.

a flow, any possible nonphysical numerical oscillations that may interact with the instability in a nonlinear manner and 
eventually contaminate the flow field should be avoided. In addition, if some numerical oscillations are induced, a full 
grid-independent solution cannot be achieved with grid refinement [57].

The test was first performed on a coarse mesh with uniform grid spacing (�x = �y = 1
128 ), and the results at t = 8.25

are shown here and analyzed. Fig. 11 shows the contours of the density field for the implementations of SW+WENO, 
GLF+WENO, and the current method. We can observe small-scale structures in the results of SW+WENO and distinct 
small-scale structures in the results of GLF+WENO. In contrast, the flow transited smoothly in the results of the current 
method. One question that naturally arises from this is whether or not the small-scale features are physical in nature.

To answer the above question, the profiles of the density, the velocity, the pressure, and � were examined along the 
straight line of x = 0, as shown in Figs. 12 and 13. In the figures, only the results obtained with the current method 
and GLF+WENO are plotted for visual clarity; however, we emphasize that the following discussion and conclusions are 
also appropriate for SW+WENO, for which severe numerical oscillations were observed. Generally speaking, the figures 
show that the two implementations were comparable in terms of the global performance. However, when details near the 
material interface were examined carefully, remarkable numerical oscillations, no matter which profile, were observed in the 
results obtained with GLF+WENO but not in the results with the current method. The numerical oscillations must therefore 
be nonphysical and should be prevented by using the current method.

A similar phenomenon was also observed for the typical structure of the bubble. Fig. 14 plots the profiles of the velocity 
and pressure along the straight line of x = −0.5. Spurious numerical oscillations were still observed at the material interface 
for the implementation of GLF+WENO. All of these oscillations should be avoided by using the current method.

The above analysis was further examined with a refined mesh having uniform grid spacing (�x = �y = 1
512 ). The results 

at t = 8.25 are presented in Fig. 15. Although small-scale structures were observed with both methods, the small-scale 
features in the results obtained with GLF+WENO were clearly nonphysical. Furthermore, when the velocity and pressure 
profiles along the straight line of x = 0 were plotted for quantitative comparison, the same conclusions as discussed above 
were obtained again. These comparisons further validate the correctness of our analysis and the effectiveness of our pro-
posed method.
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Fig. 12. Profiles of density (left) and � (right) along the straight line of x = 0 for implementations of current method and GLF+WENO.

Fig. 13. Profiles of velocity (left) and pressure (right) along straight line of x = 0 for implementations of current method and GLF+WENO.

Fig. 14. Close-up view of velocity (left) and pressure (right) at x = −0.5 for implementations of current method and GLF+WENO.
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Fig. 15. Contours of density field at t = 8.25 for implementations of current method (left) and GLF+WENO (right). Contours range from 1.5 to 8.5.

Fig. 16. Schematic of initial flow configuration for two-dimensional shock-bubble interaction problem.

4.5. Shock-bubble interaction problem

The final test was the two-dimensional shock-bubble interaction problem [32]. A schematic of the initial flow configura-
tion is shown in Fig. 16. The initial conditions were

(ρ, u, v, p, γ ) =
⎧⎨
⎩

(0.1819,0,1.22,1/γair,1.66), (x − 0)2 + (y − 1)2 < 0.5

(1,0,1.22,1/γair,1.4), y < 2

(1.3764,0,0.8864,1.5698/γair,1.4), otherwise.

(53)

The computational domain of this problem was [−1, 1] × [0, 16]. Slip wall conditions were imposed at x = −1 and x = 1, 
and the initial values were fixed at y = 0 and y = 16. The final time was t = 6.929.

First, the numerical simulation of this problem was performed on an uniform mesh with grid points of 257 ×2049. Fig. 17
shows the contour plot of the density fields obtained with GLF+WENO and the current method. Obviously, nonphysical 
small-scale structures were qualitatively observed in the GLF+WENO result. The nonphysical numerical oscillations were 
further quantitatively confirmed by the pressure profiles, as shown in Fig. 18. These oscillations can be avoided by using the 
current method.

Finally, the numerical simulation of this problem was performed on an uniform mesh with grid points of 513 × 4097. 
Fig. 19 displays the contour plot of the density fields in the same region as that of Fig. 17. The same numerical oscillations 
were observed in the results of GLF+WENO and were successfully prevented by using the current method.

5. Conclusions

High-order nonlinear finite difference WENO schemes combined with point-wise FVS and component-wise discretiza-
tion have been widely adopted in practical applications. However, we found that this traditional implementation leads to 
nonphysical numerical oscillations in compressible flows with contact discontinuities or material interfaces. In this paper, 
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Fig. 17. Contours of density field at t = 6.929 for implementations of current method (left) and GLF+WENO (right). Contours range from 0.2 to 1.4.

Fig. 18. Profiles of pressure along straight line of x = 0 for implementations of current method and GLF+WENO.

Fig. 19. Contours of density field at t = 6.929 for implementations of current method (left) and GLF+WENO (right) with refined grids. The contours range 
from 0.2 to 1.4.
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we reveal that two independent sources are responsible for the numerical oscillations and suggest two practical numerical 
strategies to prevent them.

The first numerical oscillations are essentially due to the incompatibility of a point-wise splitting of eigenvalues, which 
results from the intrinsic change in the speed of sound at discontinuities. In order to achieve compatibility, one possible 
approach is to replace point-wise FVS with a global FVS method such as GLF.

The second numerical oscillations are essentially due to the inconsistency of component-wise nonlinear difference dis-
cretization among the equations of mass, momentum, energy, and fluid composition for multi-material flows. To prevent 
these numerical oscillations, consistent discretization between different equations must be guaranteed. Our analysis showed 
that consistent discretization is automatically satisfied with linear difference discretization but not component-wise nonlin-
ear difference discretization. To reconcile the contradiction between the consistency principle and necessity of the nonlinear 
difference schemes for capturing discontinuities, we propose a consistent implementation for nonlinear WENO schemes. 
In this implementation, only one set of common weights is used, in contrast to the sets of WENO weights matching the 
number of equations for component-wise WENO implementation.

In principle, all of the statements presented in this paper are appropriate for either single- (e.g., contact discontinuity) 
or multi-material (e.g., material interface) discontinuities. For the latter, however, the additional fluid composition equa-
tion should be split compatibly and discretized consistently with the mass, momentum, and energy equations. The results 
of various numerical tests including several contact discontinuities and multi-material flows confirmed the effectiveness, 
robustness, and low computation cost of our proposed method.
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