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Abstract

The self-organized growth of nanodots and size selection are studied using
reaction kinetic model rate equations. Two independent numerical methods
and a mesoscopic continuous model are used to solve and analytically predict
the details of the stationary nanodot size distribution.
The strongly reversible growth of kinetic origin is studied. The power-

law distributions which are common in nature, display scaling of the size
distribution with clearly defined scaling exponents. The stochastic simulation
results and predictions of continuous model are in good agreement.
The self assembly of nanodots, observed in experiments and enabling the

industrial use of dots in electronics, arises from the strain in heteroepitax-
ial growth systems and leads to uniform size distributions. To model the
size selection, the size dependent thermodynamical energy of the nanodot
is included into the reaction kinetics. The resulting distribution is studied
in detail to resolve the overshooting phenomenon in which the mean of the
distribution exceeds the thermodynamically favored size. The physical ori-
gin of the overshooting is explained as a combination of the reaction kinetics
and the thermodynamical energy. The skewness of the size distribution is
found from the numerical data, and it is added into the continuous model as
a parameter to obtain an analytical estimate of the mean size.
The predictions of overshooting are calculated for two different types of

growth; the 3D metal nanodots and semiconductor nanodots with double-
well thermodynamical energy. The optimal, narrow size distributions are
found, and external adatom flux from e.g. an external adatom source or
ion beam assisted deposition improves the size selection by driving the size
distribution to the narrowest location. Nucleation theory calculations of the
thermodynamically stable distributions are performed, and the results are
comparable to numerical and modelling results.
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Symbols and abbreviations
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IBAD ion beam assisted deposition
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MED master equation discretization
MMC Metropolis Monte Carlo
PCM particle coalescence method
RKM reaction kinetic model
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1

Introduction

The aggregates of small units are present in multiple contexts in nature,
technological world and society. The general property of aggregates is that
they are under constant change with respect to time; they grow and de-
cay. The rates of their time development may depend e.g. on the size and
the surroundings of the aggregate. The formation process is frequently self-
organized; the growth of aggregates is directed by their internal properties.
The aggregates can be micro- or nanometer scale particles, or, say, networks
consisting of nodes. Some examples of microscopic scale particle growth are
the formation of preplanetary and desert dust [1, 2, 3, 4]. More abstract
examples are biological networks [5], cities and colonization [6] and scientific
citation accumulation [7]. Some example of nanoscale aggregates are the
metallic and semiconductor quantum dots [8, 9] which are the main research
topic of this thesis.
The quantum dot is a mound of atoms which has a distinct lattice structure

and two- or three-dimensional shape. The striking feature of quantum dots is
that they show unique optical, electronical and magnetic properties in com-
parison with atoms, molecules and bulk materials. The phenomenon behind
these properties is the quantum confinement; when the size of the quantum
dot is similar to the Bohr radius (∼ 10 nm) of its charge carrier exciton, the
energy states are quantized [10, 11, 12]. Quantum dots have numerous tech-
nological applications within e.g. photonics, computer technology, medicine
and biology.
Self assembly is an efficient technique to manufacture large amounts of

dots with a sharp size distribution and adjustable mean size. The size of
the quantum dot tunes the desired properties [13] and the size uniformity
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Figure 1.1: A schematic figure of growth processes at surface. Adatoms are
deposited onto the surface. In principle, one nanodot can capture an adatom,
or another nanodot of randomly selected size. Dot break-up is shown in the
middle of the figure. The nanodots are surrounded by the adatom sea. In
this work only adatom-dot processes are studied.

of dots is one of the main requirements for industrial-scale application use
[14, 15]. Self assembly takes place e.g. during heteroepitaxial surface growth
of quantum dots.
The surface growth begins with the deposition of adatoms to the surface

using e.g. molecular beam epitaxy (MBE) [8, 16]. The deposition energies
are typically thermal (∼ 0.1 eV) in MBE and higher energies up to 30 eV in
ion beam assisted deposition (IBAD) [17]. At the surface, the adatoms start
to move randomly by thermal diffusion. After having an adequate amount
of meandering adatoms (also called the adatom sea), one adatom attaches
to another. Adatoms can attach to larger dots as well. Sometimes dots
of randomly selected size can attach with each other. It is also possible to
have one adatom detaching from a nanodot, or a nanodot fragmenting into
two or more smaller dots or adatoms, as in hyperthermal deposition [17]. A
schematic representation of the growth processes is shown in Figure 1.1.
In heteroepitaxial surface growth, the self-organization adjusts the size and

distance of the dots. The elastic strain, arising from the lattice mismatch of
substrate and the dot, forces the transition from a two-dimensional (2D) to
three-dimensional (3D) dot, to lower the total energy. The thermodynamical
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energy of dots is such that a minimum exists in the free energy difference, and
size selection occurs as an interplay of the thermodynamical energy and the
growth kinetics. The phenomena behind the size selection are to be clarified
with theoretical studies connected with experimental observations.
The modelling of growth and stationary states of a quantum dot distri-

bution consisting of hundreds of thousands of atoms is necessarily done by
mesoscopic growth models instead of atomistic models. The structural de-
tails of quantum dots are excluded from these kinds of coarse-grained models,
and the relevant parameters are the dot size, i.e. the number of atoms in
dot, and the spatial dimension of the dot. The name ”nanodot” describes
the coarsened nature of quantum dots in the mesoscopic approach.
The growth model used in this thesis is a simplified, mesoscopic reaction

kinetic rate equation model. The growth processes under consideration are
adatom attachment, adatom detachment and deposition. The kinetical in-
teraction strength, i.e. the transition rate of the nanodot is the edge length
of a dot, determined by size and dimension [18, 19]. The phenomenological
thermodynamical energy comprises the strain and the surface energy parts,
and it is naturally incorporated into the transition rates of this model by a
self-consistent scheme [20].
In a continuous mesoscopic model of the Fokker-Planck type, the time de-

velopment of the nanodot distribution is presented in terms of the effective
drift velocity and diffusion [21]. A Gaussian stationary nanodot size distri-
bution is successfully predicted and the qualitative estimates for the selected
size and the overshooting phenomenon in nanodot growth are obtained [21].
The overshooting means how much the distribution mean size exceeds the
minimum of energy due to an interplay of kinetics and thermodynamical
energy.
The phenomenological growth model is applied for different nanodot growth

systems. In Chapter 2 the reversible kinetic power-law growth is studied.
The scaling of the resulting distributions is researched. In Chapters 3-5, the
thermodynamical energy is added, for the purpose of modelling self assem-
bled, size selective growth. The resulting stationary Gaussian-type nanodot
size distributions are studied. The goal is to clarify the overshooting phe-
nomenon, firstly by stochastically simulating and using direct numerical in-
tegration scheme. Finally, an attempt to analytically estimate the amount
of overshooting is made and the predictions are compared to numerical and
experimental results [22, 23].
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2

Kinetics of nanodot growth

In this chapter the kinetic nanodot growth in the presence of an adatom
source is studied (Paper I). The size distribution of nanodots changes with
the growing total nanodot mass, yielding power-law -type size distributions
n(s) ∝ s−τ . The distributions with small singularity exponents 0 < τ ≤ 1
appear when attachment and detachment are both significantly affecting the
forming nanodots, in other words the growth is strongly reversible. In nature
one can see these kind of self-similar phenomena with power-law distribution
[24, 25] with varying exponents τ in e.g. surface growth [17], preplanetary
dust formation [1, 2], in mineral dusts over deserts [3, 4], and colonization
[6].

2.1 Reaction Kinetic Model

The 2D surface nanodot growth is described with the Reaction Kinetic Model
(RKM). In this simple model, only the reversible adatom exchange processes
A1 + As ↔ A1+s between a nanodot of size s and an adatom are taken into
account. The rates of attachment and detachment are labeled by σs and γs,
respectively. Their physical interpretation is that they are the probabilities at
which the adatom is attached to or detached from a nanodot. The expressions
are power-law dependencies of size with constant prefactors, σs = σ0s

µ and
γs = γ0s

α. In surface growth the rates are based on geometry; exponents
µ and α are 1/2 for 2D nanodots, corresponding to the edge length of the
nanodot (σ0 = γ0 = 1 assumed here). The continuous adatom flux Φ is
deposited into system, guaranteeing the existence of an adatom sea. The
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spatial correlations between nanodots are neglected, in consistence with an
assumed dilute array of nanodots of size s > 2 (indeed, the density of adatoms
at the surface is orders of magnitude larger than the nanodot density). Also
the effect of spatial correlations into the rates is neglected, as well as the
effect of atomic scale details at the nanodot edge.
The rate equations of number densities of adatom and cluster of size s (n1

and ns, respectively) are deduced directly from the adatom processes:

dn1

dθ
= 1− 2Rn2

1 − Rn1

∑

s≥2

σsns + κRγsn2 + κR
∑

s≥2

γsns; (2.1)

dns

dθ
= Rσs−1ns−1n1 − Rσsnsn1 + κRγs+1ns+1 − κRγsns (2.2)

where θ = Φt is the total mass, or coverage of the system and R = σ0/Φ and
κ = γ0/σ0 describe the relative strength of deposition and detachment to
attachment. The model is directly comparable to the model used in scaling
theory [26, 27].
The results show three different cases of growth [26, 27, 28]. Firstly, there

is the attachment-dominated case, when µ > α and no stable solutions are
found. Secondly, when α > µ, the detachment dominates and the growth is
stagnated. The third and most interesting case occurs when the exponents
are equal in value and 0 < µ = α ≤ 1. In this symmetric case a steady state
solution can be found, and scaling properties are expected [29, 30].
In steady state of growth the nanodot distribution is stationary, dn/dt = 0.

It is now possible to obtain from equation (2.1) a condition for stationary
adatom density n1 → κ. Setting n1 = κ and redefining θ → θκR, the
nanodot density (2.2) simplifies to a general, discrete growth equation, also
known as the Becker-Döring equation [31, 32]:

dns

dt
= σs−1ns−1 − (σs + γs)ns + γs+1ns+1 (2.3)

and with equal growth exponents µ = α the equation is

dns

dt
= (s− 1)α ns−1 − 2sα ns + (s+ 1)α ns+1. (2.4)

At the continuum limit of size s → x, one finds the scaling function for the
distribution f(x) and the dynamic scaling properties, including the dynamic
growth exponents of mean size and nanodot density. The continuous model
of power-law growth is introduced in the next section.
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2.2 Continuous model

In this section a continuous model is derived from the discrete reaction kinetic
model (2.4). The size variable s is changed into a continuous variable x,
having values x ≥ 1. The next step is to determine the moments of the
size distribution [33] from equation (2.4). The first two moments m1,2 are
calculated from attachment and detachment rates directly:

mi(x, θ) =
1

i!

[

σx + (−1)iγx
]

, i = 1,2 (2.5)

giving m1 = 0 and m2 = xα. The continuous differential equation for dis-
tribution, the Fokker-Planck equation (FPE), is obtained as a truncated
Taylor-type series of moments [33]:

∂n(x, θ)

∂θ
=

2
∑

i=1

(

∂

∂x

)i

(−1)i [mi(x, θ)n(x, θ)] (2.6)

⇒ ∂n(x, θ)

∂θ
=

∂2

∂x2 [x
αn(x, θ)] . (2.7)

This is a non-linear diffusion equation with solution presented in reference
[34]:

n(x, θ) ∝ x−α exp

[

− x2−α

(2− α)2 θ

]

, (2.8)

When α ≤ 1 the result is a singular power-law distribution with an exponen-
tially decaying stretched tail. The solution of equation (2.8) gives the scaling
property x → x/θβ, with the dynamic growth exponent

β = 1/(2− α). (2.9)

The FPE usually contains only the two first terms of the series expansion,
although the series (2.6) should include an infinite number of terms. Due to
this truncation, there is no guarantee of convergence in cases where the higher
moments mi≥3 are nonzero, as in the current case. However, it turns out a
posteriori that the continuous growth equation produces a good description
of the reaction kinetic model (2.2).
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2.3 Computational approach: Particle Coa-

lescence Method PCM

The time developments of rate equations are solved numerically using the
revised Particle Coalescence Method PCM [29, 30] which is a stochastic
Metropolis Monte Carlo (MMC) simulation [35, 36, 37, 38]. In a typical
surface growth situation, the time scale is varying; the shortest time scale
of ∼ 10−13 seconds is connected to the diffusive adatom jumps at the sur-
face, and the longest time scales of order of second are connected to the dot
shape transitions [8]. Simulation of systems having such huge, varying time
scales is a demanding task and becomes unfeasible with deterministic simula-
tion schemes like Molecular Dynamics simulation, but instead the stochastic
MMC simulation method is applicable.
In MMC simulation, the simulated next state only depends on the present

state as a Markov chain. The possible events are, in current case of adatom
processes only, the attachment, detachment and deposition, with total rates
Γatt,Γdet and Γdep, respectively. The rates of all possible events must be
known in advance, and kept updated during the whole simulation. The dot
sampling is done one event at a time, firstly choosing the final state f with
uniform probability 1/N , where N is the total amount of possible events. The
final state is accepted as a new state with probability νi→f/νmax, where νi→f

is the transition rate between initial state i and final state f . The maximum
of all transition rates is νmax and the total transition rate Γc is given by Γc =
Nνmax = Γatt + Γdet + Γdep for a certain dot configuration c. Configuration
c is a list of dots, where each dot has a size label of integer number. In
typical simulation of power-law growth, approximately 60000 adatoms are
deposited, corresponding to the coverage θ = 0.25 of the simulation lattice
having L2 = 5002 lattice sites. The conservation of mass is ensured by keeping
the number of dots smaller than the maximum amount of lattice sites.
The time step corresponding to the event is drawn stochastically from

the Poisson distribution: ∆t = − ln(u)/Γc, where u is random number 0 ≤
u ≤ 1. Due to the stochastic nature of the time step determination, the
error of simulation time arises and the time-dependent observables have to
be calculated by averaging. In MMC simulations, the averaged simulated
time step is realistic, when realistic transition rates are inserted.
The dots are assumed point-like and the dot-adatom event probabilities

are established in terms of attachment and detachment rates. The dots are
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labeled by their size and randomly positioned in an artificial simulation lat-
tice, with no connection to physical lattices. The point-like island assumption
corresponds to a mean-field approximation and holds at low coverages. Con-
sequently all geometrical details of transition rates and correlations between
dots are neglected.
In mean-field approximation, the mixing of dots has to be taken care of, in

addition to the diluteness. The mixing could be done by allowing the dots to
jump between simulation lattice sites to find adatom (adatoms are taken into
account as dots of size 1) for attachment, but it is a heavy computational
task. The problem is bypassed by removing the jumps and finding merely
the probability for attachment event between two dots. The detachment
and deposition rates need to be corrected with the factor depending on the
empty lattice sites L2 − Ndots, where L is the size of the lattice and Ndots is
the number of dots. The total rates are [29, 30]

Γatt = νatt
maxNada(Ndots − 1);

Γdet = νdet
max(Ndots −Nada)(L

2 −Ndots); (2.10)

Γdep = L2Φ(L2 −Ndots);

where νmax is a maximum transition rate of attachment and detachment, Φ is
the deposition flux and Nada is the amount of adatoms which is also included
into Ndots.

2.4 Results of power-law growth

The symmetric cases α = µ were simulated with α = 0, 1/4, 1/2, 3/4 and 1,
as well as some cases where α > µ and α < µ. Values of the parameters κ and
R were chosen to obtain the scaling region. For clarity, the ratio of detached
atoms to deposited atoms Ndet/Ndep = 10−2κR is defined (for details, see
Paper I) and the values of κ and R were chosen to give 0.1 < Ndet/Ndep < 104.
The region Ndet/Ndep > 1 was of particular interest.

2.4.1 Dynamical growth exponents

In PCM simulations, a power-law scaling behaviour for distribution mean size
〈s〉 and total nanodot density N is found. A well-defined scaling exponent
β as a function of time is found for 〈s〉 and exponent 1 − β for N with

8
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Figure 2.1: a): The mean size of nanodots 〈s〉 (2) and the total nanodot
density N (©) for the symmetric case with α = µ = 1/2 as a function
of the filling fraction θ. In the inset is shown the scaled monomer density
n1/κ for cases Ndet/Ndep =1 (2), 10 (+), 102 (∗), 103 (©), and 104 (×)
from top to bottom. Figure b): The dynamic exponent β for the symmetric
case α = µ = 1/2 as a function of κR demonstrating the transition to the
growth regime with analytical prediction of β given by equation (2.9) (the
horizontal line). For comparison, the inset shows additional results for β in
the asymmetric cases with α = 1/2 and values µ = 1, 1/2 and 0, from top to
bottom.

α = µ = 1/2. The simulation results are presented in figure 2.1a and the
values of exponents agree with the scaling theory results [26]. In addition,
in figure 2.1a the scaled adatom density n1/κ as a function of total coverage
θ is shown. One can see, that the simulation results confirm the assumption
n1 → κ made in deriving the continuous growth equation in Section 2.1.
The dynamic exponent β is a good indication of the growth regime of the

distribution. The figure 2.1b shows the behaviour of exponent β as a function
of product κR. At small κR, the detachment is negligible to attachment,
and the growth is irreversible [29, 30], and the growth exponent β ≈ 1 is
not constant in time. The transition of growth mode at large κR is clearly
seen. In that case detachment is comparable to attachment and the system
is reversible. The scaling is observed and the analytical model of Section 2.2
is applicable.
The other symmetric cases α = µ = 0, 1/4, 3/4 and 1 were simulated
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Table I: The dynamic scaling exponent β, the exponent τ and the constant
x0 of the scaling function f(x) ∝ x−τ exp[−x/x0] from the PCM simulations
for the symmetric case α = µ. In all values the statistical error of simulations
is 0.01 or smaller.

α 0 1/4 1/2 3/4 1

β 0.50 0.57 0.67 0.80 0.99
τ 0.06 0.29 0.54 0.77 1.01
x0 5.35 5.26 7.34 5.04 3.16

and the results of growth exponent β are in good agreement with analytical
predictions (see Table I).

2.4.2 Scaling function of island distribution

The distribution has, according to PCM simulations, a form of exponential
f(x) ∝ x−τ exp[−x/x0] at the scaling regime of large detachmentNdet/Ndep ≫
1. The scaled distributions with α = µ = 0, 1/2 and 1 are presented in
figure 2.2. The power-law leading edge of distribution emerges already at
Ndet/Ndep ≈ 1, but completes only at Ndet/Ndep ≈ 100, as is shown in the
inset of figure 2.2.
The fitted values τ , shown in Table I, are close to the analytical predic-

tion τ = α, when 0 ≤ α ≤ 1 (Section 2.2). However, the values of τ are
systematically larger.
The theoretical prediction for the distribution from the continuous Fokker-

Planck equation is a streched exponential function, equation (2.8). On the
other hand, the simulations indicate that the distribution is exponential with-
out stretching. This discrepancy is probably resulting from the stochastic
nature of PCM simulations compared to the deterministic continuum model.
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Figure 2.2: The scaling function f(x)/f(1) for the symmetric case with α =
µ = 0, 1/2, and 1. The fitting function (given in the text) with τ and x0 as in
Table I is shown with the solid line. In the inset the scaled size distributions
are shown with µ = α = 1/2 at Ndet/Ndep = 1, 10, and 102 from bottom to
top. The solid lines in the inset correspond to the power law x−1/2.
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3

Size selection growth model

The self assembly is observed experimentally in two modes of surface growth.
The first mode is the Stranski-Krastanov growth [39], with nanodots nucleat-
ing in a wetting layer of adatoms covering the substrate. The other strained
growth mode is the Volmer-Weber growth [40, 41, 42], in which the nanodots
nucleate directly at the substrate without a wetting layer. The self assembly
is mostly seen in heteroepitaxial semiconductor materials, but it occurs also
in heteroepitaxial metals [39, 42, 43, 44, 45].
In self assembly of nanodots, the interesting feature is the size selective

growth of nanodots [39, 40, 41, 42, 46, 47]. The thermodynamical energy
of strained heteroepitaxially growing structures arises from the difference
of lattice constants of substrate and the deposited material. The total en-
ergy of a nanodot is a combination of the surface energy and the elastic
strain relaxation energy contributions. An important characteristic of the
thermodynamical energy is, that a minimum of free energy difference exists
[48, 49, 50, 51]. The thermodynamically controlled growth results in a stable
equilibrium distribution of Gibbs-Boltzmann type, where the favored size is
determined by the total energy minimum [52, 53, 54, 55]. The physical origin
of spontaneous size selection is the interplay of the growth kinetics and the
thermodynamical energy.
In this chapter, the reaction kinetic model for size selective growth is ob-

tained from the power-law growth model by including the thermodynamical
energy. This model is a general mesoscopic model with phenomenological
level properties. For example, the strain energy is taken into account, but
the wetting layer, although present at the experimental Stranski-Krastanov
growth situation, is not explicitly included into the growth model. Therefore
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the same model can be applied for different types of nanodot growth systems
by only choosing the relevant growth exponents and parameters for phe-
nomenological energy, although more realistic energy functions can certainly
be included for specific systems. The basic equations behind the continuous
model of size selection are the reaction kinetic equations, already presented
in Chapter 2 in equations (2.1)–(2.2). Papers II–V are based on this model.

3.1 Self-consistent reaction rates

The simple power-law growth model presented in Chapter 2 does not include
the free energy difference of growing islands. The thermodynamical energy
is incorporated into the transition rates by the self-consistent reaction rate
scheme presented in reference [20]. In the self-consistent scheme, the adatom
density is calculated at the dot boundary with two assumptions. Firstly, the
”bare” adatom detachment rate from the edge of the dot of size s is different
from the effective escape rate γs, at which the adatom leaves the capture
zone of dot and ends up in the adatom sea. Secondly, the effective rate γs
depends on the concentration of adatoms on the dot edge, and the rate is
modified by the energy barrier ∆s to include the re-adsorption of adatoms.
(The form of energy ∆s is specified later.) The self-consistent rates σs and γs
are too complicated for the purpose of this model. With simplifying details
(see Appendix A of Paper II), the simple form of rates is obtained:

σs = sq/(ξ + eβ∆s)

γs = sq/(1 + ξe−β∆s−1). (3.1)

The detachment rate γs is shown in figure 3.1 for three temperatures. The
parameter ξ is the correlation length, i.e. the average length that adatoms
travel before they are captured, and it is a free parameter in RKM, defining
the density of the dots. In this work it has the value ξ = 0.01. In Papers
II and III the reaction rates are erroneous; the corrections are found in Ap-
pendices A and B of this thesis. The rates fulfill the requirement of detailed
balance, arising from reversibility:

γs+1

σs
= eβ∆s . (3.2)

However, the attachment rate σs in equation (3.1) has very low values at
small sizes, thus unnecessarily slowing down the first steps of the growth.
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Figure 3.1: The detachment rates γs as a function of dot size s/s0 at three
different temperatures β−1 = 0.03, 0.05 and 0.07, corresponding to T = 350,
580 and 810 K. The thermodynamical energy function ∆s is specified in
equation (3.3) and parameters are c = 0.0002 and α = 0.5. The minima of
rates are at sizes 0.15s0 , 0.06s0 and 0.03s0, where s0 = 5000. In the inset is
the free energy difference ∆s which has minimum at s0.

From figure 3.1 is cleary seen as a saddle point, a critical size, over which the
distribution has to travel in order to show the effect of the thermodynamical
energy. Below saddle point, the deposition defines the time scales of the
growth. The attachment rate can thus be approximated

σs → sq

to fasten the growth towards the critical size. The initial stage of growth is
essentially the reversible power-law case described in Chapter 2.

3.2 Free energy difference

The essential feature of nanodot growth energy is the free energy difference

∆s for a dot of size s. The free energy difference is described by total free
energy Es per atom of the nanodot of size s: ∆s = Es+1−Es. In this work, we
use a simple, phenomenological form of total free energy introduced by Gai
et al. [42]. There are, however, several other energy functions available, but
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they are either more complicated [43] or they do not correctly reproduce the
thermodynamical energy of metallic nanodots [56, 57]. The simple expression
for free energy difference is [42]

∆s = w0 + csα + as−p (3.3)

where the second term is the contribution of self energy and the third term
is the surface energy of the dot. The self energy includes strain energy,
interface energy and step energy. The last term with a = gθ2/3 describes
the contributions of coverage dependent dot-dot interactions with coupling
strength g, and possibly also the contribution of the Gibbs-Thomson effect
[56, 58]. The parameter w0 is the constant part of self energy, which sets the
minimum value of the total free energy.
To reduce the amount of free parameters, the redefinition a → 1 is made,

giving the minimum of thermodynamical energy at s0 = a/c → 1/c and
scaling β → aβ, c → c/a and w0 → w0/a. The parameter α is proportional
to the nanodot substrate geometry and describes the strength of the edge
energy to the surface energy.1 In this work, the equation (3.3) is used as
a flexible fitting formula for several types of energy functions of different
physical origin.
The free energy difference ∆s in (3.3) actually is the energy needed to

attach or detach one adatom of dot of size s. At continuum limit the free
energy difference corresponds to chemical potential µ(s) = ∂E(s)/∂s. With
parameter choice used in Paper II, c = 0.0002, the minimum location is
s0 = 5000. The parameter w0 = −0.2783 adjusts the depth of the minimum,
chosen to give ∆(s0) = −0.25 (see inset of figure 3.1) to obtain convenient
depth for numerical simulations.

3.3 Continuous model

The continuous growth model is derived from two basic assumptions. Firstly,
the detailed balance condition in terms of the transition rates σs and γs is

σsn
eq
s = γs+1n

eq
s+1. (3.4)

1The energy parameter α is now different from the power of detachment rate s
α. The

kinetic rate exponent is called q from this on, corresponding to attachment rate σ
q and

detachment rate γ
q.
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Secondly, the equilibrium size distribution neq is assumed to be the Gibbs-
Boltzmann distribution

neq
s = exp

[

(s∆̄−Es)/kBT
]

(3.5)

where ∆̄ is the average chemical potential of the dot distribution and Es is
the total internal energy of a dot of size s.
A net mass flux J(s, t) occurs between dots of sizes s and s+ 1: [21, 32]

J(s, t) = σsns(t)− γs+1ns+1(t) (3.6)

where t is time and ns and ns+1 are the non-equilibrium distributions. The
size variable s → x = s/s0, attachment rate σs → σx = xq and size distribu-
tion ns → nx = n are taken to the continuum limit to obtain [21, 32]

J(x, t) = xq

[

∆̄−∆

kBT
n(t)− ∂n(t)

∂x

]

(3.7)

where the equilibrium distribution (3.5) is given in terms of the chemical
potential, now defined as ∆ = ∂E/∂x.
The continuity equation is

∂n(t)

∂t
= −∂J(x, t)

∂x
. (3.8)

From this expression one obtains the continuous growth equation, also known
as the Fokker-Planck equation:

∂n(t)

∂t
= − ∂

∂x
veff (x, t)n(t) +

∂

∂x

[

xq ∂n(t)

∂x

]

. (3.9)

The first term of the right-hand side is the drift contribution with drift ve-

locity given by
veff (x) = xq(∆̄−∆)/kBT. (3.10)

The drift velocity describes the deterministic effect of chemical potential
difference ∆̄ − ∆ on dot growth. The last term in equation (3.9) is the
diffusion contribution.

3.4 Computational approach

The numerical results of the size selective RKM are calculated independently
using the PCM simulation method with the efficient Bortz-Kalos-Lebowitz
algorithm (Paper II) and by direct numerical integration of rate equations
(Paper III). The properties of these numerical methods are explained below.
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3.4.1 Bortz-Kalos-Lebowitz algorithm

The Metropolis Monte Carlo MMC based computational scheme, the revised
Particle Coalescent Method PCM described in Sec. 2.3 is used to simulate
the solution of the rate equations (2.1)–(2.2) with respect to time. The
thermodynamical energy is now included into the growth model, and the
existence of a minimum in energy slows down the distribution significantly
and the revised PCM simulation cannot be used. A more efficient algorithm
is needed.
The study of the stationary state is possible when the trial-based MMC

algorithm is changed into the rejection-free Bortz-Kalos-Lebowitz (BKL) al-
gorithm [59] also known as the Kinetic Monte Carlo algorithm [60, 61]. In
the BKL algorithm, at each time step some event is chosen with correct sta-
tistical weight according to the probabilities, leaving no rejected attemps. In
order to choose the weight of the event correctly, the total rate Γc is needed
at each time step for the dot configuration c. Typical dot configuration of
size selective growth includes approximately 120000 adatoms, corresponding
to the coverage θ = 0.5 of the simulation lattice (5002 lattice sites). One
possible option for the storage of transition rates is the binary tree structure,
although its implementation is a demanding task [62]. The searching of the
binary tree is efficient, but the updating is somewhat more complicated. The
length of the time step is drawn as in Sec. 2.3.

3.4.2 Master Equation Discretization

The Master Equation Discretization (MED) scheme is a direct numerical
integration of the reaction kinetic model, and also recommendable for solving
the corresponding continuous growth equations [63]. The derivation of the
discretized equation of RKM begins with the Becker–Döring equation (2.3)
which is written in terms of discrete differential operator D[uk] = uk − uk−1

as
dns

dt
= D[D(κγs+1ns+1)]−D[(n1σs − γs)ns]. (3.11)

At the limit of small variations (κs+1 ≈ κs;ns+1 ≈ ns) the Fokker-Planck
equation of growth is accomplished with time dependent drift and velocity
coefficients [64] (see also equation (3.9)). The equivalence of discretized RKM
and the continuous model is explicitly shown. According to reference [63] this
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equation can be expressed in linear and centered discretization form:

dns

dt
= ǫ−2{ns−1[D0 + (φs − φs−2)/4]− ns[2D0] + ns+1[D0 − (φs+2 − φs)/4]}

(3.12)
where ǫ defines the discretization lattice size and the potential φ is the drift
velocity field. The difficulty in numerics with the discretized equation (3.12)
appears at the next nearest neighbour terms s±2 connected to the curvature
of the drift velocity field. By a mathematical transformation the equation
(3.12) is written in the corresponding form of

dns

dt
= D0ǫ

−2{ns−1e
−(φs−φs−1)/D0 − ns[e

−(φs−φs+1)/D0 + e−(φs−φs−1)/D0 ]

+ns+1e
−(φs+1−φs)/D0}. (3.13)

This equation is directly equal to the discrete Becker–Döring growth equation
(2.3). To show the complete equivalence of MED and RKM, the drift veloc-
ity field is connected to the thermodynamical energy of growth by defining
(φs+1 − φs)/D0 ≡ β∆s. The curvature of the velocity field is now incorpo-
rated into the exponential terms of only nearest neighbours s ± 1, and the
numerical solution is feasible.

The two solution schemes, PCM and MED, are thus independent and
shown to be equivalent with the continuous growth model at the stationary
region of growth.
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4

Results: distribution

The two numerical schemes, PCM simulations and numerical integration of
the RKM are used to calculate the time development of the size distributions.
Very similar results are obtained with both of the solution methods in every
aspect of the study, implying that the solution is the correct one and that the
phenomenological behaviour of the solution of the growth model is attained
from the numerical results.
The results show that there are three distinct stages of growth. Firstly,

there is the singular, scaling-law-type distribution at early stages of growth.
Secondly, the kinetically determined, short-lived metastable state is found at
the minimum of the detachment rate (see figure 3.1). Thirdly, there is the
stationary state which occurs when the distribution mean has exceeded the
location of the free energy difference minimum.

4.1 Initial stage

The initial development of the distribution begins with the deposition of
adatoms and proceeds to small nanodot sizes. At low temperatures the
thermodynamical energy in the detachment rate does not affect the growth
at small sizes (figure 3.1), leaving only the kinetic contribution sq into the
rates (Section 3.1). The growth is reversible and in principle comparable to
the power-law growth in Chapter 2.
The simulations show that the nanodot distribution at the initial stage

is some kind of singular distribution with a large density of small islands.
The scaled initial size distribution f(x)/f(1) is shown in figure 4.1 with two
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Figure 4.1: The scaled initial singular distribution f(x)/f(1) as a function
of scaled size x. Figure contains data sets with two different values for the
kinetic exponent q (at T = 70K, c = 0.0002 and energy parameter α =
1/2). The inset shows the reversible growth results from longer simulations
presented in Chapter 2. The error bars are smaller than the symbol sizes.

kinetic exponents q. In the inset are shown the distributions from power-
law growth for comparison. One sees similar shapes of distributions with
singularity s−q, and the approximate dependence of exponent q. The region
of scaling is very narrow (below the critical size in detachment rate, figure
3.1), and the scaling exponents cannot be reproduced accurately from the
initial stage data. However, the simulations confirm that the results of initial
growth stage resemble the results of singular power-law growth.

4.2 Intermediate metastable state

When the nanodot distribution has exceeded the critical size in the detach-
ment rate, the deposition is turned off and the distribution continues to
develop only driven by the reaction kinetics. At the same time, the initial
power-law type distribution transforms into a propagating Gaussian-type dis-
tribution with disappearing singularity at small sizes (figure 4.2a). Eventu-
ally only the somewhat Gaussian-type part of the distribution, going towards
larger sizes, is left. The distribution finds a seemingly stationary state well
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Figure 4.2: a): The size distribution ns as a function of size s/s0 in the inter-
mediate stationary stage of growth. The stationary state is determined by
the minimum of the detachment rate, which occurs with current parameters
at 0.27s0. The mean and standard deviation of the distribution are shown
in the inset. Figure b): The stationary size distributions ns at different tem-
peratures in the intermediate stationary stage of growth. The inset shows
the temperature dependence of mean size 〈s〉/s0 of the distributions (dots)
and the fit. In both figures the distributions are multiplied for clarity. Pa-
rameters are T = 70 K, α = q = 0.5, κ = 10−7, c = 0.0002, σ0 ≈ 30, and
t0 ≈ 10.

below the free energy minimum, namely at the location of the detachment
rate minimum. The distribution mean size and standard deviation take a
constant value, as shown in the inset of figure 4.2a. Actually, this state of
the distribution is a short-lived metastable state, originating from the re-
action kinetics and controlled by the energy parameter w0. The simulated
properties of intermediate metastable state correspond well to experimental
results of kinetically controlled stationary states [48].
In experimental nanodot systems, the metastable state may be a long-term

state in realistic time, depending on the parameters of the real thermody-
namical energy. Also in trial-based MMC simulations, it is possible for the
distribution to stay practically forever in the intermediate metastable state.
The event-based BKL-algorithm, used in this study has a clear advantage in
simulating long-lived metastable states. Using BKL, the distribution simply
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continues to develop further on from the intermediate state with reasonable
computing times.
Temperature affects the distribution at the intermediate state remarkably

(figure 4.2b). The dependence of the mean size and temperature is roughly
inverse power-law type 〈s〉 ∝ (kBT )

−k with 2 . k . 3 (for details, see
figure 6 in Paper II). The origin of the strong effect is in the existence of
the free energy difference; thermally activated adatom processes are weighted
differently with a geometric factor sq.
Finally, after leaving the intermediate metastable state, the distribution

takes the stationary form which occurs above the free energy difference min-
imum. The results of the stationary distribution are presented in the next
Chapter.

4.3 Stationary size distribution

The stationary state is found when the distribution exceeds the free energy
difference minimum (see figure 4.3a). The mean size of islands x̄ = 〈s〉/s0 and
the standard deviation of distribution σ stabilize, and the island distribution
takes a nearly perfect Gaussian form (Fig 4.3b). The time development of
the distribution is extremely slow, and the shape of the distribution is main-
tained. The striking feature of the stationary distribution is that the mean
size of the island distribution systematically overshoots the free energy mini-
mum location. This is also seen in the work by Jesson et al. [21]. In addition,
a minor but important skewness remains in the size distribution, as is found
in Papers II and III. In this chapter a continuous model, derived from the
discrete growth equations, is used to predict mean, standard deviation and
drift velocity of the distribution.

4.3.1 Time evolution of mean and width

The distribution mean and standard deviation have a clear time development
before they stabilize into constant values of the stationary state. The time
evolution of the size distribution is obtained from the growth equation using
a pure Gaussian distribution with time dependent mean x̄(t) and variance
σ2(t). In principle the mean and variance are obtained by integral transfor-
mations of growth equation [65, 66], but a more convenient choice is to use
differential equations [67]. The distribution is assumed narrow enough for
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Figure 4.3: a): The time development of size distributions ns as a function
of size s/s0. The initial singular distribution is marked with a dashed line.
For clarity, the other distributions are multiplied (factors in Paper II). In
the inset are shown the average dot size 〈s〉/s0 (solid line), and the standard
deviation of the distribution σ/σ0 (dashed line). The stationary width is σ0 ≈
350. Figure b): The stationary size distribution ns at the final metastable
state (t = 1.0 × 108, κ = 1.0 × 10−7, c = 0.0002, α = 0.5 and T = 350K).
PCM simulations are marked with dots and the Gaussian distribution with
a solid line. Note the skewness of distribution compared to the Gaussian. In
the upper inset the time development of the standard deviation σ/σ0 and in
the lower inset the skewness µ are shown. The parameter t0 ≈ 1.7× 103.

chemical potential linearization, which also enables the linear drift velocity
of the mean size, giving

dx̄

dt
= βD(∆̄−∆)− βD∆′(x̄− x0), (4.1)

dσ2

dt
= 2D − 2β D∆′σ2. (4.2)

The time evolution of mean size, standard deviation and skewness are
similar in stochastic PCM simulation (Paper II) and in direct numerical
integration of RKM (Paper III).
After redefinitions, one obtains differential equations for the scaled average
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Figure 4.4: The time evolution of the the scaled average size ζ and the width
σ/σc for different approximations of ∆̃′(ζ). Compare with the corresponding
PCM results in the inset of figure 4.3a. The time axis is relative.

size ζ(t) = x̄/x0 and the scaled variance ω = σ2/σ2
c with respect to time:

ζ̇ = (1 + |µ̄|)− ζ (4.3)

ω̇ = 2− 2∆̃′(ζ) ω (4.4)

where ∆̃′(ζ) = ∆′(x)/∆′(xc) and σ2
c = 1/(β|∆′(xc)|) is the width at the sta-

tionary position xc. The solution of these equations is shown in figure 4.4.
The results show that the stationary values of the mean and standard devi-
ation are 1 + |µ̄| and σc, respectively, and the amount of overshooting is the
skewness |µ̄|. The prediction of the time evolution made by the continuous
model with stationary Gaussian distribution and linear drift velocity agrees
well with numerical results.

4.3.2 Physical origin of overshooting

The origin of the overshooting is the drift velocity veff 6= 0 at free energy
difference minimum, as described in reference [21] and Paper IV. The drift
velocity veff(x̄) = dx̄/dt arises from the difference of the chemical potential
of certain nanodot ∆dot and the average chemical potential ∆̄. One can find
an approximative nanodot size corresponding to the average chemical poten-
tial. The nanodots for which ∆dot > ∆̄ tend to dissociate and the nanodots

24



with ∆dot < ∆̄ tend to grow. At the early stages of growth, the distribution
is in the region of negative slope in chemical potential, d∆/dx < 0 and the
nanodots are growing. The nanodots above the location of average chemical
potential have a forward drift. Below the location of average chemical poten-
tial, the drift is negative and it pushes the tail of the distribution backwards
to small sizes. The drift velocity enforces the distribution over the minimum
of chemical potential to region d∆/dx > 0. The stationary size distribution
observed in numerical solutions is found explicitly at this region of small pos-
itive gradient of chemical potential. Also the sharpening of the distribution
occurs there.
The thermal diffusion tends to broaden the distribution stochastically. Dif-

fusion is weak compared to the drift velocity at the fast growth stages. Only
in stationary state, the drift velocity is low enough, such that the diffu-
sion and drift can balance. Over the inflection point of chemical potential
(∆′′(xi) = 0), the drift velocity is yet lower and diffusion causes inverse ripen-
ing of nanodots (see [22], figure 5.) In experimental situations, especially at
low deposition fluxes, the distribution may never reach the inflection point,
because of the long time scales and low drift velocities. The direct numer-
ical integration solution of RKM [22] does not include realistic time scales
and allows the distribution to develop over the inflection point ∆′′(x) = 0,
unlike PCM simulation which, even with the event-based algorithm, cannot
proceed over the stationary state in reasonable computing times. However,
within MED scheme, the distribution cannot reach the thermodynamical sta-
ble state occuring at the minimum of total free energy, where ∆(x) = 0. The
nucleation theoretic calculation with Gibbs-Boltzmann equilibrium distribu-
tion [55] points out that the stable distribution (dn/dt = 0) settles in the
total energy minimum (Appendix A of Paper IV).

4.3.3 Skewness-corrected distribution

The size distribution ns at stationary size attains a nearly Gaussian form
with small, but persistently remaining skewness, as found in Paper II. The
skewness is connected to the drift velocity (Paper II, figure 9) and to the
inflection point of the chemical potential and uniquely describes the growth
stage of the distribution (Appendix A of Paper IV). However, it is not possi-
ble to calculate the numerical value of skewness within the continuous model,
and therefore the numerical values are obtained from simulations. The effect
of skewness is taken into account in the continuous model by including skew-
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ness into the model of stationary distribution. The skewed size distribution

nx is assumed to be a Gaussian distribution with a linear skewness-dependent
correction factor (Paper IV)

n =

[

1 + g0

(

x− x̄

x̄

)]

exp [−(x− x̄)2/2δ2]√
2πδ2

(4.5)

where the scaled size is x = s/s0 and dispersion (scaled width) is δ = w/s̄.
The parameter g0 is directly related to the skewness, µ3 = 3g0δ. The mean
size of dots is then x̄. The standard deviation of the distribution is temper-
ature dependent, given by w = 1/

√

β|∆′(x̄)| (Paper II).
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5

Analytical prediction of

selected size

5.1 Calculation

The analytical calculation to determine the selected size is done using the
skewness-corrected RKM. The derivation is based on the equations (2.1)–
(2.2).
In the study of Pirkkalainen et al. [22] the efficiency of the numerical

solution of RKM is enhanced by stationarity approximations. The direct
numerical solutions of rate equations are unnecessarily retarded by the ex-
tremely slow time evolution of adatom density at the early stages of growth,
when dimers are formed. This bottleneck can be bypassed with two simplify-
ing assumptions: stationarity of adatom density dN1/dt = 0, and prevention
of dimer formation from adatoms by setting σ1 = 0 [22]. The approximate
rate equations are

dn2

dτ
≃ −(N1σ2 + γ2)n2 + γ3n3 (5.1)

dns

dτ
= σs−1ns−1N1 − σsnsN1 + γs+1ns+1 − γsns (5.2)

with N1 = n1/κ and τ = κt. The stationary adatom density is now obtained:
(Φ = φ/κ is the scaled deposition flux)

N stat
1 =

Φ+ γ2n2 +
∑

s≥2 γsns
∑

s≥2 σsns

. (5.3)
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The practical starting point of the calculation is this equation (5.3). The
notation N1 = N stat

1 is for simplicity. The assumption of stationarity re-
moves all time dependencies of the size distribution. The approximation of
insignificantly low dimer density in stationary state is made (n2 ≈ 0). The
adatom flux is Φ, and the physical origin of the flux can be the molecular
beam of adatoms filling the surface, or the flux of detached adatoms in the
case of ion beam assisted deposition. Using detailed balance

N1 =
Φ

∑

s≥2 σsns

+

∑

s≥2 σse
β∆ns

∑

s≥2 σsns

. (5.4)

In this calculation, the approximation eβ∆ ≈ 1 + β∆ is done and the free
energy difference is expanded around the (yet unknown) mean of the size
distribution x̄ = s̄/so:

∆(x) ≈ ∆(x̄) + ∆′(x̄)(x− x̄) + (1/2)∆′′(x̄)(x− x̄)2. (5.5)

By performing the continuum limit calculation of equation (5.4) with at-
tachment σs → xq and the expanded free energy difference, the stationary
adatom density is found:

N1 =
Φ

x̄q
+ 1 + β∆(x̄) +

g0β∆
′(x̄)δ2

x̄
+

1

2
β∆′′(x̄)δ2. (5.6)

At stationary state the quantity ∆̄, the average chemical potential of the size
distribution, is defined:

N1 =
1

x̄q

∫ ∞

−∞

xqeβ∆nxdx ≡ eβ∆̄ ⇐⇒ β∆̄ = lnN1. (5.7)

The drift velocity of the mean size is veff (x̄) = x̄qβ[∆̄−∆(x̄)] [21]. Drift is
obtained by approximating x ≫ 1 and using analytical prediction of width
w, giving

veff (x̄) = Φ + x̄q−1

[

g0 sign (∆′(x̄)) +
x̄

2

∆′′(x̄)

|∆′(x̄)|

]

. (5.8)

The selected size x̄ of the nanodot distribution at stationary state is obtained
from the drift velocity of the distribution. After determining the size x̄,
one can define unitless overshooting factors x̄/x0, describing the amount by
which the distribution exceeds the free energy difference minimum x0. The
overshooting factors are studied for two different growth situations; for the
case of metal nanodots with more realistic energy function, and for the Ge/Si
quantum dots in IBAD growth with phenomenological energy.
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5.2 Metal nanodots

The size selection in growth of 2D metal nanodots (see reference [22]) is
studied at stationary state in the absence of external flux (Φ = 0). For free
energy difference of metal dots the form introduced by Liu [43] is used:

∆(x) = −x−1log(ex) + 2αe−
1

2x− 1

2 , (5.9)

with x being the scaled dot size x = s/s0, where s0 is the dot size at the
minimum of free energy difference. The first term of equation (5.9) is the
contribution of edge energy and the second term is the surface energy of the
dot. The parameter α is proportional to the nanodot substrate geometry
and it is the relative strength of the edge energy to the surface energy. For
details of the choice of parameters, see reference [22].
The numerical results of the 2D metal nanodot growth are presented in

reference [22], and they are obtained by direct numerical integration of the
growth equations (5.1)-(5.2). The analytical prediction of the selected size is
calculated in Paper IV. The drift is vanishing at stationarity, and we obtain
the equation for the distribution mean size x̄:

x̄
∆′′(x̄)

∆′(x̄)
= g (5.10)

where parameter g = −2g0 = −2µ3/3δ. This equation defines implicitly the
selected size x̄.
The equation (5.8) is not defined at ∆′(x0) = 0. The points x0, which are

the free energy difference minima, are solved analytically using the Lambert
W function [68] giving real and complex multivalued roots, of which the
correct root is chosen (and shown in figure 5.1):

x0 =
4e

α2

[

W

(

− α

2
√
e

)]2

. (5.11)

The selected size x̄ is analytically solved for potential (5.9) using equation
(5.10). The solution is, with correct root of the Lambert W function (Paper
IV)

x̄ =
4e(2 + g)2

α2(3
2
+ g)2

[

W

(

−α
3
2
+ g

4 + 2g
exp[− 1 + g

4 + 2g
]

)]2

. (5.12)
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Figure 5.1: The zeros of the first derivative of free energy difference, ∆′(x0) =
0 as a function of the parameter α. The inset shows the minimum of the free
energy difference ∆ at α = 0.

The results for the selected size x̄ are obtained graphically from figure 5.2a
as the intersection points of the derivative curves and the skewness parameter
g. The MED data of direct numerical integration of RKM is presented by
the solid dots (•) and is seen to produce rather constant value of parameter
g with region −1 ≤ α ≤ 0.5. The constant value of g is thus justified. Four
approximative levels of skewness, g = 8, 5, 2 and 0, are presented. The last
value g = 0 corresponds to the total energy minimum (see Appendix A of
Paper IV).
The overshooting factors x̄/x0 are in figure 5.2b. The distributions over-

shoot the free energy difference minimum by a factor 1.1–1.7 depending on
the skewness. The overshooting, being independent of the preceding growth
stages, enables fast deposition-driven preparation of the distribution to re-
gion x̄/x0 ≈ 1.5, after which the self assembly stabilizes the distribution
into its final sharp form. In concordance to this, the MED data of reference
[22] with high deposition flux produces distributions with approximately zero
skewness and a large overshooting factor.
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Figure 5.2: The data set ”MED” (symbol •) is the result of direct numerical
integration of RKM as a function of α, and the data points are calculated from
values of skewness µ3 and dispersion δ of reference [22] with g = −2µ3/3δ.
From MED data is seen that the approximation g = const. is rather good.
Therefore, the constant values of parameter g are shown for four different
values by symbols ×, 2, △ and ©. Figure a): The solution of equation 5.10
presented graphically. The derivative curves, shown with solid and dashed
lines, describe the left-hand side of equation 5.10 as a function of α. The
solution x̄ of equation 5.10 is read from the figure by finding the x-coordinate
of the crossing point of the appropriate derivative curve and the (constant)
level of parameter g. Figure b): The overshooting factors as a function of α
with four different skewness values.
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5.3 Semiconductor nanodots in ion beam as-

sisted deposition

The growth of 3D semiconductor nanodots is studied experimentally in [23,
69], where the distributions of stationary Ge/Si nanodots are reported for
molecule beam epitaxy (MBE) and ion beam assisted deposition (IBAD). The
adatom flux of the growth system affects the size selection and it is different
in MBE and IBAD. In conventional MBE growth, the flux F = 0 [50]. In
continuous IBAD the ion beam generates a flux of adatoms, approximately
corresponding to values F ≈ 0.01 [23]. For pulsed IBAD the flux is much
smaller, 0 < F ≪ 0.01, because the free surface adatoms recombine with
surface defects between ion pulses. Therefore the flux needs to be taken into
account in equation (5.8).

5.3.1 Double well energy

The thermodynamical energy of a growing nanodot in MBE or in IBAD alone
is described through the phenomenological energy function. For free energy
difference we use the form introduced by Gai et al. [42]:

∆(x) = w0 + cxα + x−p, (5.13)

the details of which are explained in Section 3.2. The energy parameters c,
α and p are related by the equation

sα+p
0 =

p

αc
(5.14)

where s0 is size corresponding to the minimum of the chemical potential.
The energy parameters c and α are different for MBE and IBAD. For con-

ventional MBE, the heteroepitactic Ge/Si dots are strained and the strain
exponent αMBE = 1/3. The minima of chemical potential are deduced from
the mean of the measured size distribution of reference [23], giving approxi-
mately sMBE = 104, corresponding to the value cMBE ≈ 0.0022. The main
effect of IBAD is to reduce the nanodot self energy by facilitating the strain
relaxation, thus lowering the strain exponent to value αIBAD = 0.01 and the
chemical potential minimum to size sIBAD = 500, corresponding to value
cIBAD ≈ 3.95. In scaled variables xIBAD = 1 and xMBE = 20. Parameter p
is chosen equal to the growth exponent, p = q = 1/3 for 3D dots.
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Figure 5.3: Figure a): The normalized total free energy difference ∆ as a
function of the scaled size x. The minima occur at sizes x0 = 1 for IBAD
and x = 20 for MBE. The energy function is shown for two values of exponent
q: solid line corresponds to q = 1/3 and dashed line to q = 1/2. Figure b):
The drift velocity (equation (5.8)) shown with three different skewness values,
and without flux (Φ = 0).

In growth occuring under MBE and IBAD together, the total energy func-
tion ∆ is defined as a parallel operation of two growth modes:

1

∆
=

1

∆MBE
+

1

∆IBAD
(5.15)

with ∆MBE and ∆IBAD given above. The normalized double well energy
∆ = w0 + (1/∆MBE + 1/∆IBAD)

−1 with depth control parameter (having
value w0 = 0 for now) is shown in figure 5.3a.

5.3.2 Results of analytical model

The prediction of the selected size of nanodot distribution is calculated us-
ing the continuum model (Paper V). At stationary state the drift velocity
disappears, giving from equation (5.8)

veff(x̄) = Φ + x̄q−1

[

g0 sign (∆′(x̄)) +
x̄

2

∆′′(x̄)

|∆′(x̄)|

]

= 0. (5.16)
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Figure 5.4: Figure a): The overshooting factors as a function of flux with
three different skewness values g0. Figure b): The dispersion δ as a function
of the scaled temperature T̃ . The skewness factor g0 = −0.5.

The analytical solution of this equation is cumbersome; instead the numerical
solution is preferable. The effective drift velocity of the first potential well
without flux is in figure 5.3b. The negative drift velocity after the first mini-
mum of thermodynamical energy at x = 1 pushes the distribution downwards
to the spontaneously selected stationary state found in Paper II. However,
the distribution can find a stationary form when an external flux F 6= 0 is
applied. Stationarity occurs at any location of positive gradient of the energy
below the saddle point of the potential (see figures 5.3a and 5.3b). At the
vicinity of the saddle point the distribution broadens.
With fluxes 0.001 < F < 0.01 the distribution is stationary and the mean

size is shown in figure 5.4a. The overshooting factor at low fluxes is approxi-
mately x̄/x0 ≈ 2, corresponding to the pulsed IBAD. The skewness g0 affects
the stationary size by enhancing the drift towards smaller sizes (Figs. 5.3b
and 5.4a). For larger skewness values, a larger external flux F is needed to
obtain the stationary distribution.
The optimum distribution is found when the dispersion δ of the distribution

is the smallest (figure 5.4b). The optimum at δ = 0.1 is found above the
spontaneously selected state, and with the external flux F ≈ 0.004. At this
point the increasing of the ion bombardment flux F does not improve the
size selection further, but enlarges the dispersion. At the limit of continuous
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IBAD, the dispersion increases steadily, corresponding to saddle point region,
where x/x0 ≈ 12− 15. The corresponding temperature region is 0.01 < T̃ <
0.03.
The results are in agreement with experimental results [23], where the

ratio xc/xp = (Lc/Lp)
3 ≈ 21, where xp and xc are the stationary sizes, and

Lp and Lc are the nanodot base lengths for pulsed and continuous IBAD,
respectively. The dispersion of the pulsed IBAD distribution is δp ≈ 0.25, in
agreement with the prediction of the stationary region x̄ ≈ 2x0 (see figure
5.4b). The dispersion of the continuous IBAD distribution is δc ≈ 0.75,
but the experimental data is not of Gaussian type, but rather a bimodal
distribution, and the standard deviation is not obtained accurately. The
model predicts, however, the sharpening of the distribution at fluxes F ≈
0.004.

5.3.3 Results of nucleation theoretic approach

Ultimately, the ion bombardment of nanodots leads to formation of bimodal
distributions, when part of the distribution exceeds the saddle point of ther-
modynamical energy and further proceeds towards the stationary location of
the other potential well. Bimodal distributions are studied in Appendix B
of Paper V using the nucleation theoretic approach [55]. The basic assump-
tions behind the nucleation theory are the presence of continuous monomer
source, or dilute dot system to quarantee the adequate amount of adatoms
surrounding the nucleating dots, and the ”vapour-independent” break-up
(detachment) of dots. In RKM the detachment rate only depends on the size
of the dot. The total mass conservation in nucleation theoretic calculation is
not assumed, unlike in RKM.
The stable size distribution is obtained, when dn(s)/dt = 0 for every size

s. The nucleation current J through the system is found and the detailed
balance is broken. (In equilibrium the current Je = 0, and total mass conser-
vation and detailed balance are valid.) The stable current is (see reference
[55], p. 91)

J =

[

∞
∑

s=1

(

1

σsne(s)Ss

)

]−1

(5.17)

where σs is the attachment rate, and the factor ne(s)Ss is the saturation-
corrected equilibrium distribution,
ne(s)Ss = exp(−∆Ws/kT ). The reversible work ∆Ws of forming a cluster of
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size s is [70]

∆Ws = −kT
s

∑

j=2

ln

(

σj−1

γj

)

. (5.18)

The stable densities (or concentrations) can be shown to be [55]

n(s) = exp

(−∆Ws

kT

)






1−

∑s−1
i=1

(

σi exp(−∆Wi

kT
)
)−1

∑∞

j=1

(

σj exp(−∆Wj

kT
)
)−1






(5.19)

The distribution n(s) is calculated with double well thermodynamical en-
ergy ∆. The summation to infinity in equation (5.19) is in practice a sum-
mation to large enough size index N0, at which the distribution becomes
independent of the value of the index. Note, that the reversible work ∆Ws

is different from the energy ∆, and the energy ∆ is included into the rates σ
and γ in equation (3.1). Example of the stable distribution is in figure 5.5.
The depth w0 of the potential ∆ adjusts the selected size by acting as an
effective external flux. When the potential is lower, the relative mass of the
second peak grows driven by the kinetics caused by the effective flux.
The mean x̄, standard deviation w and skewness µ3 are determined indi-

vidually for both of the peaks of the stable distributions. The mean sizes of
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Figure 5.6: Figure a): The overshooting factors for stable bimodal distribu-
tion as a function of the potential depth w0. The mean sizes of the peaks
are shown individually. Temperature is T = 400K. Compare the data shown
with circles (©) with figure 5.4a. Figure b): The dispersion of each peak of
stable bimodal distribution as a function of the potential depth w0. Tem-
perature is T = 400K. Compare the data shown with circles (©) with figure
5.4b.
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both peaks shift as a function of the potential depth w0, as shown in figure
5.6a. The dispersion δ = w/s̄0 and skewness are in figures 5.6b and 5.7. It is
curious to observe, that the stable state results of mean and dispersion are
qualitatively very similar to the continuum model predictions at stationary
state in figures 5.4a and 5.4b. The stable value of skewness in first peak
is µ3 ≈ 0.1. From this fact is interpreted that the stable distribution has
exceeded the inflection point of the energy before the saddle point (see Pa-
per IV, Appendix A). However, the skewness can be approximated constant
in the first peak by using data of figure 5.7 and thus the constant value of
skewness in the stationary state result is justified (figure 5.4a).
The results of this chapter show that the continuous growth model can

be used to predict quantitatively the selected size in nanodot growth sys-
tems. The stationary state results of the continuous model are in qualitative
agreement with the stable results obtained by using the nucleation-theoretic
approach.
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6

Summary

In this thesis the object was to study the self-organized growth of nanodots
by numerical simulations and mesoscopic reaction kinetic based modelling. A
continuous model, derived from the reaction kinetics, was utilized to clarify
the features of reversible nanodot growth under kinetic and thermodynam-
ical energy contributions. The experimental size selection of nanodots is a
detailed process, and control of the selected size and the shape of the dot
distribution is desirable. This work provides methods to predict and adjust
the optimal mean size and sharpness of the nanodot size distributions.
The power-law type kinetic growth, present at various contexts in nature,

was studied in a strongly reversible adatom aggregate system by stochastic
simulation of the reaction kinetic model. Different growth and decay ex-
ponents were studied, and the scaling of the size distributions was found.
The values of scaling exponents and the scaling function were determined.
The numerical results were in accordance with scaling theory predictions of
power-law growth, and the results of the continuous growth model. (Paper
I)
The self assembled growth in heteroepitaxial nanodot systems was con-

sidered by including the thermodynamical energy within the model by a self
consistent rate scheme. The stochastic numerical simulations of Monte Carlo
type with event-based algorithm were used to enlighten the time development
of the size distribution. Three stages of growth were found: at the begin-
ning the early, singular growth similar to the power-law growth, secondly
the short-lived metastable state of kinetic origin, and thirdly the stationary
state formed by the interplay of the kinetics and the thermodynamical en-
ergy. The size selection with narrow size distribution occurs at the stationary
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state. The overshooting phenomenon at stationary state was observed: the
mean size exceeds notably the minimum of the free energy difference. The
accurate shape of the size distribution was clarified to be a skewed Gaussian.
(Paper II)
The other, independent numerical scheme was used to calculate the size

distributions. The direct numerical integration of rate equations, according
to the master equation discretization scheme, provides similar results for the
time development and stationary state size distribution. This guarantees that
the solution of the reaction kinetic model is correct, and both the stochastic
simulation and the direct numerical integration schemes can equivalently be
used to solve the growth problem. (Paper III)
The continuous model was used to reproduce the numerical data. The

Fokker-Planck type growth model, derived by assuming the Gibbs-Boltzmann
equilibrium distribution and the validity of the detailed balance of transitions,
predicts the time evolution of the distribution with respect to the stationary
state. The overshooting is described only qualitatively, when the skewness,
which cannot be currently determined within the continuous model, acts as
an external parameter and its values are obtained from numerical simulations.
(Papers II and III)
The effort to quantitatively predict the stationary size and overshooting

from the continuous model was made. It turns out, that the expression for
drift velocity of the size distribution can be derived analytically by assuming
constant adatom density at stationary state. The results of the overshooting
were found to be in agreement with numerics. (Paper IV) Finally, the ana-
lytical prediction of the selected size was tested against experimental Ge/Si
nanodot growth data with agreement (Paper V). The nucleation theoretic
calculations, related closely to the growth model, provide the details of the
stable distributions, toward which the stationary distribution is proceeding
extremely slowly (Papers IV and V).
This thesis shows that the simple continuous growth model can be used to

describe the size selection in nanodot growth. The numerical simulations and
the model results are quantitatively in good agreement. The thermodynam-
ical potentials of this study have been phenomenological, and the results are
thus at general level, but with more detailed potentials the model would be
able to realistically describe certain experimental situations. An open ques-
tion is, if a reasonably complicated evaluation of the skewness is possible
within the continuous model.
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Appendix A: Errata of Paper II

The equation (3), which is equal to the equation (A.3), should read

σs = sq/(ξ + eβ∆s)

γs = sq/(1 + ξe−β∆s−1)

where the parameter ξ is the correlation length and its value in simulations
is ξ = 0.01.
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Appendix B: Errata of Paper

III

The equations (4) and (5) should read

σs = sq/(ξ + eβ∆s)

γs = sq/(1 + ξe−β∆s−1)

where the parameter ξ is the correlation length and its value is ξ = 0.01.
The equation (8) should read

dns

dt
= D−[D−(κγs+1ns+1)]−D−[(n1σs − γs)ns].
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