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Abstract

Living systems, which are composed of biological components such as molecules,
cells, organisms or entire species, are dynamic and complex. Their behaviors
are difficult to study with respect to the properties of individual elements.
To study their behaviors, we use quantitative techniques in the “omic” fields
such as genomics, bioinformatics and proteomics to measure the behavior
of groups of interacting components, and we use mathematical and compu-
tational modeling to describe and predict their dynamical behavior.

The first step in the understanding of a biological system is to investigate
how its individual elements interact with each other. This step consist of
drawing a static wiring diagram that connects the individual parts. Experi-
mental techniques that are used - are designed to observe interactions among
the biological components in the laboratory while computational approaches
are designed to predict interactions among the individual elements based
on their properties. In the first part of this thesis, we present techniques for
network inference that are particularly targeted at protein-protein interac-
tion networks. These techniques include comparative genomics, structure-
based, biological context methods and integrated frameworks. We evaluate
and compare the prediction methods that have been most often used for
domain-domain interactions and we discuss the limitations of the methods
and data resources. We introduce the concept of the Enhanced Phylogenetic
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Tree, which is a new graphical presentation of the evolutionary history of
protein families; then, we propose a novel method for assigning functional
linkages to proteins. This method was applied to predicting both human
and yeast protein functional linkages.

The next step is to obtain insights into the dynamical aspects of the bi-
ological systems. One of the outreaching goals of systems biology is to
understand the emergent properties of living systems, i.e., to understand
how the individual components of a system come together to form distinct,
collective and interactive properties and functions. The emergent properties
of a system are neither to be found in nor are directly deducible from the
lower-level properties of that system. An example of the emergent prop-
erties is synchronization, a dynamical state of complex network systems in
which the individual components of the systems behave coherently, almost
in unison. In the second part of the thesis, we apply computational modeling
to mimic and simplify real-life complex systems. We focus on clarifying how
the network topology determines the initiation and propagation of synchro-
nization. A simple but efficient method is proposed to reconstruct network
structures from functional behaviors for oscillatory systems such as brain.
We study the feasibility of network reconstruction systematically for differ-
ent regimes of coupling and for different network topologies. We utilize the
Kuramoto model, an interacting system of oscillators, which is simple but
relevant enough to address our questions.

General Terms:

thesis, computational biology, bioinformatics, systems biology

Additional Key Words and Phrases:

Enhanced Phylogenetic Tree, phase correlation, structural connectivity,
functional dynamics, static network, dynamical network system, time
series, synchronization, structure prediction, protein-protein interaction,
protein functional linkage, phylogenetics
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Chapter 1

Introduction

This chapter introduces the field of systems biology and its three important
components: network structure inference, network analysis, and dynamic
network modeling. The chapter ends with a summary of the author’s main
contributions to the field.

1.1 Systems biology

Systems biology is a field of study that is aimed at a system-level under-
standing of biological systems, which are composed of molecular compo-
nents. The idea of applying systems theory to biology is, however, not new.
Notably, in the 1960s, a number of studies attempted to view living phe-
nomena as a map of relationships among elements and attempted to handle
all living systems with an approach that is analogous to approaches in chem-
istry and physics (Bertalanffy, 1968; Mesarović, 1968). The term “systems
biology” was born at that time, but the use of the term had essentially no
impact for the first three decades (Cornish-Bowden, 2011). This delayed im-
pact mainly occurred because of the data on which to base the theories and
models was inadequate (Albert, 2007). However, the remarkable progress
in molecular biology, particularly the Human Genome project, brought an
abundance of data, which stimulated a revival of systems biology.

Traditional molecular biology focuses on identifying individual molecules,
such as genes, mRNA, proteins and metabolites and studying their proper-
ties and specific functions (Figure 1.1). This type of part-by-part study can
reveal relatively limited insights about whole biological systems such as the
human body because it usually looks at only a few aspects of a system at a
time. Listing all of the parts of a system; does not result in an understand-
ing of how the system operates, and more importantly, it does not result

1



2 1 Introduction

Figure 1.1: (Oltvai and Barabási, 2002). From the particular to the universal: The
bottom of the pyramid shows at traditional representation of the cell’s functional
organization: genome, transcriptome, proteome, and metabolome (level 1). There
is remarkable integration of the various layers both at the regulatory level and at
the structural level. Insights into the logic of cellular organization can be achieved
when we view the cell as a complex network in which the components are connected
by functional links. At the lowest level, these components form genetic-regulatory
motifs or metabolic pathways (level 2), which in turn are the building blocks
of functional modules (level 3). These modules are nested, generating a scale-free
hierarchical architecture (level 4). Although the individual components are unique
to a given organism, the topological properties of cellular networks share surprising
similarities with those of natural and social networks which suggests that universal
organizing principles apply to all networks, from the cell to the World Wide Web
(Oltvai and Barabási, 2002).

in an understanding of how the system works when some of its elements
malfunction. This constrain implies that a system-wide understanding of
the human body can help to better predict, prevent or remedy potential
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health problems.

The post-genomic era has witnessed the development of high-throughput
screening technologies such as DNA microarrays. High-throughput tech-
nologies lead to the availability of a collection of completely sequenced
genomes. Currently, mass spectrometry technology can help to measure
the concentration of thousands of proteins or metabolites at a time, cre-
ating a large body of biological data from diverse species. Once the full
list of biological components is acquired, an understanding of how their in-
teractions bring forth the distinctive properties of a species becomes more
attainable. Such so-called “emergent properties” (Aderem et al., 2011) are
unpredictable and are not visible at the parts level because the parts interact
with each other in nonlinear and nonadditive ways.

There has been a shift in thinking from considering a single gene, pro-
tein or metabolite at a time to thinking about multiple genes, proteins and
metabolites acting in concert to form complexes, pathways or networks.
Since 2000, a substantial number of studies have been published, and many
institutions devoted to systems biology have been established. Systems bi-
ology combines the skills of biologists, clinical researchers, engineers, math-
ematicians, and computer scientists for the purpose of tackling the largest
issues in understanding biological systems.

1.2 Promises of systems biology

State-of-the-art biology drives the development of new technologies and
computational tools which, in turn, open new frontiers in biology. For
example, the Human Genome Project motivated the development of high-
throughput DNA sequencing methodologies. The need to screen the pro-
teomes and metabolomes forced the development of mass spectrometry
technologies. Consequently, these advances in biological data acquisition,
together with computational strength in data management, and mathe-
matical/statistical/modeling theories, have stimulated the reincarnation of
systems biology. The appeal of problems in systems biology to engineers,
mathematicians, and computer scientists will continue to spur not only
the birth of new inexpensive, high-throughput, high-quality and high-speed
data collection technologies but also new powerful computational tools and
theories.

Systems biology is at the center of an iterative, incremental process of
questioning, designing, engineering, and discovery. Systems biology makes
use of the knowledge that is available from molecular biology to formulate
graphical or mathematical models that are iteratively refined. New con-
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cepts, findings and hypotheses acquired can assist clinical settings, and can
also drive new experiments at the molecular level. Thus, systems biology is
hypothesis-driven, global, quantitative, iterative, integrative, and dynamic
(Aderem, 2005).

Systems biology not only aims to describe biological systems, but also
targets the realm of prediction and control. Possibly the most exciting appli-
cation of systems biology is to understand the relationship between health
and disease and to develop more predictive, preventive and personalized
medicine. A disease might be caused by internal factors inside the body
such as genes and proteins, by external effects from the outside environ-
ment, or by a combination of causes. Cancer, diabetes, cardiovascular and
neuro-degenerative diseases have been attracted much attention from the
medical community because of their seriousness and their complexity. The
20th century brought us the Internet, cell phones, airplanes and many other
advanced technologies, but we still suffer from complex diseases that remain
the main causes of deaths worldwide. The reason is that we have not yet
developed effective diagnostics that can help to predict disease occurrences
and medicine that can help to prevent and cure the diseases.

The science underlying our traditional medical practices, from diagnosis
and treatment to prevention, is based on the assumption that information
about the individual parts is sufficient to explain the whole (Ahn et al.,
2006). Such a reductionist approach was responsible for tremendous suc-
cess in medicine during the pregenomic era. However, the properties of
the complex molecular networks within which diseases develop cannot be
predicted by investigating the parts. For this reason, the aforementioned
medical practices are, in many cases, inadequate.

Medicine of the future offers a medical model that emphasizes, in gen-
eral, the customization of health-care in which all decisions and practices
are tailored to individual patients. This approach constitutes personalized
medicine. The technologies and tools of systems biology provide comprehen-
sive information about a patient’s proteomic, genetic and metabolic profiles
which could be used to assess the patient’s health status. Therefore the
risk that a patient has certain diseases can be predicted at an early stage.
Finally, the proper medication, with tailored dosages, is selected for each
patient.

1.3 Inference, analysis and modeling of networks

The important first step of a system-level understanding of a biological sys-
tem is to investigate interrelationships (organization or structure) among
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molecules (Wolkenhauer, 2001). This step is called network structure in-

ference (NSI). The NSI step comprises simply drawing the wiring diagram
between genes, proteins, metabolites or neurons to form biological networks
such as protein-protein interactions (PPI) and metabolic, signaling, tran-
scription regulatory or neural networks. In such a graphical representation,
the nodes are the system’s elements (e.g., gene, proteins or other molecules)
and the edges can encode their pairwise relationships (e.g., PPIs, protein-
DNA interactions, co-expression relationships and functional linkages). NSI
offers computational algorithms that input data and output interaction net-
works and that are consistent with the data that were input (Marbach et al.,
2010).

One type of method for biological NSIs makes use of Bayesian Network
(BN) analysis (Friedman et al., 2000; Emmert-Streib et al., 2012). The
BN methods describe biological elements as variables and the interaction
network as dependence and conditional independence among the variables.
The methods predict the interaction network as the best matches to the
given data with help from prior information. The BN methods provide
strong probabilistic frameworks with advantages including compact and in-
stitutive representation, the ability to capture a causal relationship, efficient
model learning and the ability to address noisy data (Friedman et al., 2000).

Another class of inference methods work by using data at the elements.
Examples of the input data include gene/protein expression, metabolite
concentration, protein domain decomposition and protein phylogenetic pro-
files. NSI uses computational approaches, including statistical correlation
measures, such as the conditional correlation (Rice et al., 2005), the co-
occurrence probability (Wu et al., 2003), the Pearson correlation coefficient
(Ranea et al., 2007), or it uses machine learning techniques such as max-
imum likelihood estimation (Deng et al., 2002), parsimonious explanation
(Guimaraes et al., 2006) and to predict the structure of biological networks
such as transcription-regulatory and PPI networks. In this thesis, the au-
thor investigates the computational prediction of PPIs by using compara-
tive genomics approaches, particularly domain-based and phylogeny based
methods. The reason for using comparative genomics methods is derived
from the availability of the complete sequences of multiple genomes from
diverse species. The limitation of the domain-based methods in predicting
PPIs is addressed. A novel method for predicting protein functional linkage
networks using enhanced phylogenetic trees (EPT) is proposed here.

The next step is called network structure analysis (NSA) in which graph
theory is applied to extract new biological insights from a known interac-
tion network. Synthetic analyses provide global information on the network,
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whereas divisive analyses attempt to decompose or partition networks into
smaller building blocks (Alon, 2006). These building blocks can be network
motifs, which are topologically well-defined subgraphs that are highly en-
riched in the network compared to randomized networks, or clusters, which
are densely connected network regions. Each type of network motif might
encode a biochemical circuit that implements a specific biological function
such as sign-sensitive accelerators (feed-forward loops) (Mangan and Alon,
2003). A cluster could implicate a biological machine that is composed of
elements implementing shared tasks or participating in a common biological
process, such as a signaling pathway.

The study of PPIs in the first part of this thesis is about inferring static
interaction maps between proteins. However, living systems are dynamic.
In a dynamical network system in which elements are coupled via inter-
actions, the state of each element depends not only on itself but also on
its interacting partners and how strongly it interacts with them. When we
know about individual elements and the interactions among them, we con-
sequently want to know how the system dynamically evolves under different
conditions. Dynamical network modeling (DNM) aims to mimic and sim-
plify complex real-life systems, using some relevant assumptions, to probe
the changes in a system’s behavior that arise from the perturbations to
the system’s elements and interactions. DNM can help to understand the
dynamical aspects of systems, can generate new hypotheses and can as-
sist experiment designs. In the second part of this thesis, we focus on
understanding the relationship between the dynamical behaviors and the
network structure in complex network systems. We attempt to clarify how
the individual elements change coherently to form synchronization inside
the system. Consequently, we study how the synchronization emerges and
propagates inside systems with different network topologies, which range
from regular to scale-free (SF). Finally, we test which coupling regimes and
network topologies facilitate the reconstruction/inference of the network
connectivity of a system from its dynamical behavior. In this thesis, we
adopt the Kuramoto model, a network of oscillators in which the states of
individual components are modeled by sinusoidal time series. This model
is simple but relevant enough to address our questions.

1.4 Main contributions

The main contributions of this thesis are given in the original publications
I-III. Below we summarize the main findings in the order of the original
publications
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I. Enhanced Phylogenetic Tree, a new graph presentation of evolution-
ary history of protein families is introduced. We present a novel
method using enhanced phylogenetic trees for detecting functionally
linked proteins. Our method significantly surpasses conventional phylogeny-
based methods in prediction performance and potentially discovers
more reliable protein functional linkages.

The author of this thesis jointly initiated and designed the work, car-

ried out the computational research, analyzed the data and wrote the

manuscript with guidance by Professor Liisa Holm at University of

Helsinki.

II. This paper presents a comprehensive investigation on a family of dy-
namical network systems in both weak and strong coupling regimes,
with the background networks that interpolates between regular and
scale-free topologies. The main findings include an analysis on the
path to synchronization in the complex network systems and a method
for reconstructing the structure form functional dynamics.

The author of this thesis jointly initiated the work, carried out the

mathematical research, implemented the numerical simulations and

wrote the manuscript with guidance by Professor Seung Kee Han at

Chungbuk National University and Professor Liisa Holm at University

of Helsinki.

III. An systematical description of current domain-based approaches in-
cluding the association method, maximum likelihood estimation and
parsimonious explanation method. The performance of these methods
at inferring DDIs and predicting PPIs was evaluated comparatively.
The study noted artifacts that are generated by each method in cer-
tain situations and biases in the available benchmark sets.

The author of this thesis did the programming, implemented the data

analysis and wrote the manuscript with guidance by Professor Liisa

Holm at University of Helsinki.
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Chapter 2

Background

This chapter provides background knowledge that is needed for discussions
within this thesis. It introduces basic concepts, methods and data resources
for biological network inference and dynamical network modeling.

2.1 Biological concepts and data resources

2.1.1 Concept of a protein

Proteins are composed of one or more polypeptides which are single linear
polymer chains of amino acids. The sequence of amino acids in a protein
is defined by the sequence of a gene and its transcript structures. While
genes are the basic unit of heredity, proteins are the working molecules of
cells; proteins perform many biological activities to keep cells functioning.
Many proteins are enzymes that catalyze biochemical reactions and are vi-
tal to metabolism. Proteins also display functions that include the flow
of small molecules and ions (transport), sensing and reaction to the envi-
ronment (signaling), control of protein activity (regulation), organization
of the genome, lipid bilayer membrane and cytoplasm (structure), and the
generation of force for movement (motor proteins).
Proteins were recognized as a distinct class of biological molecules in

the eighteenth century by a French chemist Comte de Antoine Fourcroy and
others, who distinguished by the molecules’ ability to coagulate or flocculate
under treatments with heat or acid. The term “protein” was proposed in
1838 by a Swedish chemist and clinician, Jöns Jacob Berzelius; protein is
derived from the Greek word proteios, which means “primary of importance”
(Wikipedia, 2004).
The primary structure of a protein is simply the linear arrangement,

or sequence, of its amino acid residues. The protein secondary structure

9



10 2 Background

comprises of regularly repeating local structures that are stabilized by hy-
drogen bonds. The most common examples are alpha helices, beta sheets
and turns. The tertiary structure of a protein is the overall shape of a single
protein molecule, which is stabilized by hydrophobic interactions between
the non-polar side chains, hydrogen bonds between polar side chains and
peptide bonds. The quaternary structure is an arrangement of multiple
folded protein molecules.

A protein domain is a part of the protein sequence and structure that
can evolve, function, and exist independently of the remainder of the protein
chain. Each domain forms a compact three-dimensional structure and often
can be independently stable and folded. The identification and character-
ization of protein domains and domain families is a major goal of protein
science. The ADDA database is available for domain decomposition and
clustering of all of the protein domain families (Heger and Holm, 2003).
Protein domains can interact with each other. Domains of one protein can
interact with those of another protein, mediating the interaction between
those proteins (Publication III).

The proteome, termed as a portmanteau word of proteins and genome,
is the entire set of proteins that are expressed by a genome, cell, tissue or
organism. Proteomics is the field of study of such large-scale datasets. Key
experimental technologies in proteomics include 2D electrophoresis (Görg
et al., 2004) to separate a large number of proteins, mass spectrometry
(Conrotto and Souchelnytskyi, 2008) to identify proteins and sequence pep-
tides in rapid high-throughput manners and protein microarrays (Joos and
Bachmann, 2009) to detect the relative levels of a large number of pro-
teins that are present in a cell. Typical techniques to screen protein-protein
interactions are presented in section 2.1.5.

2.1.2 Protein function prediction

Once a new genome/proteome sequencing project has been completed, an
important task that should be implemented is function prediction. Basi-
cally, the functions of a newly discovered protein can be predicted based on
the relatedness between that protein and other proteins with known func-
tions in databases. Assuming that similar protein sequences imply similar
protein functions, some methods, called homology-based methods, predict
protein functions by identifying the similarity in the sequences or structures
at different levels, including motifs, domains, entire proteins, and secondary
or tertiary structures (Eisen and Wu, 2002). Other methods group proteins
in an organism or across organisms that share some common properties, for
examples, a gene neighborhood (Overbeek et al., 1999), into families and
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then transfer functions among family members. These methods are non-
homology approaches. Both homology and non-homology methods focus
on detecting and quantifying the similarities or differences between species.
By considering evolution, we can understand how and why those similarities
and differences occurred (Eisen and Wu, 2002). Phylogenetics, therefore,
became a promising approach for meeting the challenges of protein function
prediction.

2.1.3 Phylogenetics based approaches for studying protein

functions

Phylogenetics is the study of evolutionary relationship among species, based
on molecular sequencing data or morphological data. The outcome of a
phylogenetic analysis is expressed in a phylogenetic tree, which was first
termed the "Tree of life" by Charles Darwin in his publication of The Ori-

gin of Species in 1849. A phylogenetic tree contains leaf nodes that present
extant species, internal nodes that present ancestral species and a root that
is the last universal common ancestor (LUCA). In an unrooted phyloge-
netic tree, the root is unknown. Unlike species trees in which the leaves
are species, sequence trees contain leaves that are gene/protein sequences.
Sequence trees describe the hierarchical relationship among the sequences
and, therefore, can contain many proteins from one species.

Phylogenetics trees are also widely used to represent evolutionary re-
latedness among proteins. When the phylogenetics tree of a protein family
is available, the function annotations can be transferred within the fam-
ily. One important aspect of evolutionary relatedness among proteins is
the issue of orthology and paralogy (Fitch, 1970). Two homologous pro-
teins in two different species that evolved by speciation from a single an-
cestral protein are orthologs, whereas two paralogs are homologs that are
derived by duplication. Paralogs predating the speciation event are denoted
out-paralogs. Paralogs that were duplicated after the speciation event are
denoted in-paralogs (Remm et al., 2001). Figure 2.1 depicts examples of or-
thologs, inparalogs and outparalogs. While functional convergence tends to
follow protein speciation (Peterson et al., 2009), functional divergence fre-
quently accompanies gene duplication (Lynch and Katju, 2004). Therefore,
if one can determine whether the query protein is an ortholog or a paralog
of a protein with known functions, one can decide whether to transfer the
functions of the known protein to the query protein.

Phylogenetics approaches first build a sequence tree for the proteins that
are of interest. Next, these approaches identify duplications and speciations
by reconciling or mapping the sequence tree with a known species tree of the
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Figure 2.1: A hypothetical evolutionary relatedness among proteins B1, B2 in
species B and C1, C2 and C3 in species C. The solid (dashed) edges represent spe-
ciation (duplication). C1 and C2 are inparalogs because their duplication occurred
after speciation; they are co-orthologous to B1. B2 is an outparalog of the C1 and
C2 genes, as are B2 and B1 (duplication and divergence prior to speciation).

organisms in which the proteins reside. In other words, the reconciliation
models embed the protein tree in a species tree within which the proteins
can evolve. To infer reconciliation, some parsimony (Zmasek and Eddy,
2002; Vernot et al., 2008; Hahn, 2007) and probabilistic (Arvestad et al.,
2003; Sennblad and Lagergren, 2009; Gorecki et al., 2011; Doyon et al.,
2012) frameworks have been developed. Parsimony methods search for an
optimal reconciliation given the elementary costs of individual evolutionary
events. Probabilistic methods seek reconciliation with maximum likelihood
or maximum posterior probability. An excellent review of models, algo-
rithms and programs for phylogeny reconciliation can be found in Doyon
et al. (2011).

Construction of sequence trees

Methods that are used to construct the sequence tree for proteins of in-
terest can be classified as either distance-based or character-based meth-
ods (Whelan et al., 2001; Sleator, 2011). Distance-based methods, such as
neighbor-joining (NJ) (Saitou and Nei, 1987) and the unweighted pair group
method using arithmetic averages (UPGMA) (Sokal and Michener, 1958),
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use a specific evolutionary model (i.e., amino acid substitutions) to calcu-
late the evolutionary distance among proteins of interest. This distance
reflects the expected average number of changes per site of sequences that
have occurred since two proteins diverged from their common ancestral pro-
tein. The tree is constructed by repeatedly selecting the most closely related
sequences that are distant from the others. The tree therefore minimizes
the sum of the length of its branches (evolutionary distances). The simple
NJ method produces unrooted trees and does not assume a constant rate
of evolution through lineages. In contrast, UPGMA produces rooted trees
and requires a constant-rate assumption. Distance-based methods are fast
and available in some software packages such as MEGA4 (Tamura et al.,
2007). The main disadvantage of distance-matrix methods is their inability
to efficiently use information about local high-variation regions that appear
across multiple subtrees (Penny, 2004).

Character-based methods search for the most probable tree for a specific
sequence set based on characters at each position of the sequence alignment
and a model of evolution. The most common character-based approaches
include maximum parsimony (MP) (Joseph and Felsenstein, 1996), maxi-
mum likelihood (ML) (Schadt et al., 1998) and Bayesian inference (Yang
and Rannala, 1997). The MP method selects the tree that requires the min-
imum number of character changes (mutations) to explain the given set of
sequences. To detect the most parsimonious tree among a number of pos-
sible candidates, the MP method employs efficient search strategies, such
as the branch and bound algorithm (Hendy and Penny, 1982), to exclude
unnecessary regions of the search space from consideration.

ML methods are based on the specific probabilistic models of evolution
and search for the tree with the maximum likelihood under these models.
The concept of likelihood refers to the probability that a certain tree with
a set of parameters (e.g., topology, branch-lengths etc.) produces a given
set of data (sequences). Roughly, a tree that requires more mutations at
interior nodes to explain the observed phylogeny will be assessed as having
a lower probability. While the MP approach requires strict assumptions of
consistency across sites and among lineages, the ML method permit varying
rates of evolution across both lineages and sites. The ML method has a
strong statistical foundation but it is computationally very expensive.

Bayesian inference can be used to produce phylogenetic trees by a method
that is closely related to the ML methods. This method uses a prior proba-
bility distribution for the possible trees, which can be any one of the possi-
ble trees generated from the data. A Markov Chain Monte Carlo (MCMC)
method is used to generate the set of trees with the highest posterior proba-
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bilities (Yang and Rannala, 1997). The MCMC method can help to evaluate
the posterior probabilities of trees without a need of summing over all pos-
sible topologies (Yang and Rannala, 1997).

PHYLIP (PHYLogeny Inference Package) is a free computational phy-
logenetics package with programs for inferring evolutionary trees (Felsen-
stein, 1989). Methods that are available in the package include parsimony,
distance matrix, and likelihood methods, including bootstrapping and con-
sensus trees.

2.1.4 Enhanced phylogenetic tree

In this section, we introduce the concept of the enhanced phylogenetic tree
and its application to predicting functionally linked proteins. EPT is a
novel graphical model of the evolution of proteins; EPT can account for the
reconstructed proteomes of ancestral species and synchronous gene dupli-
cation events. EPT explicitly traces all of the descendants of proteins from
the LUCA down to the extant species. EPTs are constructed based on the
BLAST (Basic Local Alignment Search Tool) similarity of sequences using a
hierarchical modification of the InParanoid algorithm (O’Brien et al., 2005).

Figure 2.2 shows an example of EPT. In an EPT tree, nodes are proteins
of extant or reconstructed species. These nodes are connected by either spe-
ciation or duplication edges. Each protein has an edge that connects to its
parental protein in the parental proteomes (in the case of speciation) or in
the same species (in the case of duplication). Sub-families are formed by
proteins which are linked by speciation edges only. Duplication edges sep-
arate different sub-families. The corresponding occurrence profile presents
the number of leaf proteins of the EPT in each species whereas the binary
profile indicates the absence/presence of the leaf proteins of the EPT in
each species.

In publication I, there are 91,428 protein families (EPTs) built from
the proteomes of 572 complete genomes (560 prokaryotic and 12 eukary-
otic organisms). The EPT method detected 2,467 subfamilies (orthologous
groups) that contain both human and yeast proteins. In 2010, the In-
paranoid database (Ostlund et al., 2010) reported 2,154 orthologs between
human and yeast species. However, the numbers of in-paralogs are not di-
rectly comparable between classification systems because there are different
definitions and different clustering criteria. Namely, the above EPTs include
7,593 human and 2,514 yeast proteins that are below the common ancestor
of human and yeast, while the 2,154 clusters of Inparanoid include 4,090
human and 2,534 yeast proteins.
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Figure 2.2: (Adapted from publication I) Example of EPT and its decompositions.
(A) In the EPT, five round-dot lines represent the proteomes of five organisms.
This tree has five subtrees f1, f2, f3, f4 and f5, which form three layers. Each
subtree, represents a subfamily, and is composed of the same color leaves, internal
node and solid edges (speciation). The subtrees are separated by dashed edges
(duplication). Below, the occurrence profile presents the number of leaf proteins in
the EPT in each species whereas the binary profile indicates the absence/presence
of the leaf proteins of the EPT in each species. (B) The NCBI species tree is used
as a guide for constructing EPTs (see publication I for more details). (C) Three
layers of the EPT. The first layer contains subtree f1, the second layer contains
f2, f3 and f4, and the third layer contains f5. In a subtree, the dashed edges
(empty nodes) indicate the edges (nodes) of the NCBI taxonomy tree that do not
exist in the subtree.

2.1.5 Protein-protein interaction

Proteins always interact with one another and with DNA, RNA and/or
small molecules to keep cells functioning (Eisenberg et al., 2000). PPIs can
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be binary (physical) interactions, which refers to binding between two pro-
teins that have residues that are in contact at some points in time, or PPIs
can be functional linkages, which implies pairwise relationships between pro-
teins that work together (i.e., participate in a common structural complex
or pathway) to implement biological tasks. Understanding protein physi-
cal interaction networks (PPIN) or functional linkage maps (FLM) helps to
unravel the molecular mechanisms of diseases. Protein interaction network
information, therefore, has valuable applications to disease, personalized
medicine, and pharmacology (Ideker and Sharan, 2008).

Traditionally, PPIs have been studied individually by biophysical and
biochemical techniques which are considered to be gold standard techniques
such as the co-immunoprecipitation (Co-IP) method. In a Co-IP assay, the
protein (antigen) of interest and its interaction partners are co-precipitated
by a specific antibody. Western blotting is then applied to identify proteins
in the binding complex. The PPIs that are discovered by those small-scale
assays are used to validate and assess many PPI datasets.

The low speed of traditional approaches has created a need for high-
throughput screening techniques. Yeast-two-hybrid (Y2H) screening tech-
niques have been used to generate binary PPI networks for Saccharomyces

cerevisiae (Fromont-Racine et al., 1997; Uetz et al., 2000; Ito et al., 2001;
Yu et al., 2008), Caenorhabditis elegans (Walhout et al., 2000; Reboul et al.,
2003; Li et al., 2004), Drosophila melanogaster (Giot et al., 2003), and hu-
mans (Colland et al., 2004; Rual et al., 2005; Stelzl et al., 2005). The work
by von Mering et al. (2002) claimed that Y2H suffers from very high false
positive rate. However, this evaluation appears to be excessive because the
author inappropriately used “co-complex” protein sets that were derived
from MIPs (Mewes et al., 2004) to evaluate binary PPI sets by Y2H. Yu
et al. (2008) proved that the Y2H technique can provide high-quality binary
PPIs that cover 20% of all of the yeast binary interactions.

An alternative approach for generating co-complex interactome maps
is tandem affinity purification followed by mass spectrometry (AP/MS). A
number of studies using AP/MS have been performed on Escherichia coli

(Butland et al., 2005; Arifuzzaman et al., 2006), S. cerevisiae (Gavin et al.,
2002, 2006; Krogan et al., 2006), and humans (Ewing et al., 2007).

The interactome maps discovered by high-throughput methods are still
far from complete and are somewhat contradictory (von Mering et al., 2002).
Even when measuring the same type of interactions, different assays released
datasets that suffer from a poor overlap. This outcome is skeptically inter-
preted as a consequence of false positive interactions caused by the technical
limitations of PPI assays (von Mering et al., 2002) or is optimistically ex-
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plained to be a result of the low sensitivities of the methods (Yu et al.,
2008). Y2H and AP/MS are considered to provide orthogonal information
about the interactome and both are vital to obtaining a complete picture
of cellular PPI networks (Yu et al., 2008).

To complement the experimental techniques, a number of computational
methods have been developed (Shoemaker and Panchenko, 2007). Such in-
silico approaches, including comparative genomic methods, structure-based
methods and/or biological context based methods, have been used to assess
or validate the available PPI datasets and to finally predict novel PPIs.

2.1.6 Protein-protein interaction databases

There are many databases of proteins and protein interactions which con-
tain both experimental and computational data resources. Table 2.1 lists
the databases of protein interactions and associations that were discovered
by experimental and computational methods. These databases provide in-
formation on the interacting proteins, the method used to discover/predict
the interactions/associations and the corresponding literature resources. In
addition, the databases also provide tools for network visualization. Some
databases are specialized for a certain organism, such as HPRD for hu-
mans, and some others, such as BioGrid, MINT, IntAct or DIP, provide
data resources for most of the available species. Many databases, such
as STRING, DIP or MINT, calculate the reliability of interactions that are
based on experimental reproducibility or other biologically relevant informa-
tion, such as gene expression profile (Deane et al., 2002). Some databases,
such as CORUM and MIPs, contain manually annotated/curated protein
complexes. There have also been attempts to integrate data from many pri-
mary databases, such as PINA or IntAct. These databases accept manual
curations by the user community.

The datasets provided by reliable databases can serve as gold-standard

datasets of PPIs, which can be used to train and validate computational
prediction models. The PPI datasets that were discovered by small-scale
experiments are widely trusted by the community because it has been be-
lieved that the high-throughput technologies used to discover PPIs, such as
Y2H, still suffer from a high false positive rate (von Mering et al., 2002).
In publication III, the benchmark dataset of PPIs contains 29,579 common
PPIs of DIP and MINT. The PPIs in the intersection of the two databases
are considered likely to be true positives while those that appear in only one
of the databases are considered likely to be database-specific false positives.
In publication I, we built a gold-standard set of co-complex proteins for hu-
mans (yeast) derived from the CORUM (MIPS) database. These manually



18 2 Background

Table 2.1: Databases of protein-protein interactions and protein functional asso-
ciations.

Database Information Refs

BIND Peer-reviewed bio-molecular interaction
database containing published interactions
and complexes

(Bader et al.,
2003)

BioGRID Protein and genetic interactions from major
model species

(Stark et al.,
2011)

CORUM Manually annotated protein complexes
from mammalian organisms

(Ruepp et al.,
2010)

DIP Experimentally determined interactions be-
tween proteins

(Salwinski
et al., 2004)

HPRD Human protein domain architecture, post-
translational modifications, interaction net-
works and disease associations

(Prasad et al.,
2009)

IntAct Interaction data derived from literature cu-
ration or direct user submissions

(Aranda et al.,
2009)

MINT Experimentally verified PPI mined from the
scientific literature by expert curators

(Ceol et al.,
2010)

MIPS Manually curated protein complexes for
Saccharomyces cerevisiae

(Mewes et al.,
2004)

PINA Protein interaction network construction,
filtering, analysis, visualization and man-
agement

(Cowley et al.,
2012), (Wu
et al., 2009)

STRING Known and predicted protein interactions
including physical interactions and func-
tional associations

(Szklarczyk
et al., 2011)

curated databases contain information that was obtained from individual
experiments published in scientific articles, excluding the high-throughput
datasets. The databases of protein complexes are appropriate for bench-
marking functionally associated protein sets but not for physically interact-
ing protein sets (Yu et al., 2008). In (von Mering et al., 2002), the authors
used protein complexes in MIPS to evaluate physical protein interactions,
which resulted in issues of bias against the physical interactions because not
all of the proteins in a complex physically interact with each other, and not
all physically interacting proteins occur within the same complexes.



2.2 Classification: basic concepts 19

2.2 Classification: basic concepts

In classification applications, it is of interest to predict a class, a category or
any meaningful label using a set or sets of input features. In this thesis, typ-
ical examples include the classification of protein pairs into interacting and
non-interacting categories on the basis of evolutionary or domain composi-
tion information. In general, there are two main categories of classification
approaches: supervised and unsupervised classification. In the former cate-
gory, all of the data must be labeled prior to the analysis; in other words,
the class labels must be known prior to the construction of the classification
model. After the model has been built, “unknown” or “unlabeled” samples
can be classified. In unsupervised classification, information about sample
classes is not analyzed or incorporated into the model construction pro-
cess. Such information can be used to interpret the results and to discover
potentially relevant associations between groups of samples (Azuaje, 2010).

Benchmark datasets that are used in classification are sets of data for
which we know the categories. In supervised classification, benchmark
datasets are used both in the training and the testing phases. In unsu-
pervised approaches, benchmark sets serve only in the testing/evaluating
phase. In binary classification approaches such as PPI predictions, bench-
mark datasets include positive and negative reference sets (PRS and NRS,
respectively). PRSs are constructed by selecting known PPIs in reliable
data sources, which were discovered by reliable experimental technologies
(small-scale assays are preferred).

In publication III, the PRS of the PPIs contains 29,579 common PPIs
that are in DIP (Xenarios et al., 2001) and MINT (Zanzoni et al., 2002),
which were discovered in small-scale assays. In publication I, the PRSs of
human and yeast protein functional linkages are constructed. The human
PRS contains 26,813 pairs of proteins that co-occur in the same complexes
derived from the CORUM database, a resource of manually annotated pro-
tein complexes from mammalian organisms (Ruepp et al., 2010). The yeast
PRS contains 5,888 pairs of co-complex proteins pairs, which were derived
from the manually curated catalogs in MIPS (Mewes et al., 2004).

An NRS is usually constructed by randomly choosing pairs of proteins
that are not present in the corresponding PRS. Construction of PRSs and
NRSs of the same size has been applied in prediction methodologies in
bioinformatics (Ben-Hur and Noble, 2005; Yu et al., 2008). Considering
that the interactions are outnumbered by the number of negatives, an NRS
of the same size as PRS likely contains few interacting pairs of proteins (Ben-
Hur and Noble, 2005). In contrast, defining the NRS as a set of protein pairs
that do not exist in the defined PRS (i.e. the complement of PRS) makes
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the NRS contaminated by a number of true positives, which might have
not been discovered (Ben-Hur and Noble, 2006). Taking a middle ground,
some studies define reference sets that contain one positive for a specific
number of negatives (Qi et al., 2006), but the ratio between the sizes of the
reference sets is arbitrary.

The classification performance can be accessed by the Receiver Operat-

ing Characteristic (ROC) curve, which depicts the relative trade-off between
the costs and benefits. By true positives (TP), we mean samples in PRS
that are predicted by the method as positives. Analogously, true negatives

(TN) are samples in the NRS that are classified as negative predictions.
False positives (FP) are samples in the NRS that are predicted as posi-
tives, while false negatives (FN) are samples that are predicted as negatives
but are not present in the NRS. In the plot of the ROC curve, the x-axis
represents the false positive rate (FPR) or 1-specificity, in other words,
FP/(TN+FP), and the y-axis represents the true positive rate (TPR) or
sensitivity, TP/(TP+FN). The classification performance is quantified by
the area under the ROC curve (AUC), a measurement that is typically
used for model comparison in machine learning studies (Hanley and Mc-
Neil, 1983). This measure can be interpreted as the probability that, when
we randomly pick one positive and one negative sample, the classifier will
assign a higher score to the positive sample than to the negative sample.
An AUC of 0.5 reflects a classification by randomly choosing samples from
the benchmark sets, while AUC=1 implies a perfect classification.

Cross-validation (CV) is a technique for evaluating how accurately a
supervised classification would perform in practice, i.e., how the classifi-
cation results will generalize to a different, independent dataset. Because
we have a model with unknown parameters, we use known data to train
the model, to optimize the model parameters that make the model fit the
training dataset. Next, we test the trained model by using an indepen-
dent dataset that was sampled from the same population as the training
datasets. The model result is called overfitting if the model performs well on
the training dataset but does not fit the testing dataset; overfitting means
that the model describe noise but not the underlying relationship. Overfit-
ting usually occurs when the number of parameters of the model is too large
relative to the size of the training dataset. In one round of CV, the sample
dataset is partitioned into subsets; the model fitting is performed on one
subset (the training set) and then validated on the other set (the testing
set). Multiple rounds of CV are implemented using independent partitions,
and the validation results are averaged over rounds, which helps to reduce
the variability.
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Common types of CV include k-fold and leave-one-out CV (LOOCV).
In k-fold CV, the sample dataset is partitioned into k subsets, where k − 1
subsets are used as training data and one single subset is retained as testing
data. The CV process is repeated k times so that every subset is used once
as the testing dataset. The k validation results are averaged. LOOCV
involves using a single observation in the sample dataset as the testing data
and the others as the training data. This process is repeated so that each
observation is used once as the testing data. When the size of the sample
dataset is small, LOOCV is preferred (Azuaje, 2010).

2.3 Dynamical network modeling: basic concepts

2.3.1 Networks

Network maps are popular in many fields. Networks can be tangible, such
as communication networks, electricity power grids, subway systems or sys-
tems of interest in biology and medicine, including neural networks or ge-
netic, metabolic and protein networks. Networks can also be intangible,
such as networks of acquaintances or collaborations between individuals.

Box 1. Network properties

Let G = (V,E) denote a network on a set of vertices (or nodes) V
and a set of edges E. The degree refers to the number of connections
or interactions of a node. The clustering coefficient of a node is the
proportion of possible connections between the neighbors of the node
that are actually observed for a given node, which is a measure of the
connection density around a node (Holland and Leinhardt, 1971). The
distance between two nodes is the length of the shortest path connect-
ing them in the network. The diameter of a network is the length or
distance of the longest of all of the shortest paths between a pair of
nodes in the network. The characteristic path length of a network is
the average value of all of the shortest path lengths between all of the
nodes in the network. The betweenness centrality of a node quanti-
fies the number of non-redundant shortest paths passing through the
node (Freeman, 1977). For more network concepts, read the book by
Newman (2010)

Historically, the study of networks has mainly been the domain of a
branch of discrete mathematics known as graph theory, which was initiated
by the Swiss mathematician Leonhard Euler. In recent decades, there has
been a movement toward performing research on complex systems. Sig-
nificant progress has been made toward understanding the implications of
the network’s topological features on the network dynamics and function,
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especially in biological networks (Zhou et al., 2006). Box 1 describes basic
topological properties of a network.

Network topologies

In spite of the remarkable diversity in the networks that appear in nature,
their architecture is governed by a few simple principles that are common
to most networks of major scientific and technological interest (Albert and
Barabási, 2002; Dorogovtsev and Mendes, 2003). For decades network sys-
tems have been modeled either as chains, grids, lattices and fully-connected
graphs which are completely regular or as random Erdös-Rényi network
whose node degrees follow a Poisson distribution (Erdös and Rényi, 1960).

Figure 2.3: (Adapted from publication II). Degree distribution of generalized ran-
dom networks with different topologies corresponding to σ(κ) = 0 (regular), 0.4,
1.4 and 3.0 (SF).

However, topologies of networks in real life are not trivial but complex.
A number of recent findings indicate that real networks including large
communication systems (Albert et al., 1999; Newman et al., 2002; Vázquez
et al., 2002), biological systems (Camacho et al., 2002; Yu et al., 2008), and
a variety of social interaction structures (Newman, 2001; Zhou et al., 2011)
are characterized by a power-law degree distribution, P (k) ∝ k−γ , where
degree k is the number of neighbors of a given node. In these scale-free
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networks, most of the nodes have only a few links, whereas a few nodes
have a very large number of links, which are often called hubs (Barabási
and Albert, 1999).

Watts and Strogatz (1998) showed that many real-world networks have
a small average shortest path length, but also a clustering coefficient sig-
nificantly higher than expected by random chance, which is equal to the
ratio of the mean degree to the network size. This feature is known as the
small-world property. Many empirical examples of small-world networks
have been documented in fields ranging from cell biology to business (Wag-
ner and Fell, 2001; Jeong et al., 2000; Basler et al., 2011; Sporns, 2011;
Adamic, 1999; Amaral et al., 2000; Sporns et al., 2000).

Generalized random graphs is a family of static random networks that
satisfy the degree distribution P (k) ∝ k−γe−k/κ with a controllable ex-
ponential cut-off scale κ (Newman et al., 2001). Many real-world graphs
show this exponential cut-off in the degree distribution (Amaral et al., 2000;
Newman, 2001). In these networks, the variance in the degree distribution,
σ(κ), varies as a function of κ while the mean degree remains constant.
σ(κ) measures the degree of heterogeneity of the networks; for example,
σ(κ) = 0 corresponds to a regular network, σ(κ) ≈ 0.4 corresponds to a
homogeneous network and σ(κ) ≈ 3.0 corresponds to a heterogeneous SF
network (Figure 2.3). The Barabási and Albert (BA) network, which can
be grown by using the preferential attachment rule (Barabási et al., 1999),
is a special case of this network family. The BA network has an SF degree
distribution P (k) ∝ k−γ , with a scaling exponent of γ ≈ 3.

2.3.2 Dynamical network systems

In a network system, the connectivity among the elements can be static.
The network system is dynamic when the states of the elements evolve
over time. In a biological context, a state might be the concentration of a
molecule, the phosphorylation state of an enzyme, the expression level of a
gene, the depolarization of a neuron or a circadian rhythm. In other words,
a dynamical network system is a network of single interacting dynamical
systems.

A single dynamical system can often be modeled by the differential
equation dx/dt = v(x), where x(t) = (x1(t), ..., xn(t)) is a vector of state
variables, t is time, and v(x) = (v1(x), ..., vn(x)) is a vector of functions
that encode the dynamics. One can imagine that the system x(t) evolves
in an n-dimensional state space with axes x1, ..., xn and is guided by the
velocity field dx/dt = v(x). Figure 2.4 shows a dynamical system that has
three state variables. The system’s state is presented by a vector x(t) =
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Figure 2.4: Examples of a fixed point, limit cycle and strange attractor in a 3-
dimensional state space. The red curves represent attractors, and the blue curves
represent the trajectory of the system. (A) The system comes to rest at point A, a
fixed point. (B) The system is attracted into a limit-cycle. (C) The system settles
on a space of fractional dimension, a chaotic or strange attractor.

(x1(t), x2(t), x3(t)), which evolves in 3-dimensional space. When x(t) comes
to rest at point x∗, the velocity must be zero. We call x∗ a fixed point, which
is corresponding to an equilibrium state (Figure 2.4A). The fixed point is
stable (a fixed point attractor) if any small disturbances damp out. An
attractor that attracts systems to a cyclic path in phase space is a limit-
cycle (Figure 2.4B). This attractor represents a self-sustained oscillation of
the physical system (Strogatz, 2001). A chaotic or strange attractor pulls
a system into a space that has a fractional dimension, where the system
become caught between a two-dimensional plane and a three-dimensional
solid (Figure 2.4C).

Many such dynamical systems couple together to form a dynamical net-
work system. For example, neurons are coupled through signal transmis-
sions from transmitters to receptors to form a neural network. In an eco-
logical system, the dynamics of populations of species are coupled through
diffusion along spatial coordinates and through trophic interactions. The
stronger the coupling between the units of the network system is, the easier
it is for the units to behave in a concerted fashion.

The collective behavior of dynamical systems in a network is also af-
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fected by the local dynamics of the individual units. The network tends
to lock into a static pattern if the dynamical system at each node has sta-
ble fixed points but no other attractors (Strogatz, 2001). At the opposite
extreme, some network systems are composed of nodes that have chaotic
attractors. These systems have been used mainly in the simplest mathe-
matical settings, rather than as models of real systems (Strogatz, 2001).
The intermediate case, in which each node has a stable limit cycle, has
been considered in research inspired by biological examples, which range
from the mutual synchronization of cardiac pacemaker cells, rhythmically
flashing fireflies and chorusing crickets to wave propagation in the heart,
brain, intestine and nervous system (Winfree, 2001).

Governing equations

In a network of N coupled limit-cycle oscillators, the oscillator at node i
can be characterized by its phase θi, which evolves because of the coupling
among the nodes and the difference between its intrinsic frequency ωi and
the frequencies of other nodes. Hence, the problem in terms of a large
population of interacting limit-cycle oscillators, can be formulated by the
following model (Winfree, 1967):

dθi
dt

= ωi +





N
∑

j=1

X(θj)



Z(θi), (2.1)

where i = 1, ..., N . Each oscillator j exerts a phase-dependent influence
X(θj) on all of the other oscillators; the corresponding response of oscilla-
tor i depends on its phase θi, through the sensitivity function Z(θi). Winfree
(1967) showed that the system behaved incoherently, with each node oscil-
lating at its intrinsic frequency, when the coupling is small, compared to
the intrinsic frequencies.

Kuramoto (1984) modeled the systems by a firmer form as follows:

dθi
dt

= ωi +
N
∑

j=1

Γij(θj − θi), i = 1, ..., N, (2.2)

where Γij is the interaction function between two oscillators i and j.
However, equations 2.2 is still too difficult to analyze in general because
the interaction functions could have arbitrarily many Fourier harmonics.
The Kuramoto model corresponds to the simplest possible case of equally
weighted, all-to-all, purely sinusoidal coupling:

Γij(θj − θi) =
K

N
sin(θj − θi), (2.3)
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where K ≥ 0 is the coupling strength. The factor 1/N cancels out the
dependence on the size of the system, which help to keep the coupling term
to be not as intensive in the thermodynamic limit N → ∞. This scenario
allows the governing equations to be the following

dθi
dt

= ωi +
K

N

N
∑

j=1

sin(θj − θi), i = 1, ..., N (2.4)

For simplicity, Kuramoto assumed that the intrinsic frequencies follow
a unimodal and symmetric distribution around the mean frequency Ω. By
redefining θi → θi +Ωt, one can rewrite equations 2.4 as follows:

dθi
dt

= ωi − Ω+
N
∑

j=1

K

N
sin(θj − θi), i = 1, ..., N, (2.5)

where the mean frequency Ω can be set to zero without losing generality,
the ωi’s denote deviations from the mean frequency.

Kuramoto model on complex networks

The Kuramoto model can be generalized to include topological information
as follow:

dθi
dt

= ωi +
N
∑

j=1

σijAijsin(θj − θi), i = 1, ..., N, (2.6)

where σij is the coupling strength between pairs of connected oscillators
i and j, and Aij is an element of the adjacency matrix that is 1 if nodes i
and j are connected and 0 otherwise.

In some weighted interacting network models, σij is randomly distributed
in a range that is compatible with ωi. It is also popular to set σij = K/ki,
where ki is the degree of node i. This equation means that the interaction
strength of a node is averaged by the number of its neighbors, canceling out
the potential effects of topological properties in heterogeneous networks.
To study the dynamics of different topologies, it is more appropriate to set
σij = K, a constant coupling strength. Then, equation 2.6 reduces to

dθi
dt

= ωi +K
N
∑

j=1

Aijsin(θj − θi), i = 1, ..., N. (2.7)

For a more realistic model, Gaussian white noise ξi(t) with an intensity
of D, satisfying 〈ξi(t)〉 = 0 and 〈ξi(t)ξj(s)〉 = 2Dδijδ(t − s), can be added
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to equation 2.7. Finally, the Kuramoto model on complex networks can be
presented as follow

dθi
dt

= ωi +K
N
∑

j=1

Aijsin(θj − θi) + ξi(t), i = 1, ..., N. (2.8)

2.3.3 Synchronization

Synchronization is a dynamical state in which two or more individuals be-
have coherently, almost unison. Synchronization is popularly observed in
a broad range of systems, from physics and chemistry to biology and the
social sciences (Pikovsky et al., 2001; Kuramoto, 1984; Watts and Strogatz,
1998). In biology, examples include the synchronization of thousands of
cells to keep our heart beating rhythmically or the synchronized firing of
thousands of neurons to respond to external stimuli. It is observed that
there is causal nexus between a sudden synchronization and some diseases
such as Parkinson’s disease (Hammond et al., 2007) or epileptic seizures
(Fisher et al., 2005). Hence, the relationship between dynamical activities,
such as synchronization, and the network structure is a central issue of
dynamical network modeling when attempting to understand the function-
ing of real-world systems (Eisenberg et al., 2000; Ideker and Sharan, 2008;
Fromont-Racine et al., 1997).

In a network of weakly coupled non-identical limit-cycle oscillators, mod-
eled by equations 2.8, each oscillator is free to rotate at his own frequency
when the coupling strength is small compared to the spread of intrinsic
frequencies (Winfree, 1967). Then, as the coupling increases and crosses a
certain threshold, a small group of oscillators starts to oscillate with the
same rhythm. As the coupling becomes stronger, all of the oscillators be-
come locked in phase and amplitude, and the system becomes completely
synchronized. This so-called collective behavior of a system of coupled phase
oscillators can be efficiently studied using the global order parameter.

Global synchronization

The global synchronization or collective behavior of the oscillator system is
conventionally represented by the global order parameter defined as

R =

〈
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N
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eiθj(t)
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〉

t

, (2.9)
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where the brackets 〈. . .〉t signify time averaging. The global order pa-
rameter measures the extent of global synchronization of the population of
N oscillators (Strogatz, 2001).

The global order parameter is calculated at different regimes of coupling
strength to study how the collective behavior of all of the oscillators changes
between fully desynchronized and fully synchronized states (Figure 2.3B).
The onset of global synchronization occurs at the critical coupling strength,
Kc, which can be determined by a Finite Size Scaling (FSS) analysis (Hong
et al., 2002)

Pairwise phase correlation

The global order parameter, as a function of coupling strength, reflects the
path from an incoherent to a coherent state of the system. The global order
parameter, however, fails to describe where the synchronization emerges and
how it propagates inside the system. Study of the local synchronization can
provide more insights into the dynamical behavior of the system.

The local synchronization between two phase oscillators i and j, either
connected (with physical connection) or disconnected (a non-physical con-
nection), is quantified by pairwise phase coherence (PPC) which is defined
as follows:

Cij = lim
T→∞

∣

∣

∣

∣

∣

1

T

∫ T

0
ei(θj(t)−θi(t))dt

∣

∣

∣

∣

∣

. (2.10)

Cij , which shows how dependent the motions of two oscillators at nodes
i and j are, is equal to 0 or 1, which correspond to full incoherence or
coherence between nodes i and j, respectively. In a unit circle (Figure 2.5A)
an arrow presents the phase difference between nodes i and j, δθij = θi−θj ,
at a point in time. When i and j are not synchronized, arrows for different
points in time uniformly distribute on the unit circle, making the average
of them is close to zero. The corresponding phase space (at the top of
Figure 2.5B) shows no dependence between θi and θj . When i and j are
synchronized, the arrows on the unit circle deviate slightly around a specific
point, and their average, denoted by the red arrow, is significant. The
corresponding phase space (at the bottom of Figure 2.5B) shows a strong
dependence between θi and θj and the temporal profile of δθij shows steps
(at the bottom of Figure 2.5C), meaning that i and j are strongly correlated.

Local Order Parameter and Effective Coupling Strength

The governing equations in 2.8 can be rewritten approximately as follows
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Figure 2.5: (A) Pairwise phase difference, δθij = θi−θj , in a unit circle when nodes
i and j are not synchronized and they are synchronized. A black arrow presents
the phase difference at a point in time and the red arrow represents the average
of the phase differences over the time. The length of the red arrow presents the
magnitude of Cij . (B) Dependence of two phases on each other. (C) Temporal
profile of the phase difference.

dθi
dt

= ωi +Kkiri sin(ψi(t)− θi(t)) + ξi(t), (2.11)

where

rie
iψi(t) =

1

ki

N
∑

j=1

Aije
iθj(t), (2.12)

In equation 2.12, ri is the local order parameter, which measures the
coherence of ki neighbors of node i. The oscillator at node i interacts with
the network via an effective coupling strength of K̃i = Kkiri.
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Chapter 3

Structural inference of protein

interaction networks from high

throughput biological data

A wide range of biological molecules including genes, proteins and metabo-
lites, interact with each other to maintain cellular functions (Eisenberg
et al., 2000). Examples of biological networks include protein interaction
networks, whose nodes are proteins that are linked to each other by phys-
ical interactions (Ideker and Sharan, 2008; Stelzl et al., 2005), metabolic
networks, whose nodes are metabolites that are linked if they participate
in the same biochemical reactions (Jeong et al., 2000) and regulatory net-
works, whose directed links represent regulatory relationships between a
transcription factor and a gene (Consortium et al., 2005). The availability
of increasing numbers of diverse ’omic’ datasets together with the need to
discover complex associations between genes and disease have motivated
studies on inferences of biological network structure. Networks of gene-
gene, gene-protein or protein-protein interactions can be reconstructed by
using information that is extracted (manually or automatically) from the
literature or by directly applying automated inference algorithms on large-
scale experimental data, such as gene expression or phylogeny data. This
chapter’s focus is on discussions of computational approaches to structural
inference of protein-protein interaction networks, including the author’s re-
search on this topic.

3.1 Comparative genomic methods

The complete sequencing of multiple genomes from diverse species provides
an excellent opportunity to develop comparative approaches for functional
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studies in proteomics. Physical interactions and functional linkages of pro-
teins can be inferred via various patterns across many genomes. These pat-
terns include the co-localization of genes on chromosomes (Dandekar et al.,
1998; Overbeek et al., 1999), the genetic fusion of two distinct proteins from
one organism into a single protein in another organism (Enright et al., 1999;
Marcotte et al., 1999), the domain composition of proteins (publication III)
and phylogenetic profiles (Pellegrini et al., 1999; Ranea et al., 2007; Wu
et al., 2003; Glazko and Mushegian, 2004; Barker and Pagel, 2005; Barker
et al., 2007; Vert, 2002; Juan et al., 2008).

Co-localization, or gene neighborhood methods detect pairs of genes
that are physically close to each other on the genomes (Dandekar et al.,
1998; Overbeek et al., 1999) (Figure 3.1A). These pairs of genes may en-
code proteins that are physically interacting or functionally linked. Gene
neighborhood information can be obtained from many resources, such as
STRING (Szklarczyk et al., 2011) or Predictome databases. These meth-
ods fail to detect interactions between proteins that are encoded by distant
located genes.

Gene fusion methods (Figure 3.1B) are based on the premise that two
distinct genes in a genome that are found to be fused into a common gene in
another genome could encode physically interacting or functionally linked
proteins (Enright et al., 1999; Marcotte et al., 1999). These methods are the
ultimate form of gene co-localization method. Comprehensive sets of fused
genes can be found at STRING (Szklarczyk et al., 2011) and Predictome
(Mellor et al., 2002).

Domain-based and phylogeny-based methods are members of classes of
methods that predict PPIs by two complementary procedures, upcasting and
downcasting (Lappe et al., 2001). They first perform upcasting by general-
izing known individual protein-protein interactions to interactions between
higher level entities such as cellular compartments, functional modules (e.g.,
group of orthologous proteins), or structural classes (e.g., protein domain
families). Then, the methods perform downcasting the protein family in-
teractions back to the protein level, with which they can predict new PPIs.
Going up to a higher level of abstraction can gain generality but loses speci-
ficity. In the downcasting procedure, predicting interactions among all of
the members of two protein families can generate false positives, especially
when the two families are too large. The commonly used domain-based and
phylogeny-based methods are presented in section 3.4 and 3.5, respectively.
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Figure 3.1: Comparative genomics approaches for PPI prediction. (A) Proteins
encoded by genes a and b that are neighbors of each other in many organisms are
predicted to interact. (B) Proteins encoded by genes a and b that combine (fuse)
to form one gene in another organism are predicted to interact. (C) Protein Pe
and Pe’ (Pd and Pd’) are predicted to interact (not to interact) because they
contain (do not contain any) interacting domains that are inferred from a known
PPI network. (D) Phylogeny-based methods predict that two proteins that have
similar binary profiles, occurrence profiles or EPTs are functionally linked proteins.

3.2 Structure-based methods

Primary protein structure methods are based on the hypothesis that PPIs
might be mediated by short amino acid sequences such as motifs or k-mer
compositions (Zaki et al., 2009; Shen et al., 2007; Ben-Hur and Noble, 2005).
These methods acquire their sequence information from known experimen-
tally discovered PPI data (the learning period) and then extrapolate to
predict novel PPIs (the testing period). By making use of kernel functions,
these methods might use only sequence information (Shen et al., 2007) or
combine with physicochemical properties, gene oncology (GO) annotations
or homologous interactions (Ben-Hur and Noble, 2005).
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An alternative category of structure methods predict interactions among
proteins that have known three-dimensional (3D) structures (Hue et al.,
2010). Some approaches, such as the Protein-Protein Interaction Server
(Jones and Thornton, 1996) analyze physical parameters, including the ac-
cessible surface area, the solvation potential, the residue interface potentials,
hydrophobicity or planarity to identify the protein interaction sites. An al-
ternative method, the InterPreTS, tests whether a target protein pair fits a
known 3D structure of an interacting pair of proteins. 3D structure based
approaches can determine not only whether two proteins interact but also
the active sites and the physical characteristics of the interactions. How-
ever, these techniques are limited because only a small proportion of the
proteins have accurate 3D structures.

3.3 Biological context methods

These methods make use of biological information concerning genes or pro-
teins, such as gene expression, GO annotations or text information extracted
from the literature (PubMed), which have predictive values for PPI predic-
tions. Two interacting proteins can be co-expressed, and they could have
similar GO annotations or might be mentioned in the same publication.
Gene expression data can be derived from public resources, such as MI-
AME (Brazma et al., 2001), SMD (Hubble et al., 2009) or GEO (Edgar
et al., 2002) and GO annotations can be obtained from the Gene Ontology
server (Ashburner et al., 2000). These types of indirect biological infor-
mation are usually integrated with direct measurements of PPIs, such as
experiment-based PPI datasets, sequence information or genomic features,
by using machine learning techniques that include Naive Bayesian frame-
work (Guan et al., 2010), logistic regression (Bader et al., 2004), decision
trees (Ferrer et al., 2010), random forest (Qi et al., 2009) and kernel meth-
ods (Ben-Hur and Noble, 2005; Yamanishi et al., 2004). These integration
studies employ various classifiers, feature sets and gold-standard datasets.

3.4 Domain-based prediction of PPIs

Domain-based methods make use of the assumption that PPIs are medi-
ated by domains. In the first phase, these approaches infer DDIs from
known PPIs by applying association (AS) analysis (Sprinzak and Margalit,
2001), maximum likelihood estimation (MLE) (Deng et al., 2002; Riley
et al., 2005) or parsimonious explanation (PE) (Guimaraes et al., 2006).
In the next phase the domain-based approaches predict PPIs based on the
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inferred DDIs. Namely, the methods assign an interaction to a pair of pro-
teins if they contain domains that have been predicted as interacting. In the
upcasting procedure, domain-based methods generalize known interactions
between individual proteins to interactions between protein classes (i.e., a
group of proteins that contain a common domain), and then the meth-
ods predict new interactions between all of the members of the interacting
classes (the downcasting procedure).

3.4.1 Methods for inferring DDIs from known PPIs

In the AS method, each domain pair is assigned an ASscore, which is the
ratio of the number of occurrences to the total number of protein pairs that
contain the two domains. A high ASscore indicates that two domains co-
appear more frequently than expected at random, and hence, the domain
pair is defined as a DDI. This method gives high scores to a very large
number of potential interactions between the domain families that have
very few protein members (only one or two members), which appear to be
false positives. On the other hand, the AS method fails to detect hundreds
of potential interactions between domain families that have many members,
even though many PPIs were observed between these domain families.

The MLE method assigns interaction probabilities to all possible domain
pairs to maximize the likelihood of observing the known PPIs. Similar to the
AS method, the MLE method assigns high interaction probabilities to pairs
of domain families that have very few protein members. Riley et al. (2005)
introduced an Escore to each domain pair, which measures the reduction
in the likelihood of the observed PPIs that is caused by excluding that
domain interaction. Escore helps to overcome the problem of false positives
and negatives by the MLE method. However, the study in publication III
noted that the top predictions by the methods are determined somewhat
arbitrarily.

The PE method uses an assumption that the set of correct DDIs is well
approximated by the minimal set of DDIs that is necessary to justify the
PPI network. By using Linear Programming optimization, this method
assigns, to each domain, pair a PEscore, which indicates the probability
that the two domains interact with each other. The method can also avoid
the problem of false positives and negatives. Publication III proved that
the insufficient and biased DDI benchmark sets lead to better PE method
performance than the other methods.
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3.4.2 Predicting new PPIs based on inferred DDIs

Our study in publication III showed that domain-based methods are limited
at predicting PPIs. The reason for the weak performance of domain-based
methods is that the methods predict interactions among all of the proteins
containing two interacting domains. However, many proteins specifically
interact with proteins that have complementary physiochemical properties.
Thus, the domain-based methods overpredict the interactions, which causes
the PPI networks to include many false positives.

Conservative attempts, such phylogeny-based approaches can overcome
the problem of specific PPI predictions by using classes that represent or-
thologous proteins. Functional linkages among phylogenetics families of
proteins are projected down to the protein level. In this downcasting proce-
dure, linkages are not predicted among all of the members of two families;
however, among only the members that are from the same species. This
helps to improve the specificity of the predictions (see section 3.5).

3.5 Phylogeny-based methods for predicting PPIs

Phylogeny-based methods for PPI prediction are broadly applicable because
there is a sufficiently large number of completely sequenced genomes. These
methods are premised on the hypothesis that functionally linked or inter-
acting proteins co-evolve, and therefore they have homologs in the same set
of organisms (Pellegrini et al., 1999). The term “coevolution” is often con-
sidered to be coined by Ehrlich and Raven (1964), but this term was used at
least as early as 1957 (Mode, 1958). Thompson’s definition of coevolution as
“reciprocal evolutionary change in interacting species” (Thompson, 1994) is
the most widely accepted definition. This definition implies the evolution of
a biological object in response to selection imposed by a related object. The
term “co-evolution” refers to the similarity of evolutionary patterns (Pazos
and Valencia, 2008).

3.5.1 Phylogenetic profiling

A phylogenetic binary profile, the simplest pattern of evolution, is a binary
string in which each bit indicates the presence or absence of a protein family
in a different species (Pellegrini et al., 1999). This approach is premised on
the hypothesis that a given biological function requires the concerted action
of multiple proteins. If one of the proteins is lost for any reason, there will
be no selection pressure to retain the other protein that is required for
that function. Going one step further, the binary string is replaced by a
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weighted string in which each bit indicates the similarity score of a protein
in an organism with respect to a reference organism (Date and Marcotte,
2003).

Ranea et al. (2007) introduced phylogenetic occurrence profiling to de-
tect functionally related protein families in eukaryotic genomes. The phy-
logenetic occurrence profile of a protein family is a vector in which each
element indicates the number of protein members of this family observed
in one organism. Unlike prokaryotic genomes, in which a large propor-
tion of protein families have approximately one copy per species, eukaryotic
genomes show a large number of multi-protein families that have more than
one member per species (Ranea et al., 2007). Phylogenetic occurrence pro-
filing, therefore, is able to detect more evolutionary signals that could not
be detected by phylogenetic binary profiling.

In the phylogenetic binary profiling approach (Pellegrini et al., 1999), a
gene was considered to be present in another genome if there was a match
above a chosen threshold using a similarity search tool such as BLAST.
However, it is impossible to select a versatile cutoff value to define the
presence or absence of a gene across species because evolutionary rates vary
greatly among proteins. Moreover, the phylogenetic profiles cannot address
the issue of orthology and paralogy very well. For a phylogenetic profile to
be most useful, it should be able to distinguish orthologs from paralogs, and
then genes can be grouped based on the presence and absence of orthologs
(Eisen and Wu, 2002). The COG method (Tatusov et al., 1997, 2001), the
first massive way to determine orthology, works quite well for most bacterial
genes. However, it is not the ideal way to identify orthology because it still
relies on pairwise similarity scores.

Pazos and Valencia (2001) present each protein and its homologs in a
hierarchical tree that indicates the sequence similarity among those proteins.
This method, called “mirrortre”, calculates the similarity of two trees by
comparing the two distance matrices that are used to build the trees. In
the comparison, each matrix is transferred to a vector in which each bit is
an entry of the matrix. The improved version of the “mirrortree” method,
“contextmirror”, attempts to improve the similarity measure by applying a
partial correlation (Juan et al., 2008). However, the comparisons in these
methods are simply the comparisons among vectors, and therefore, they are
extensions of the profiling methods.

Some methods, such as (Vert, 2002; Barker and Pagel, 2005; Barker
et al., 2007), combine the absence/presence profiles and a species phylo-
genetic tree in statistical models to detect evidence of co-evolution among
protein families. These studies have shown that seeking correlated gains
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and losses of genes on a phylogenetic tree of species substantially improves
the detection of functionally linked pairs of proteins, compared to the origi-
nal across-species method (Pellegrini et al., 1999). However, the patterns in
these studies do not capture the speciations and duplications that occur in
protein evolutionary history, which potentially contain more information.

3.5.2 Detecting protein functional linkages with enhanced

phylogenetic trees

All of the phylogeny-based methods make use of the assumption that co-
evolved proteins are likely to interact with each other. Therefore, the pre-
diction performance strongly depends on how the evolutionary patterns are
described. Profiling methods work fine at predicting PPIs because, for PPI
prediction purpose, the family membership is already helpful. However,
defining a functional hierarchy inside of families can enhance the evolution-
ary information and then can help to better detect the proteins that evolve
in a correlated fashion, which are, by implication, functionally linked pro-
teins. The EPT method for predicting protein functional linkages, in the
first step, builds the graphical models for protein families that can capture
complex evolutionary divergence and convergence events in multi-protein
families.

In the second step, the method topologically compares trees to detect
co-evolved families. The tree comparison algorithm rewards the common
parts and penalizes the different parts between two trees. The method
utilizes a layer-by-layer comparison strategy in which the layers are weighted
depending on their lineage. Another approach, giving equal weights to
layers, has also been tested but showed poorer results, meaning that the
evolutionary events closer to LUCA are more important and, thus, have a
more critical effect on the outcome. An alternative approach for comparing
trees has been tested. This method transforms each EPT into a set of
vectors, with each vector corresponding to a subtree and with guidance
from the species tree. Such a vector contains ones for all of the common
nodes and zeros for all of the different nodes between the subtree and the
species tree. Then, two sets of vectors are cross-compared. The similarity
of the two binary vectors is the number of mismatches subtracted from the
number of matches. However, the method performs worse than the tree
comparison algorithm when comparing trees.

The EPT method shows a significant improvement at predicting func-
tional linkages compared to profiling methods. Specifically, the EPTmethod
discovers approximately 20% (27%) of the functional linkages in the human
(yeast) datasets, with a low false positive rate (approximately 5%). For the
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Figure 3.2: (Adapted from publication I). ROC curves of the EPT method (blue),
occurrence profiling with Euclidean distance (called occ_ed) (green), occurrence
profiling with Pearson correlation, (occ_ps) (magenta) and binary profiling with
Pearson correlation (bin_ps) (black) for the human (A) and yeast (B) datasets.
The dashed gray diagonal lines correspond to random predictions. The insets of
(A) and (B) are the precisions of the methods at different numbers of top predic-
tions (cases with the highest scores) for the human and yeast datasets, respectively.
The precision is the ratio of the number of true positives over the number of top
predictions, TP/(TP+FP).

top 1000 predictions, the method has a precision of more than 90% both in
the human and in the yeast datasets. The method works precisely but still
suffers from having a low sensitivity.

Comparatively evaluation of the EPT and profiling methods using GO
data showed that the EPT method can predict better functional linkages
among proteins that participate in similar biological processes or that locate
in similar cellular components but do not perform the same molecular func-
tions. This result is expected because, typically, a set of different biochem-
ical activities (molecular functions) are required to implement biological
processes.

Selection of reference organisms

The organisms that are used to construct phylogenetic profiles or trees are
called reference organisms. This section discusses how the selection of refer-
ence organisms can affect the prediction performance of the EPT method,
compared to the profiling methods.

It has been shown that using entirely eukaryotes, the binary profile
method is limited (Snitkin et al., 2006) whereas the occurrence profile
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Figure 3.3: (A) ROC curves of the EPT (blue), occ_ed (green), occ_ps (magenta)
and bin_ps (black) methods for human and yeast (inset) datasets when the ref-
erence organisms are all 12 eukaryotes. (B) Performance comparison between
EPT-all (red) and EPT-euka (blue) for human and yeast (inset) datasets.

method performs better at predicting functional linkages (Ranea et al.,
2007). Because of the presence of multi-gene families in eukaryotic genomes,
binary profiles cannot capture the distribution of gene copies in each genome
as well as the occurrence profiles. Our study showed that the EPT method
is more advanced compared to other methods when predicting human pro-
tein functional linkages, irrespective of the reference organisms (Figure 3.2A
and Figure 3.3A).

Figure 3.3B presents a comparison between the method that use EPTs,
which consists of 12 eukaryotic genomes (EPT-euka) and the method that
use EPTs, which consist of all of the 572 genomes (EPT-all) for both the
human and yeast datasets (the inset). EPT-all performs better up to an
FPR of approximately 12%, whereas EPT-euka is more sensitive than EPT-
all when FPR is high. This outcome indicates that, when we attempt to
keep a low FPR, using EPT-all helps us to obtain a better coverage than
using EPT-euka. This difference can be explained by the fact that the top
predictions by the EPT method are likely the pairs of proteins that belong
to large EPTs that have strong evolutionary signals on the prokaryote side
(see publication I). Therefore, they lose a substantial amount of evolutionary
information when they are built entirely from eukaryotes.

Limitations of the EPT method

Testing the EPT method in Escherichia coli datasets showed that the
method’s performance is poor whereas the binary profiling method performs
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well. This result occurs because EPTs containing Escherichia coli proteins
are prokaryote-biased and, therefore, contain fewer duplication events. In
prokaryotic organisms, where a large proportion of the protein families have
approximately one copy per species, the profile of protein copies provide a
sufficient signal whereas EPTs might add more noise.
The current EPT method produces a simple clustering of proteins that is

based on BLAST scores and that does not include information about lateral
gene transfer (LGT). This method can be improved in a number of ways, to
account for the complexity of evolutionary relations, including divergence,
convergence, domain recombination and horizontal gene transfer events. For
example, the choice of the descendant protein is somewhat arbitrary because
BLAST scores do not reflect the complexity of these relations. Another
limitation of the EPT method is that the EPT method, similar to other
phylogeny-based methods, cannot infer well the physical interactions of the
proteins but it is promising at predicting functionally linked proteins.

3.6 Challenges of computational PPI predictions

Many types of experimentally discovered data such as genomic, structure
or gene expression data, serve as the input data for computational meth-
ods. The accuracy and sufficiency of the input data impact directly on the
prediction performance. In prediction methodologies, benchmark datasets
including positive and negative reference sets of PPIs are used to train the
frameworks and evaluate the performances. Therefore, the setting of re-
liable benchmark datasets is essential to the prediction process. Recently,
positive datasets that are defined by experiments have contained many false
positives, especially in high-throughput experiments. PPI networks discov-
ered by low-throughput assays are biased towards better-studied proteins.
The quality of the negative references is even lower because of the lack
of confirmed information about the non-interacting protein pairs. These
computational approaches would inevitably benefit from the development
of experimentally obtained datasets in both quality and coverage.
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Chapter 4

Dynamical network modeling of

complex systems using coupled

phase oscillator models

Biological networks such as protein-protein interactions, metabolic, signal-
ing, transcription-regulatory networks and neural synapses are only a few
examples of large-scale dynamic systems in life. The first step toward cap-
turing the global properties of such systems is to model them by graphs
in which the nodes represent the dynamical units and the links are the in-
teractions between them. The network structural analysis is to cope with
structural issues, such as characterizing the topology of a complex wiring
architecture and revealing the unifying principles that are at the basis of
real networks. The study of complex network dynamics involves developing
models that mimic the real-life network systems, to know how a large ensem-
ble of dynamical systems that interact through a complex wiring topology
can behave collectively. This chapter discusses how the network connec-
tivity determines dynamical behaviors in complex network systems. We
utilize the Kuramoto model of phase oscillators, which is simple but rel-
evant enough to describe many biological examples, including the mutual
synchronization of cardiac pacemaker cells, rhythmically flashing fireflies
and chorusing crickets and wave propagation in the heart, brain, intestine
and nervous system (Winfree, 2001).

4.1 Synchronization in complex networks

Studies on synchronization aim to clarify the conditions for units in certain
systems to be synchronized. Local dynamics of the elements at nodes, cou-
pling and network topology affect the collective behavior of the elements.
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Studies that use regular network models, such as chains, grids, lattices and
fully connected graphs (Erdös and Rényi, 1960), focus on the complexity
that is caused by the nonlinear dynamics of the nodes, without being bur-
dened by any additional complexity in the network structure itself. In this
thesis, the author employs Kuramoto’s model of phase oscillators on gen-
eralized random substrate networks: this approach helps to set dynamics
aside and to turn to the effects of the coupling strength and especially the
architectures.

4.1.1 Onset of synchronization

The first step is to explore the onset of global synchronization, which is
characterized by the critical coupling strength separating the desynchro-
nized and synchronized states. Kuramoto (1984) analytically resolved the
critical coupling strength Kc = 2/πg(ω0) for the all-to-all connected net-
work of oscillators, where g(ω) is the distribution from which the natural
frequencies are drawn, and ω0 represents the mean frequency of the ensem-
ble. At the stationary state (t → ∞) and for large networks (N → ∞),
the global order parameter (Eq. 2.9) behaves as R ∼ (K − Kc)

β , for all
K > Kc, with β = 1/2.

Figure 4.1: (Adapted from publication II). Global order parameter as the coupling
is increased in a set of generalized random networks with different topologies, which
correspond to σ(κ) = 0 (regular), 0.4, 1.4 and 3.0 (SF).

Investigations on synchronization in complex networks were first re-
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ported for networks with SW (Hong et al., 2002) and SF (Moreno and
Pacheco, 2004) topologies, where the critical coupling was numerically stud-
ied by making use of finite-size scaling analysis. These studies confirmed the
existence of a finite K for regular, SW and SF network systems. Moreover,
the global order parameter of these complex systems turns out to be quali-
tatively the same as in the original Kuramoto all-to-all connected network:
the square-root behavior that was found in the all-to-all architecture also
holds for the SF model (Moreno and Pacheco, 2004).

The impact of the topological features of a network on the onset of
synchronization has been intensively studied. Fernández et al. (2000) and
Barahona and Pecora (2002) have shown that the small-world property of
the structure of the network enhance the synchronization of the system.
McGraw and Menzinger (2005) suggested that networks with a large clus-
tering coefficient promote synchronization at lower values of the coupling
strength. When the coupling is greater than the critical point, the effect
of the average path length of the network dominates over the clustering
coefficient. In (Oh et al., 2005), the authors found that the synchronization
transition crucially depends on the type of inter-modular connections.

In publication II, we continued with the above topic by studying the evo-
lution of the global order parameter as a function of the coupling strength
K for several network topologies, which range from regular to scale-free
(Figure 4.1). We found that the onset of global synchronization first occurs
for the SF network. The more heterogeneous the network is, the smaller
the value of K that is needed for the onset of global synchronization. Con-
versely, the path to the complete synchronization is faster for networks
with a homogeneous degree distribution. Whereas the nodes in a homoge-
neous network system suddenly become globally synchronized as the cou-
pling strength increases, the path to synchronization of a heterogeneous
network system is nontrivial.

4.1.2 Path to synchronization

Whereas the global order parameter can help to answer when a system starts
to synchronize as the coupling increases, pairwise phase correlation can help
to study where synchronization initiates and how it propagates inside the
system. Our study showed that, when the coupling is very weak, there is
no correlation between any two nodes in the system. The local dynamics
at the nodes is so dominant that each node works in its own way. When
the coupling is slightly stronger, only pairs of nodes that are physically con-
nected to each other start to be synchronized significantly. The dynamical
process in the system when the coupling is weak is driven by physical con-
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nectivity, regardless of the network topology. When the coupling increases,
a homogeneous network system is partitioned into many small clusters of
pairwisely synchronized nodes which then merge together to form a giant
cluster. Although the giant cluster contains most of the nodes, the con-
nections among the individual clusters are still weak, which prevents global
synchronization. After critical coupling, the pairwise correlation among the
nodes of the giant cluster is strengthened dramatically, making the systems
quickly reach a completely synchronized state.

In a heterogeneous network system, synchronization is initiated among
hub nodes to form a core synchronized cluster. Figure 4.2 shows the or-
ganization of synchronization in a SF network system when it is at the
critical coupling point. Clearly we observe here that the backbone of the
synchronization structure is composed of the hubs excluding nodes with few
neighbors. As the coupling increases, the core cluster gradually extends by
recruiting more small nodes, which accounts for a slow growth of global syn-
chronization in the SF network systems (Figure 2.3B). In the synchronized
state, hub nodes are more robust under perturbations; they revert back to
a synchronized cluster in a time interval that is inversely proportional to
their degree (Moreno and Pacheco, 2004).

The role of the hubs on the path to synchronization and their robustness
under perturbations in complex systems can be explained by the concepts
of effective coupling strength and local order parameter (section 2.3.2). Di-
rectly after critical coupling, the local order parameter of every node ap-
proaches one, which makes the effective coupling strength dependent on the
degree of the node. The hub nodes couple with the remainder of the system
more strongly, and thus, it is easier for them to be synchronized and more
stable against perturbations.

4.2 Reconstruction of physical connectivity from

functional dynamics

The function-structure relationship suggests an ability to study one of the
most important inverse problems: inferring physical connectivity from func-
tional dynamics. For example, how does an electroencephalography (EEG)
pattern (which is the recording of electrical activity at different positions in
the brain) reflect the details of the axons among cortical neurons? Or, how
can we predict physical PPIs based on gene co-expression data?

Timme (2007) studied a regular system at a synchronized state when
applying an external stimulus. The responses of the system to the external
inputs reveal the underlying network connectivity. Publication II studied



4.2 Reconstruction of physical connectivity from functional dynamics 47

Figure 4.2: (Adapted from publication II). Synchronization in a SF network of 512
oscillators, specifically at the onset of global synchronization. A node is denoted
by a circle with its size proportional to the node degree, and the color of a link
between two nodes encodes the PPC of these two nodes. The 12 hub nodes with
the highest node degrees are labeled

structural reconstruction in systems with network topologies that range
from regular to complex at both weak and strong regime of coupling. This
approach can help to discover which network topologies facilitate recon-
struction and what the optimal coupling rhythms for reconstructing are.

In publication II, we proposed a method for reconstruction of the under-
lying connectivity of oscillatory network systems such as neural networks.
Phases at nodes can be extracted from appropriate rhythms, e.g. the alpha,
beta or theta rhythms of EEG data. In the next step, PPC is calculated for
every pair of nodes. Averaging data that is obtained from multiple trials
helps to reduce the effects of noise, and thus, enhances the reconstruction
performance. The method predicts a physical connection between two nodes
if the PPC among those two nodes is higher than a predefined threshold.

The reconstruction is successful in regimes of weak coupling, immedi-
ately before the onset of global synchronization, irrespective of the network
topologies. This scenario implies that the method using PPC works well
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for a wide range of systems that have weak coupling, which is more bi-
ologically realistic (Zhou et al., 2006). As the coupling is increased, two
nodes can be synchronized even if they are not connected, making no dis-
tinction between connected nodes and disconnected nodes. Therefore, in
this case, the physical connectivity cannot be reconstructed by using the
PPCs. The onset of global synchronization, such as an epileptic seizure
in the brain, hinders the reconstruction of the physical connectivity of the
systems. When the coupling is extreme, the reconstruction of connectivity
in homogeneous networks is good, but the reconstruction in heterogeneous
systems is poor because of the higher PPCs between hubs, even though they
are not physically connected.



Chapter 5

Conclusions

The topics covered in this thesis include computational approaches to sys-
tems biology, which is particularly focused on biological network inferences
and modeling. The main goals for our work on network structure infer-
ence were to study current often-used approaches and to propose efficient
methods for predicting PPI networks, which are of central importance for
virtually every process in a living cell. Our research on dynamical network
modeling aimed to obtain an in-depth understanding of the relationship
between network structure and function in complex network systems.

In this thesis, we have discussed a wide range of methods for predicting
PPI networks. We especially concentrated on comparative genomic methods
such as domain-based and phylogeny-based methods. Our study on domain-
based methods noted some limitations of both the methods and the data
resources. The domain-based methods failed to predict specific interactions
among multi-protein families, which raises the requirements of conservative
methods such as phylogeny-based methods.

We proposed the EPT method for assigning functional linkages to pro-
teins. By using different evaluation approaches with high-quality datasets,
we showed that our proposed method outperforms conventional phylogeny-
based methods. The EPT method promisingly predicts more reliable sets
of protein functional linkages in human and yeast.

PPINs and FLMs discovered by both experimental or/and computa-
tional approaches have become available for model organisms such as yeast
and human, providing excellent opportunities for understanding mecha-
nisms under biomedical phenomena, especially diseases. Human diseases
tend to form an interrelated landscape, whereby different diseases are linked
together based on perturbing the same biological processes. Figure 5.1
shows an integrated network of disease-disease, disease-gene and gene-gene
interactions. Diseases with similar phenotypes that exhibit similar pheno-
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Figure 5.1: (Adapted from (Ta and Holm, 2011)) An integrated disease-disease,
disease-gene and gene-gene interaction network. The size of a disease node is
proportional to the number of genes that cause the corresponding disease. The
size of a gene node is proportional to its degree in the gene-gene network. The
thickness of a disease-disease link is proportional to the number of causative genes
shared by the two diseases. A gene is predicted to be a causative gene of a disease
if it interacts with a known causative gene of the disease. Known disease-gene
interactions are derived from OMIM (Boyadjiev and Jabs, 2000).

type descriptions or hospital diagnosis records tend to be caused by dys-
functions of the same genes (Goh et al., 2007). Diseases with dissimilar
phenotypes can also be related at the molecular level. Based on these
premises, PPINs and FLMs are promising for applications to the prediction
of new disease-causing genes (Guan et al., 2010), identification of disease-
related subnetworks (Pujana et al., 2007) and exploration of disease-disease
associations (Goh et al., 2007).

Our study in dynamical network modeling adopted a network of Ku-
ramoto phase oscillators. This model is useful for displaying a large variety
of synchronization patterns while being sufficiently flexible to be adapted
to many realistic systems (Acebrón et al., 2005). This approach provides
a comprehensive picture of how different network topologies, which range
from regular to scale-free, determine the functional activities in the sys-
tems under both weak and strong coupling regimes. The results show that,
as the coupling increases from weak to strong, global synchronization first
occurs in more heterogeneous network systems and gradually progress to
complete synchronization, while it occurs later in homogeneous network
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systems but approaches complete synchronization very quickly. In a het-
erogeneous network system, the synchronization occurs among hub nodes
and then propagates to the remainder of the system.

The work on the reconstruction of the physical connectivity from the
functional activities implies that the reconstruction method using PPC
might work well with oscillatory systems that have a weak coupling, re-
gardless of the network topology. However, when there is a strong coupling,
the PPC method could not reconstruct well the heterogeneous systems but
still worked well for the regular systems. The findings in this study can
be applied to investigate, for example, connectivity in the human cerebral
cortex, which consists of structurally segregated and functionally special-
ized regions that interconnect by a dense network of cortico-cortical axonal
pathways (Sporns et al., 2005). The PPC method might be a promising
tool for reconstructing the structural connectivity among ROIs (Region of
Interest) of the brain based on blood oxygenation level-dependent (BOLD)
signals (Honey et al., 2007).
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