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Abstract

Spectroscopy can provide valuable information on the structure of disordered matter

beyond that which is available through e.g. x-ray and neutron diffraction. X-ray Ra-

man scattering is a non-resonant element-sensitive process which allows bulk-sensitive

measurements of core-excited spectra from light-element samples. In this thesis, x-ray

Raman scattering is used to study the local structure of hydrogen-bonded liquids and

solids, including liquid water, a series of linear and branched alcohols, and high-pressure

ice phases.

Connecting the spectral features to the local atomic-scale structure involves theoretical

references, and in the case of hydrogen-bonded systems the interpretation of the spectra

is currently actively debated. The systematic studies of the intra- and intermolecular

effects in alcohols, non-hydrogen-bonded neighbors in high-pressure ices, and the effect

of temperature in liquid water are used to demonstrate different aspects of the local

structure that can influence the near-edge spectra. Additionally, the determination

of the extended x-ray absorption fine structure is addressed in a momentum-transfer

dependent study. This work demonstrates the potential of x-ray Raman scattering for

unique studies of the local structure of a variety of disordered light-element systems.
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läinen, and Giulio Monaco. X-ray Raman scattering based EXAFS beyond the

dipole limit.

Submitted to the Journal of Synchrotron Radiation (2011).

Author’s contribution

The author of this thesis is the principal author of papers II–IV and a contributing

author to papers I and V. He has planned, performed, and analyzed the results from

the x-ray Raman scattering experiments in the papers. He has performed the DFT

calculations of papers III–IV and the RSMS calculations of papers II–IV, and ana-

lyzed the computational results in papers II and V. The author has had an active role

in the interpretation of the results and the writing of the papers.



CONTENTS v

Contents

1 Introduction 1

2 Structure of disordered matter 1

2.1 Typical methods for studying local structure . . . . . . . . . . . . . . . 2

2.2 X-ray spectroscopies and disordered matter . . . . . . . . . . . . . . . . 4

3 Inelastic x-ray scattering 6

3.1 Interaction of x-rays with matter . . . . . . . . . . . . . . . . . . . . . 6

3.2 Non-resonant inelastic x-ray scattering . . . . . . . . . . . . . . . . . . 7

3.3 X-ray Raman scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 Experimental methods 10

4.1 Synchrotron radiation spectroscopy . . . . . . . . . . . . . . . . . . . . 10

4.2 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.3 Sample environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.3.1 Flow cell for liquid samples . . . . . . . . . . . . . . . . . . . . 13

4.3.2 High-pressure studies with a diamond anvil cell . . . . . . . . . 14

5 Computational methods 15

5.1 Near-edge spectra with density-functional theory . . . . . . . . . . . . . 15

5.2 Atomic background and momentum transfer dependence . . . . . . . . 17

5.3 Extended fine structure with real-space multiple-scattering approach . . 19

6 Summary of papers 20

6.1 Paper I: Multiple-element spectrometer for non-resonant inelastic x-ray

spectroscopy of electronic excitations . . . . . . . . . . . . . . . . . . . 20

6.2 Paper II: Universal signature of hydrogen bonding at the oxygen K-edge

of alcohols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

6.3 Paper III: Role of non-hydrogen-bonded molecules in the oxygen K-edge

spectrum of ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

6.4 Paper IV: Temperature dependence of the near-edge spectrum of water 22

6.5 Paper V: X-ray Raman scattering based EXAFS beyond the dipole limit 23

7 Concluding remarks 24

References 27



1 1 INTRODUCTION

1 Introduction

Describing the macroscopic properties of matter beginning from the atomic-scale struc-

tures and interactions is one of the fundamental goals of condensed matter physics.

Much of the progress in the field stems from understanding and controlling the elec-

tronic properties of crystalline materials. Disordered matter—such as liquids and amor-

phous materials—is much less understood. Despite the lack of long-range order in

disordered matter, there often exists a pronounced local structure at the atomic and

molecular level. However, it is usually difficult to access this local structure since much

of it is averaged out over the time and length scales typically accessible to experiments.

In this thesis a novel synchrotron radiation-based spectroscopic method has been

applied to study the structure of disordered matter. X-ray Raman scattering (XRS) is

an element-specific method for probing unoccupied electronic states, in particular those

related to intermolecular bonds. XRS allows experimental studies of the local structure

of matter via the spectral signatures due to bond formation and bonding changes. It is

thus an indirect structural probe, similar to many established methods such as infrared

vibrational and nuclear magnetic resonance spectroscopy. Such indirect probes can add

crucial information on the local structure that is not otherwise accessible.

The main applications in this thesis are hydrogen-bonded liquids and solids, which

are currently actively studied with various x-ray spectroscopies [1–8]. One fundamental

subject of interest is the local structure of liquid water, which is constantly discussed

even after decades of intense study [9–11]. Interpreting the new spectroscopic results

has led to controversial discussions on e.g. the nature of the hydrogen bond [1, 12,

13] and the degree of hydrogen bonding in liquid water [2, 3, 14]. Making the new

results compatible with previous studies requires both careful analysis and critical re-

evaluation of previous results.

In the introductory part of the thesis the background of the work is discussed,

starting with the structure of disordered matter, followed by a short review of inelastic

x-ray scattering and XRS. The experimental and computational methods are described

briefly in the ensuing sections. Finally, the background and main results of the papers

are summarized.

2 Structure of disordered matter

In terms of structure, condensed matter can be broadly divided into ordered and dis-

ordered matter. The former is easy to define as the perfect periodic order of idealized

crystals. Disorder is less clearly defined [15] and may be thought to develop in stages:

from perfect crystalline to polycrystalline to amorphous (non-crystalline solid) and

liquid matter.

Even though long-range order is lost in liquids, there often exists a pronounced local
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structure that correlates atomic densities over several intermolecular distances. Even

the most simple model, the hard-sphere liquid, has clear local structure as evidenced by

the pair correlation function [15–18]. This structure, stemming only from a repulsive

interaction between the spheres, is a good approximation for the local structure of non-

associating liquids (e.g. liquid argon). Liquids that have more complex intermolecular

interactions may have quite elaborate local structure that fundamentally influences

their microscopic and macroscopic properties.

Liquid water is such a system. In addition to the repulsive interactions there are

complex attractive interactions in the form of hydrogen bonds (HBs) [19]. The com-

bination of directionality and relative weakness of the HB (5.5 kcal/mol per bond in

ice [10], corresponding to ∼9kBT at 300 K) yields complex transient local structures.

In water HBs are conventionally thought to form a continuous distorted network with

similarities to the local structure of ice phases [9–11]. This HB network fundamentally

influences the macroscopical properties of liquid water which differ tremendously from

simple hard-sphere-like liquids. In particular, many of the thermodynamical response

functions have non-linear behavior and various extrema in the stable temperature re-

gion at ambient pressure, and even exhibit apparent divergences in the supercooled

region [20–22]. Furthermore, the properties of liquid water are strongly influenced

by solutes (e.g. ions [23]) and confinement (in particular at biological interfaces [24]).

Water is thus both a model system of H-bonding and a very interesting subject in its

own right. In the following established methods for the study of the local structure of

disordered matter are introduced and their application to liquid water is presented.

2.1 Typical methods for studying local structure

X-ray and neutron diffraction probe the static density correlations of electrons

and nuclei, respectively. In crystalline matter diffraction leads to Bragg reflections

which can be used to map the reciprocal lattice and, in principle, to fully solve the

structure of the sample under study. In liquid and amorphous matter, the loss of

long-range order limits the information available through diffraction to the radial dis-

tribution function g(r). Neutron diffraction with isotopic substitution and anomalous

x-ray diffraction enable the determination of partial radial distribution functions, e.g.

the pairwise components gOO(r), gOH(r), and gHH(r) in the case of H2O. However,

higher-order correlation functions (including angular dependencies) cannot be directly

accessed. Neutron diffraction is, by definition, only sensitive to the positions of the

nuclei, but also x-ray diffraction is inherently more sensitive to the spatially concen-

trated core electrons than the spatially extended valence electrons, which further hides

details of bonding.

A number of computational techniques have been introduced to maximally utilize

the limited structural data available through diffraction. The most sophisticated are
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reverse-Monte Carlo techniques [25,26] which can incorporate further physical consid-

erations in the form of pair potentials which disfavor high-energy structures [27, 28].

The application of these methods to liquid water, however, has shown diffraction to

be rather insensitive to the details of H-bonding. Diffraction data can be made con-

sistent both with traditional near-tetrahedral structural models [14, 29], and the re-

cently introduced asymmetric structural models, which impose a high level of broken

HBs [27, 30]. The implications of such asymmetic models for other measurables are

actively debated [11,14,31–33].

Molecular-dynamics (MD) simulations can offer a complete description of

the local structure and dynamics of disordered matter and have contributed vastly to

our understanding of the subject [34, 35]. Modeling the interactions between atoms

and molecules, however, is a complex problem in itself and requires much input in

the form of microscopic and macroscopic properties that can be compared with the

predictions from simulations. Classical MD simulations typically utilize pair potentials

to model all interactions between the simulated molecules, which may be rigid or

flexible. The pair potentials are parametrized based on model calculations or in order

to reproduce selected macroscopic properties. Classical MD is a very developed field;

for liquid water, more than 50 potentials have been parametrized [36]. There are

extraordinary achievements such as modeling the polymorphic phase diagram of ices

[37] and reproducing some of the anomalous thermodynamical properties of the liquid

[38]. However, one fundamental issue remains: classical MD simulations of liquid

water typically have little predictive power beyond that behavior which they have

been fitted to reproduce [36]. Depending on the choice of properties that a model

is imposed to reproduce, the local structures produced by the simulations may differ

dramatically [27,30,36].

Parameter-free approaches such as ab initio molecular dynamics (AIMD) which

seek to model the intermolecular interactions with quantum chemistry calculations

promise to overcome this limitation [39]. However, they are computationally very

expensive and limited to small periodic systems of a few dozen molecules and thus

may be influenced by size effects and limited simulation time. For most applications

classical MD simulations remain the only practical approach. As mentioned above,

diffraction data is often not sensitive enough to the details of bonding to discriminate

e.g. between the structures produced by different classical MD water models. It is

therefore very important to offer structural information beyond the g(r) to reliably

constrain (or expand) the range of possible local structures in disordered matter.

Spectroscopy is a powerful alternative method for obtaining structural informa-

tion. There is often a connection between the local structure and an electronic, vi-

brational, or nuclear spin excitation. In this way, spectroscopic methods are indirect

structural probes that can add complementary information about the local structure

in terms of e.g. chemical bonding. Examples of widely used spectroscopic tools include
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infrared/Raman vibrational spectroscopy and nuclear magnetic resonance (NMR) spec-

troscopy [40]. In the case of liquid water, the most studied vibrational excitation is the

intramolecular OH stretch vibration which is sensitive to the HB enviroment [41–43].

The field is highly developed with applications such as pump-and-probe spectroscopy

allowing time-dependent effects like HB lifetimes to be studied [43–45]. NMR spec-

troscopy has been used to e.g. derive temperature-dependent HB distributions [46].

In comparing results from different techniques it is important to be aware of the rele-

vant time and length scales probed by each technique [9]. For example, x-ray diffraction

probes the diffusionally-averaged structure, while IR/Raman spectroscopy probes the

vibrationally-averaged structure (timescale . 10−12 s), and the x-ray spectroscopies

presented below probe the instantaneous structure (timescale . 10−15 s). Liquids such

as water may appear completely different at various timescales as separate degrees of

freedom are frozen out at specific timescales [9,15].

2.2 X-ray spectroscopies and disordered matter

Recently various x-ray spectroscopies have been applied to the study of disordered

matter and in particular liquid water. The common factor among these techniques

(inelastic x-ray scattering, x-ray absorption, and x-ray emission) is that they probe

electronic transitions.

Compton scattering (CS) provides information on the ground-state electron mo-

mentum density and is thus complementary to x-ray diffraction. Chemical bonding

induces an oscillatory signal in the Compton profile which can be measured to a high

accuracy [47]. Recently, CS has been applied to study e.g. the HB in water [48–51],

ice [1, 5, 12, 52–54], aqueous solutions [55], alcohol isomers [56], and clathrate hy-

drates [57,58].

X-ray absorption spectroscopy (XAS) and x-ray Raman scattering (XRS)—the sub-

ject of this thesis—probe the unoccupied electronic states via core-electron excitation

(Sec. 3.1). In XAS the final states are accessed by resonant absorption, while in XRS

they are reached by a non-resonant photon-in–photon-out process. It is customary to

divide the spectrum into two regions: the near-edge structure (XANES) and the ex-

tended x-ray absorption fine structure (EXAFS), since their interpretation is different.

The EXAFS region exhibits an oscillatory signal due to scattering of the photoelectron

from nearest neighbors. The Fourier transform of the EXAFS signal is an effective

radial-distribution function, although various effects beyond the density correlations

contribute to the signal. EXAFS has become a routine technique for the study of local

structure in disordered matter [59–62].

The near-edge region is naturally described in terms of unoccupied electronic states.

In the absence of periodicity and band structure this is well described by molecular

orbitals. The lowest unoccupied states include anti-bonding orbitals related to chem-
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ical bonds. XAS and XRS are thus explicitly sensitive to chemical bonding, although

connecting spectral features with structure in general requires electronic structure cal-

culations. X-ray emission spectroscopy (XES) probes the occupied electronic states of

a core-excited atom via the x-rays emitted as the core hole decays. It is consequently

very sensitive to valence electron states [6, 8], although various dynamical effects may

also influence the spectra [8,63].

XAS and XRS are becoming standard tools for studying local structure in a variety

of systems. In the following some recent applications of XRS are presented. These

studies are essentially similar to XAS studies (e.g. Refs. 64, 65), but they exploit the

non-resonant character of the XRS process, which allows hard-x-ray studies of soft-x-

ray absorption edges. Low-Z elements can thus be studied in a bulk-sensitive manner

or embedded in a sample environment for e.g. high-pressure studies [66]. Due to the

indirect connection of the spectrum and local structure most approaches fall into two

categories: (a) interpreting the spectra in terms of empirical references or “finger-

prints”, and (b) comparing the results to computations of the electronic structure of

MD snapshots or model clusters.

Notable examples of using experimental fingerprints include the studies of the lo-

cal coordination and bonding changes under pressure: element-selective coordination

changes in borate glasses [67–69] and SiO2 glass [70]; and hybridization changes in

compressed superhard graphite [71], boron nitride [72], C60 fullerenes and multi-wall

carbon nanotubes [73], and benzene [74]. Other studies include an analysis of the aro-

maticity of carbon in asphaltene [75] and separating the contributions from side chains

and backbone in an aligned polymer [76].

Electronic structure calculations have been used e.g. in the studies of charge trans-

fer in Li-intercalated graphite [77], the local electronic structure of C2B10H12 [78] and

α-Li3N [79], suboxide interfaces in amorphous SiO [80], and hydrate formation THF

clathrate [81]. One particularly active field of study has been H-bonding in water and

ices [2,4,7,26,31,82–88]. The interpretation of the oxygen near-K-edge spectra in water

vapor, liquid water, and in the bulk and surface of ice has led to intense debate. In

particular, the failure of calculations to reproduce the measured liquid water spectrum

using traditional structural models has led to the introduction of asymmetric structure

models [2,31,89]. The reliability of the spectral calculations has been repeatedly chal-

lenged [90–94] and advanced [88, 89, 95, 96], while the implications of the asymmetric

structure models to other observables are actively debated [6,8,14,31,33,63]. In order

to contribute to the discussion it is extremely useful to offer new experimental data

that can be compared with calculations and serve as empirical fingerprints.

The work presented in this thesis utilizes many of these approaches. Paper I de-

scribes the experimental techniques used to measure XRS. In paper II the signal of

H-bonding in alcohols is studied by combining experiments with spectral calculations

of model clusters and MD snapshots. In paper III the spectra of high-pressure ices are
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used as empirical references to study effects beyond H-bonding on the water spectrum.

Spectral calculations are also used to confirm the validity of the results. In paper IV

the energetics of the structural changes underlying the temperature dependence of the

liquid water spectrum have been studied with an approach that is common in the anal-

ysis of vibrational spectroscopy. The EXAFS region—which has been exploited very

little with XRS—is studied in detail in paper V.

3 Inelastic x-ray scattering

3.1 Interaction of x-rays with matter

X-rays interact with electrons through a variety of processes of which relevant for

the current work are photoelectric absorption and non-resonant scattering (elastic and

inelastic). Once the interaction processes are understood, absorption and scattering

experiments can be used to probe the electronic structure and excitations in matter.

The practical implications for applications follow from the special properties of each

interaction process coupled with the advances and limitations of currently achievable

instrumentation. In the following, a brief theoretical description of x-ray absorption

and non-resonant x-ray scattering is given. Following the typical conventions of x-ray

physics, atomic units are used (~ = e = me = cα = 1), while energies are given in eV

and distances in Å.

The non-relativistic cross-sections of absorption and scattering may be derived

with perturbation theory from the photon-electron interaction Hamiltonian Ĥint =

p·A + 1
2
|A|2, where p is the momentum of the electron and A the vector potential of

the electromagnetic wave. [47,97,98] The transition rate from a given initial (photon +

electron) state to a given final state can be obtained with Fermi’s golden rule. As the

quantized vector potential operator A is linear in the photon creation and annihilation

operators, applying first-order perturbation theory on Ĥint yields absorption and emis-

sion from the term p ·A, and scattering from the term |A|2. Second-order perturbation

of the p · A term involves intermediate states and yields resonant scattering, which is

not considered in this work.

For x-ray absorption from an electronic state |I〉 to |F 〉, Fermi’s golden rule gives

the transition rate [97,99]

wI→F ∝
∣

∣〈F |eik1·r (ê1 · p)|I〉
∣

∣

2
δ(EF − EI − ω1), (1)

where r is the electron position and ω1 is the energy, ê1 the polarization vector, and

k1 the wavevector of the incident photon. Within the dipole approximation eik1·r ≈ 1

and, by transforming the momentum operator to the position operator, the cross section
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becomes [97,99]

σXAS(ω1) ∝ ω1

∑

F

∣

∣〈F | ê1 · r|I〉
∣

∣

2
δ(EF − EI − ω1). (2)

The x-ray absorption cross section is proportional to λr0 [98], where r0 is the classical

electron radius and λ is the photon wavelength (for x-rays, λ ≫ r0).

3.2 Non-resonant inelastic x-ray scattering

When the energy ω1 of an incident x-ray photon is far from any electronic transition

energies, non-resonant inelastic x-ray scattering (NRIXS) may occur as depicted in

Fig. 1: the photon is absorbed and another photon is emitted with energy ω2 and mo-

mentum k2. The scattering process has transferred energy ω = ω1−ω2 and momentum

q = k1 − k2 to the electronic system, creating an excitation. The magnitude of the

momentum transfer1 is given by

q =
1

c

√

ω2
1 + ω2

2 − 2ω1ω2 cosφ, (3)

where φ is the scattering angle. By measuring the cross-section of the process in

relevant ω and q ranges, one can map the electronic excitation spectrum of the system

under study.

The transition rate for non-resonant scattering is [47,97]

wI→F ∝
∣

∣〈F | ê1 eik1·r · ê2 e−ik2·r|I〉
∣

∣

2
δ(EF − EI − ω). (4)

This leads to the double-differential cross-section known as the non-resonant Kramers-

Heisenberg formula [47]:

d2σ

dΩ dω
= r2

0

(ω2

ω1

)

∑

F

∣

∣

∣
〈F |

∑

j

eiq·rj |I〉(ê1 · ê2)
∣

∣

∣

2

δ(EF − EI − ω), (5)

where the sum over j is over all electrons (positions rj), and all transitions allowed by

energy conservation are considered.

The cross-section can be separated into two factors. The first is the Thomson cross

section that describes the photon-electron coupling and depends on the experimental

arrangement through the photon energies ωi and polarization vectors êi:
(

dσ

dΩ

)

Th

= r2
0

(ω2

ω1

)

|ê1 · ê2|2. (6)

The Thomson cross section is proportional to r2
0, and non-resonant scattering is thus

weak compared to absorption in the ∼10 keV range (apart from diffraction).

1The atomic unit (a.u.) of momentum is ~/a0 (a0 is the Bohr radius).
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Figure 1: Left: Non-resonant scattering process. Right: Schematic dynamic structure

factor S(q, ω) of polycrystalline diamond. Plasmons and other excitations (A) are

visible at low q and ω, and the Compton profile (C) at large q and ω. The carbon

K-edge (B) is at ω = 285 eV.

The second factor is called the dynamic structure factor, and it contains all the

material-dependent information accessible in a non-resonant scattering experiment:

S(q, ω) =
∑

F

∣

∣〈F |
∑

j

eiq·rj |I〉
∣

∣

2
δ(EF − EI − ω). (7)

For elastic scattering, |F 〉 = |I〉 and ω = 0. Then S(q, ω) reduces to S(q) i.e. the static

structure factor which is observed in x-ray diffraction.

The formulation of van Hove connects S(q, ω) to the self-correlation of the electron

density ρ(r, t) through a Fourier transform over space and time [47]

S(q, ω) =
1

2π

∫ ∫

dr dt ei(q·r−ωt)

∫

dr′
〈

ρ(r′ − r, t) ρ(r′, 0)
〉

, (8)

where the brackets denote the ground-state expectation value. Inverses of the mo-

mentum transfer q−1 and energy transfer ω−1 determine the length and time scales,

respectively, over which the density correlations are studied. A schematic spectrum is

shown in Fig. 1(b). Accessible excitations include a range of collective excitations (e.g.

phonons and plasmons) at low energy transfers, inner-shell excitations at characteristic

values of ω, and single-particle excitations (Compton scattering) at high energy and

momentum transfers.

A large contribution to the S(q, ω) is given by plasmons [100], i.e. collective valence-

electron excitations, which are prominent when q ∼ r−1
c and ω ∼ ωp (rc is the interparti-

cle separation and ωp(q) the plasmon energy) [47]. The plasmon contribution disperses



9 3 INELASTIC X-RAY SCATTERING

and broadens with increasing q. At large momentum transfers, q ≫ r−1
c and ω ≫ EB

(EB is the electron binding energy), the plasmon contribution is transformed into the

Compton profile, which reflects the ground-state momentum density of the valence

electrons [101]. Also the core-electron contribution to S(q, ω), x-ray Raman scatter-

ing, transforms to Compton scattering at large q and ω. Both the plasmon regime and

the Compton scattering regime are studied to gain insight into the electronic struc-

ture of matter [47, 101]. In the intermediate q-region, where the plasmon excitation

is damped while the impulse approximation of Compton scattering is not yet valid,

electron-hole pair excitations contribute strongly to the spectra leading to complicated

behavior [47]. The general behavior of S(q, ω) with increasing q can be described as a

shift of spectral weight to higher ω (ωpeak ∼ q2/2 based on the f -sum rule [100]) and

increased broadening (width ∼ q in the Compton scattering regime [101]).

3.3 X-ray Raman scattering

When ω is tuned to a core-electron binding energy, core-electron excitations contribute

to S(q, ω) in the process called x-ray Raman scattering. In the single-particle excitation

picture [99,102,103], the dynamic structure factor due to core-electron excitations can

be written as

S(q, ω) =
∑

f

∣

∣〈f |eiq·r|i〉
∣

∣

2
δ(Ef − Ei − ω), (9)

where |i〉 is a core orbital in the ground state of the system, |f〉 is a final-state orbital

(in the presence of the core hole), and Ei and Ef are the orbital energies. Practical

methods for calculating XRS spectra are described in Sec. 5.1–5.2.

The results of XRS are closely connected to x-ray absorption spectroscopy. Ex-

panding the XRS transition operator

exp(iq·r) ≈ 1 + iq·r + O(q2) (10)

shows that, in the limit of small q, the dynamic structure factor is dominated by dipole

transitions q · 〈f |r|i〉. The XRS cross section is then proportional to the XAS cross

section (Eq. 2): S(q → 0, ω) ∝ σXAS(ω). This connection has important consequences

for practical applications: it allows non-resonant XAS-type studies in cases where the

strong resonant absorption would otherwise lead to excessive surface sensitivity and

limit measurements to vacuum conditions. The orientational sensitivity of dipole-limit

XRS is also related to XAS, with the direction of q playing the role of the polarization

vector ê1 [47].

In addition to dipole transitions, XRS also allows probing other transition channels

(monopole, quadrupole, . . . ), with the contribution of non-dipole transitions increasing

with q. XRS thus facilitates a rich characterization of the electronic structure in terms

of the angular-momentum projected densities of empty states (l-DOS) in the presence

of the core hole. This is discussed in more detail in Sec 5.2.
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4 Experimental methods

4.1 Synchrotron radiation spectroscopy

Due to the small cross section of NRIXS, and the need for a high relative energy resolu-

tion, x-ray sources of very high spectral brightness2 are required. Synchrotron radiation

sources have presented formidable advances in the availability of x-rays of tunable en-

ergy and extremely high brightness [104]. The XRS measurements presented in this

thesis are only possible at a handful of beamlines with specialized instrumentation (e.g.

Refs. 105,106) in third generation synchrotron sources.

The detection of x-rays is typically based on electronic excitations such as ionization

of gases in Geiger counters, photoconversion in scintillation detectors, or electron-hole

pair creation in semiconductors [107]. Semiconductor detectors combined with multi-

channel analyzers enable measuring the energy spectrum of x-rays. The energy reso-

lution of such detectors, however, are limited by the Poisson statistics of the number

of generated pairs. For the energy resolution of ∆E/E = 10−4 (1 eV at 10 keV) or

better, necessary for studying XRS, the only feasible experimental setups are based on

scanning crystal spectrometers [108]. In the following, the multiple-crystal spectrom-

eter at the beamline ID16 of the European Synchrotron Radiation Facility (ESRF) is

presented. All the NRIXS experiments in this thesis were performed at ID16.

Beamline ID16 is dedicated to the study of electronic excitations. The detailed

layout is presented in paper I. X-rays are produced by the ESRF storage ring electrons

(current ∼200 mA, energy 6 GeV) in three consecutive undulators (periodic magnetic

arrays). The undulator radiation spectrum consist of very bright harmonics, the energy

of which can be tuned by varying the undulator gap. The undulator radiation is further

monochromatized by a series of crystal monochromators. The first is a high–heat-

load LN2-cooled Si(111) double-crystal monochromator that produces a bandwidth of

1.2 eV at 10 keV. When higher energy resolution is needed, an additional channel-cut

monochromator is used to further refine the bandwidth to e.g. 0.2 eV at 10 keV as

used in this work to study XRS. The monochromatized radiation can be focused with

a Rh-coated toroidal mirror into a spot size of 50×130 µm2 (V×H). The beamline

thus produces a highly monochromatic and focused x-ray beam of high intensity (e.g.

3.5 × 1012 photons/s with a bandwidth of 0.2 eV at 10 keV).

Even with such a high flux, an efficient detection scheme has to be utilized for

accurate quantitative XRS studies. At ID16, the scattered x-rays are energy-analyzed

and collected by a multiple-crystal spectrometer based on a vertical Rowland-circle

geometry [108] (Fig. 2). Nine Si(110) crystal analyzers are housed in a vacuum tank

assembly, each spherically bent (bending radius 1 m) to focus the scattered radiation to

a detector. The detector is the Maxipix chip [109,110]: a fast-readout photon-counting

2defined as the number of photons/s/mm2/mrad2/(0.1% bandwidth)
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Figure 2: Multianalyzer spectrometer. Left: Schematic of the spectrometer. Top

right: Photo of analyzer array. Bottom right: Each analyzer mounting has motors for

adjusting orientation and distance from detector.

array of 256×256 pixels, each (55 µm)2 in size. The combination of spherically bent

analyzers and a pixel detector allows the novel application of imaging the origin of the

scattered x-rays inside the sample along the beam [111], which was used in this work

as an efficient tool for removing background scattering from the sample environment.

Contributions to the energy and momentum resolutions are discussed in paper I.

4.2 Data analysis

NRIXS spectra are gathered by scanning the incident energy while keeping the an-

alyzer and detector positions fixed, which effectively scans the energy transfer. For

small energy transfer ranges (e.g. near-edge studies), the momentum transfer is nearly

independent of ω, but for large energy transfer ranges, the variation of q with ω has to

be taken into account. In the incident energy scan method, the spectrometer efficiency

does not depend on the energy transfer. However, the incident intensity has to be

monitored carefully, and any energy dependencies of the monitor efficiency have to be

taken into account.

The Maxipix images are stored as separate data files for each exposure, allowing

a later software analysis with arbitrary choices of regions-of-interest (Fig. 3). This
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Figure 3: Data analysis. Left: Image on detector with two regions-of-interest (ROI)

highlighted, and the resulting spectra from the two ROI. Middle: Schematic cross

sections of sample environment (diamond anvil cell). Right: Cross sections obtained

by scanning the sample across the beam vertically (top) or horizontally (bottom).

approach is particularly useful in high-pressure experiments where it allows an efficient

discrimination of the scattering from the sample environment. It is even possible to do

a full tomographic mapping of the sample (with spectroscopic contrast) by scanning

the sample across the remaining dimensions [111]. The countrates are divided by the

monitor value (corrected for possible energy dependence), and the resulting spectra are

then shifted by the individual elastic energy shift of each analyzer and interpolated to a

common grid. Various energy-dependent absorption corrections [112] may be necessary

to the spectra due to absorption in vacuum windows, the sample environment, or the

sample itself.

To separate the XRS contribution from the measured spectra, the background from

valence electrons (e.g. plasmon or Compton scattering) needs to be removed. In near-

edge studies, the background below the edge is removed by fitting a suitable function

to it. For the oxygen K edge at ω = 535 eV, a constant value typically suffices for

low-q measurements. For high-q measurements, a pseudo-Voigt function (Pearson VII)

is fitted to the sloping valence background below the edge. The spectra could, in

principle, be normalized to absolute units (1/eV) with the help of sum rules, e.g. the

f -sum rule [47]
∫

∞

0

dω ω S(q, ω) =
q2

2
. (11)

In practice, the spectra are not measured on a large enough energy transfer range, and

they are instead usually normalized to equal area with theoretical estimates (Sec. 5.2).

Background-corrected and normalized spectra can be inverted to yield the angular-

momentum-projected densities of empty states (Sec. 5.2).
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Figure 4: Flow cell for XRS studies of liquids. Left: Setup at the beamline. Middle:

Peristaltic pump with dual heads and pulse dampener. Right: Close-up of nozzle and

liquid column.

For EXAFS studies, the background removal and signal extraction are more elabo-

rate and involve multiple theoretical and experimental references. XRS analysis in the

EXAFS region is studied in detail in paper V.

4.3 Sample environments

4.3.1 Flow cell for liquid samples

Due to the small cross section of XRS the samples under study are unavoidably exposed

to a large radiation dose. This may be a concern in measurements [113, 114], and it

is therefore important to monitor the gathered data for any time-dependent changes.

For liquids, these problems can be circumvented by utilizing a liquid exchange system.

In this thesis a liquid flow system has been developed that circulates a large volume of

liquid and produces a very stable vertical liquid column for measurements. The flow

setup was used in papers II and IV.

The apparatus (Fig. 4) consists of a peristaltic pump with dual heads that pump

liquid through two flexible tubes via peristaltic action. The pump heads work in

antiphase to reduce the pulsating effect of peristaltic pumps and yield a stable flow.

The flow is further stabilized with a pulse-dampening chamber before being directed to

a nozzle. The nozzle shapes the flow into a vertical column of 2 mm diameter. Typical

flow rates used are 2–3 ml/s yielding a flow velocity of 0.6–1.0 m/s at the nozzle.

The temperature of the liquid can be controlled by incorporating a heat exchanger

element into the flow setup. The exchanger is a Cu block with two independent internal

circulation channels and an electric heater element. One circulation channel is used for

the sample liquid and the other for coolant liquid (e.g. ethanol). The temperature of the
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Figure 5: Diamond anvil cell for high-pressure XRS studies. Left: Cross-sectional

schematic of a DAC. Right: Panomaric DAC mounted at the beamline.

liquid is adjusted by controlling the power of the heater element with a microcontroller

which incorporates a temperature reading from a thermocouple situated in the flow.

With this setup, the temperature of liquid water can be stabilized to within 0.1 ◦C in

the range 1.5–86.0 ◦C.

4.3.2 High-pressure studies with a diamond anvil cell

Pressure is a fundamental thermodynamical parameter that can be adjusted over sev-

eral orders of magnitude allowing access to a rich variety of phases and phenomena

in condensed matter. The diamond anvil cell (DAC) is a versatile high-pressure en-

vironment that can reach static pressures of hundreds of GPa, the largest currently

achievable [115]. However, DACs are also challenging sample environments as the

sample dimensions are typically of the order ∼10–100 µm.

The DAC setup [116] used in paper III is shown in Fig. 5. The sample is enclosed

inside a metal gasket that is compressed with a pair of small diamonds. The compres-

sion is provided by pneumatic loading of a metal membrane. The membrane drives a

piston at the end which is one of the diamonds. The small area of the diamond tips

(diameter 800 µm) compared to the area of the membrane (diameter several cm) re-

sults in the large pressure exerted on the sample. Before loading the cell the diamonds

are glued to their baseplates. The relative position and parallelism of the diamond

pair are adjusted to a high degree of precision. As the metal gasket also reacts to the

compression, several cycles of pre-indentation are necessary before loading the sample.

Whereas most DAC measurements by other techniques are performed through the
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diamonds, XRS measurements are typically done with panoramic DACs [67–74]. In

a panomaric DAC, the access to the cell is maximized in the gasket plane. Both the

incident and scattered x-rays travel through the gasket which allows, with a suitable

orientation of the cell, measurements at arbitrary scattering angles. The gasket must

be nearly transparent to hard x-rays, and for this reason Be gaskets are used.

In paper III, high-pressure phases of ice (denoted ice VI and VII) were produced

at room temperature by compressing liquid water to 1.7 and 2.2 GPa, respectively.

The pressure inside the DAC was determined by measuring fluorescence from a ruby

chip [117] embedded in the sample by means of an optical laser. To produce the

transition from ice VII to ice VIII, the DAC setup was cooled by a stream of cryogenic

N2 gas to a temperature of −20 ◦C. The phases were identified with in situ x-ray

diffraction.

5 Computational methods

In order to connect structural models with measured spectra, electronic structure cal-

culations [118] are needed. Due to the fast interaction process, core-excited spec-

tra reflect the instantaneous electronic structure of the probed system [99]. Under

the Born-Oppenheimer approximation, the instantaneous positions of the nuclei pro-

vide the external Coulomb potential for the electrons, whose state is described by

the many-particle wave function |Ψ〉 which is a solution to the Schrödinger equation

Ĥ|Ψ〉 = E|Ψ〉.
The full determination of |Ψ〉 is generally untenable, as it would require solving

the many-particle problem. A variety of approximations have been introduced to

simplify the situation, often converting the many-particle problem into an effective

single-particle problem where the many-particle effects are introduced via an effective

potential [100]. In this thesis, two different computational methods are applied to

model the spectra as described below.

5.1 Near-edge spectra with density-functional theory

A very powerful simplification of the many-particle problem is provided by density

functional theory (DFT) [119,120]. As showed by Hohenberg and Kohn [121], the total

energy of a system of interacting electrons is a functional of the electron density ρ(r).

Furthermore, there exists a ground-state density, ρGS(r), which uniquely minimizes

the energy. Other ground-state observables are also, in principle, functionals of the

electron density. This simplifies the many-particle problem tremendously: instead of

a full description of the N -particle wave function Ψ(r1, r2, . . . , rN) in a space of 3N

coordinates (omitting spin for simplicity), it is only necessary to determine the electron
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density ρ(r) in 3 dimensions. Unfortunately, the exact density functionals are unknown.

However, various approximations of increasing accuracy have been developed.

Kohn and Sham [122] introduced a physically intuitive and computationally efficient

approach (KS-DFT) in which the density is constructed with KS orbitals: ρ(r) =
∑

i |φi(r)|2. Based on DFT, a variational minimization of the total energy leads to the

KS equations
(

− ∇2

2
+ Veff(r)

)

φi(r) = ǫiφi(r), (12)

where ǫi are energy eigenvalues and Veff is the KS potential

Veff(r) = Vext(r) +

∫

ρ(r′)

|r − r′| dr′ + Vxc(r). (13)

The KS equations describe fictitious non-interacting electrons in a potential that in-

cludes the external potential of the nuclei (Vext), the mean field due to all the electrons

(the Hartree potential), and the exchange-correlation (XC) potential Vxc. The XC

potential is itself a density functional and contains all many-body effects beyond the

Hartree potential. The KS equations can be solved in an iterative, self-consistent man-

ner. In principle, the KS orbitals are only used to construct ρ(r) and have no other

physical significance [122]. In practice, the solutions are often used as actual single-

particle wave functions [123] so that the many-particle wave function is described as a

Slater determinant of the KS orbitals. Furthermore, the KS energies ǫi are interpreted

as orbital energies and used to calculate excitation energies [124].

In this work KS-DFT was used in the linear combination of atomic orbitals (LCAO)

approach to calculate the near-edge XRS spectra of small clusters [125]. This approach

has been extensively applied to XAS calculations [88, 89, 92, 95, 126–131]. The spectra

are calculated via Eq. 9 using the KS orbitals and their energies. As noted in Sec. 3.3,

only the initial core state is a ground-state orbital, and the final states should be

calculated in the presence of the core hole. However, by employing Slater’s transition

state approximation, [99] both the initial and final state can be calculated in the same

electronic configuration by inserting half a core hole in the initial state and half an

electron in the final state. In practical calculations the final states are kept unoccupied

(transition potential approximation, TPA), which allows all the states to be obtained

from one calculation [126]. The performance of TPA-DFT for spectral calculations

has been discussed extensively [88, 90–92,95]. It has been shown to produce generally

accurate results. However, it may fail in cases where the core-hole interaction is strong

[7] (e.g. excitons) and more accurate calculations [93,94,132] need to be applied.

The DFT-TPA calculations in papers II–IV were performed with the StoBe-deMon

DFT code [133] which employs Gaussian basis sets and various XC potentials including

the local-density approximation (LDA) and different generalized gradient approxima-

tions (GGA). The calculations were performed on spherical clusters of 4–6 Å radius

with the core-excited atom at the center. The localization of the core hole was ensured
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Figure 6: TPA calculation of spectra. Left: Oxygen K-edge dipole-limit spectrum

of a water monomer (StoBe calculation). Right: Selected unoccupied KS orbitals

corresponding to marked features in the spectrum.

by using pseudopotentials [134] for the core states of other equivalent atoms. Fig. 6

demonstrates how the calculated KS orbitals produce the final spectrum. The calcu-

lated spectrum consists of δ-peaks at energies ǫi − ǫcore, where ǫi is the energy of an

unoccupied KS orbital and ǫcore is the core orbital energy. The intensities of the peaks

follow from Eq. 9. The calculated spectra need to be broadened for comparison with

experiment [88]. Various broadening schemes have been presented [88,92]. The typical

choice is convoluting each peak with a Gaussian function with an energy-dependent

width (Fig. 6).

5.2 Atomic background and momentum transfer dependence

The fundamental feature that separates XRS from other core-excitation spectroscopies

is the momentum-transfer dependence, which has been characterized and utilized ex-

tensively [47,135–142]. In order to analyze the momentum-transfer dependence of XRS,

it is useful to consider the scattering process from a single atom: the core-electron is

excited into the continuum as a free spherical wave, leaving behind a core hole. A

rigorous method for including the core-hole interaction is to consider the final state as

a quasiparticle by introducing a complex self-energy [102, 103]. For energetic photo-

electrons, a spherically symmetric atomic potential is a good approximation.

When the atom is no longer isolated the photoelectron final states are perturbed by

scattering from the potentials of other atoms. This approach, called real-space multiple

scattering (RSMS), can be made exact in the limit of full multiple scattering (FMS).

The RSMS allows the very useful separation of the contributions from the central atom

and the surroundings, and is the basis for much theoretical and computational work on

XAS [102,103,143,144]. Recently, the RSMS code FEFF was extended for calculations

of XRS [140].
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Figure 7: Evolution of matrix elements with momentum transfer: (2l+1)|Ml(q, ω)|2/q2

for l = 0−3 at the oxygen near-K-edge region (FEFFq calculation of an ice Ih cluster).

Note q−2 weighting and different scale of each figure.

In the RSMS approach, the final-state density matrix is represented in an angular-

momentum and site basis |L,R〉 where L = (l,m) [140, 143, 145]. By identifying the

term
∑

f |f〉〈f |δ(E − Ef ) in the definition of S(q, ω) (Eq. 9) as the density operator,

the dynamic structure factor can be written as

S(q, ω) =
∑

L,L′

ML(−q, E)ρL,L′(E)ML′(q, E) (14)

where E = Ei + ω, ρL,L′(E) is the final-state density in |L,R〉-basis at the site of the

core-excited atom (R = 0), and

ML(q, E) = 〈L,0|eiq·r|i〉 (15)

are transition matrix elements. The functions 〈r|L,0〉 = ilRl(r)YL(r̂) are scattering

states of the embedded-atom potential and consist of a radial part Rl(r, E) and spheri-

cal harmonics YL(r̂) [140]. The transition matrix elements ML(q, E) depend weakly on

the surroundings and are effectively atomic quantities [140, 146]. For isotropic matter
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and systems with cubic symmetry, Eq. 14 reduces to

S(q, ω) =
∑

l

(2l + 1)|Ml(q, E)|2ρl(E), (16)

where ρl(E) are the angular-momentum-projected densities of final states (l-DOS). The

evolution of |Ml(q, E)|2 is shown for the oxygen near-K-edge region in Fig. 7. The p

contribution (l = 1) peaks at low q, followed by a strong s contribution (l = 0) at large

q. The d and f contributions (l ≥ 2) are vanishingly small at the near-edge region

(note different ordinate axes), but grow rapidly with energy transfer and contribute

strongly in the EXAFS region.

Eq. 16 has a very useful application: a measurement of S(q, ω) at various q-values,

combined with calculated matrix elements, allows an inversion of Eq. 16 and thus the

experimental determination of the l-DOS [147]. This has been performed in papers II–

IV. The extracted l-DOS may be directly compared to XAS results, e.g. the K-edge

XAS signal is proportional to the p-type DOS.

The RSMS approach separates the final-state density operator into contributions

from the central atom and the multiple scattering due to the surroundings [102]. This

results in a separation of the dynamic structure factor that is similar to what is done

in XAS:

S(q, ω) = S0(q, ω)
(

1 + χq(ω)
)

, (17)

where S0(q, ω) is the atomic background and χq(ω) the fine structure [140]. Calcu-

lations of S0(q, ω) are extremely useful for analyzing and predicting the momentum-

transfer dependence of XRS measurements. Representing the effect of neighbors as

a fine structure χq(ω) is the basis of EXAFS analysis; this is considered in the next

section.

5.3 Extended fine structure with real-space multiple-scattering

approach

In RSMS the effect of neighbors is introduced through photoelectron scattering con-

tributions which modulate the atomic background function [102, 148] via Eq. 17. The

modulation can be written as a sum of contributions from multiple-scattering paths j

[102,140,148]

χq(k) = s2
0

∑

j

|f (j)
eff (q, k)|
kR2

j

sin
(

2kRj + 2δc(k) + φ
(j)
eff (q, k)

)

e−2Rj/λ(k)e−2σ2

j k2

, (18)

where k =
√

2E is the photoelectron wave number, Rj is the effective half-path length,

f
(j)
eff (q, k) = |feff |eiφeff is the effective scattering amplitude, and e−2σ2

j k2

is the Debye-

Waller (DW) factor due to thermal motion. Path-independent values include the many-

body amplitude reduction factor s2
0 and the central-atom phase shift δc. The path
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expansion is limited in R by the photoelectron mean-free path λ(k) and the DW factor.

Eq. 18 is formally equivalent to the EXAFS equation in XAS [102, 148], but in XRS

the effective scattering amplitudes are momentum-transfer dependent [140].

The ab initio RSMS code FEFF [140, 143, 144, 149] calculates all the parameters

of the EXAFS equation by constructing self-consistent overlapping muffin-tin poten-

tials from atomic densities and uses a complex self-energy [150] for the excited electron.

Given a cluster of coordinates, FEFF also enumerates the paths with an efficient sorting

algorithm. FEFF produces particularly good results in the EXAFS region (photoelec-

tron energy > 30 eV) where the photoelectron mean-free path limits the expansion to

∼10 Å and furthermore the muffin-tin approximation holds well [102]. In the near-

edge region FMS calculations may be used, but even then other approximations (e.g.

muffin-tin potentials) may fail [102,103]. In this work, FEFF has been used to calculate

atomic backgrounds S0(q, ω) and transition matrix elements Ml(q, E) in the near-edge

region (papers II–IV), and to calculate S(q, ω) in the EXAFS region (paper V).

6 Summary of papers

In the following five articles are presented which are related to applying x-ray Raman

scattering to the study of the structure of disordered matter. Paper I presents the

technical developments in synchrotron radiation instrumentation that have facilitated

the experimental work of this thesis. Papers II–IV apply the XRS technique to study

the effect of H-bonding on the oxygen near-K-edge spectrum in water, high-pressure

ices and alcohols. Paper V addresses on the application of XRS to measure extended x-

ray absorption fine structure, which is experimentally challenging and requires careful

data analysis but is very promising for enabling novel applications of EXAFS to light-

element systems.

6.1 Paper I: Multiple-element spectrometer for non-resonant

inelastic x-ray spectroscopy of electronic excitations

Paper I describes the design and commissioning of the new multianalyzer spectrometer

at beamline ID16 that was used for all the experimental work of this thesis. The spec-

trometer is optimized for studying momentum-transfer dependent non-resonant inelas-

tic x-ray scattering in a variety of energy-transfer and momentum-transfer ranges and

resolutions. The performance of the spectrometer is shown for both (a) a low-resolution

and high-countrate measurement of the dynamic structure factor of polycrystalline di-

amond in a large range of energy and momentum transfers, and (b) high-resolution

measurements of the crystal-field excitations in NiO and acoustic phonons in Al. Var-

ious contributions to the momentum and energy resolutions are discussed in detail.
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Figure 8: Studying H-bonding in alcohols with XRS. Left: Oxygen K-edge spectra of

liquid propanol. Middle: DFT calculations of a propanol dimer and monomer. Right:

DFT calculations of MD snapshots of liquid propanol with the central molecule either

bonded or non-bonded at the donor/acceptor side.

6.2 Paper II: Universal signature of hydrogen bonding at the

oxygen K-edge of alcohols

Core-electron spectroscopies are a novel method for studying H-bonding in disordered

matter. Paper II presents a systematic study of liquid alcohols using XRS. The samples

include the linear alcohols methanol, ethanol, propanol and butanol, as well as the

branched isomers isopropanol, isobutanol, and 2-butanol. The experimental spectra are

compared with DFT calculations using a large number of MD snapshots and model

clusters. The momentum-transfer dependence of the spectrum (Fig. 8) was used to

extract the angular-momentum projected DOS.

The calculations of model monomer and dimer clusters clearly indicate that both

intra- and intermolecular effects strongly influence the oxygen K-edge spectra. After

taking the intramolecular effects into account, however, the effect of H-bonding in the

dimer clusters is very similar for all the alcohols. In particular, the selective sensitivity

to donor bonds (Fig. 8) is a universal feature. These conclusions remain valid in

calculations of realistic MD snapshots. By selectively studying the spectra of snapshots

with the core-excited oxygen either bonded or non-bonded, the near-edge spectra are

seen to directly reflect the presence of donor HBs in the simulated structures (Fig. 8).

6.3 Paper III: Role of non-hydrogen-bonded molecules in the

oxygen K-edge spectrum of ice

Water crystallizes in a large variety of different phases. At least 15 crystalline and three

amorphous phases have been characterized. In the crystalline phases the positions of

the molecules are well known (apart from proton disorder) [151]. These can thus be
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Figure 9: Left: Phase diagram of water with selected high-pressure ice phases [152].

Middle: Oxygen K-edge spectra of high-pressure ices (results offset for clarity). Right:

The temperature dependence of the O K-edge in liquid water.

used as model systems for studying the effect of H-bonding on the near-edge spectrum.

These ice phases are challenging to study experimentally. In this paper a dia-

mond anvil cell was used for producing ices VI, VII and VIII. Furthermore, a high-

quality single-crystal sample of ice Ih was prepared by the Laboratoire de Glaciologie

et Géophysique de l’Environnement (Grenoble, France). The ice phases were chosen

to in order to span a large range of densities (from 0.92 to 1.60 g/cm3) and to include

the proton-ordering transition between two similar structures, ice VII and VIII.

The experiments revealed large spectral changes between different ice phases (Fig. 9).

This is surprising from the perspective of H-bonding, as the HB geometries change lit-

tle between these phases. The large density increase results from a contraction of the

second coordination shell. In the higher-density ice phases this leads to the formation

of two interpenetrating sublattices which form HBs only between themselves. In ices

VII and VIII, the non-H-bonded neighbors appear as close as the H-bonded ones. A

strong correlation is found for the spectral change in the main- and post-edge region

with the average second-shell distance. This is a consistent explanation for the spectral

change between these ice phases, and it can also be applied to the spectra of liquid

water as well as low and high-density amorphous (LDA and HDA) ices. This is clear

evidence that HB formation alone does not explain all the features of the spectrum,

and can help explain the discrepancy between traditional structural models and the

interpretation of the liquid water spectrum in terms of a large fraction of broken HBs.

6.4 Paper IV: Temperature dependence of the near-edge spec-

trum of water

The structure of liquid water is still actively discussed. The prevailing view (based

on e.g. MD simulations) of a continuous near-tetrahedral local structure [10] is often
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EXAFS oscillations at the C K-edge. Right: XRS-EXAFS oscillations extracted from

the experiment compared with selected single (SS) and multiple scattering (MS) paths.

challenged by spectroscopic results that are interpreted in terms of mixture models [2,

6,41,43,153]. This interpretation is particularly prevalent in studies of the temperature

dependence of the vibrational spectrum [41, 42, 153–155], but has also recently been

used to rationalize x-ray absorption and emission results [2,6,31,89].

The temperature evolution of the spectrum (Fig. 9) can be connected to the ener-

getics of those structural rearrangements the that the spectrum is sensitive to. Under

the hypothesis of a mixture model, i.e. the existence of two distinct molecular species

with different local structures, a van’t Hoff analysis [41, 42, 156] can be applied to a

selected spectral feature. Since the pre-edge feature has often been connected to broken

HBs [2, 3, 31, 129], this was selected and carefully extracted from the measurements.

The van’t Hoff analysis gives the enthalpy difference ∆H for the conversion between

the populations which produce a negligible pre-edge contribution and a strong pre-edge

contribution. The small value obtained in the work (∆H = 0.9±0.2 kcal/mol) suggests

that both populations contributing to the pre-edge would be considered nearly equally

H-bonded by energetical criteria. This implies that the pre-edge is sensitive to struc-

tural changes which leave HBs intact. The implications of this finding are discussed in

detail in the paper.

6.5 Paper V: X-ray Raman scattering based EXAFS beyond

the dipole limit

Beyond the near-edge region, XRS spectra exhibit a similar fine structure as EXAFS

in x-ray absorption (Fig. 10). This fine structure can be decomposed into contribu-

tions from scattering paths from nearest neighbors, providing accurate information on
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the local structure (interatomic distances and coordination numbers) even in disor-

dered matter [102, 148]. Whereas EXAFS is routinely studied with x-ray absorption,

XRS-EXAFS has only been demonstrated for a handful of systems [82, 157–160]. Ex-

perimentally the main challenge is the requirement for extreme statistical accuracy: the

oscillating signal dampens as ∼k2 and quickly becomes very challenging to measure.

Recent advances in instrumentation have made it possible to also pursue this method

with XRS. Another challenge is the interpretation of the spectrum: whereas the anal-

ysis of EXAFS is quite routine with modern analysis codes, the momentum-transfer

dependence of XRS complicates the situation.

The paper presents a high-quality momentum-transfer-dependent XRS measure-

ment of the EXAFS oscillations of polycrystalline diamond. The data analysis pro-

cedure extracts the core-electron contribution from the background due to Compton

scattering from valence electrons, and gives a reliable extraction of the oscillations in-

dependent of the background shape. This procedure can be readily applied for studying

XRS-EXAFS in disordered matter.

A computational analysis of the scattering paths shows that single-scattering paths

are insensitive to momentum transfer, but certain multiple-scattering paths change

completely. The effect of momentum transfer is visible in the computed real-space

signal (Fourier-transformed oscillations). The paper demonstrates both the potential

for measuring accurate EXAFS oscillations with XRS, and the need for specialized

calculations for analyzing XRS-EXAFS beyond the dipole region.

7 Concluding remarks

Studying the structure of disordered matter with XRS requires the combination of

state-of-the-art experimental techniques with various computational approaches. Ad-

vances in both fields now allow near-routine studies with XRS. The interpretation of

the results, however, remains delicate. The spectral signatures due to bonding changes

give indirect information on the local structure that needs to be understood consis-

tently with results from other techniques and MD simulations, taking into account the

different specific sensitivity of each technique.

In this thesis the oxygen near-K-edge spectrum has been studied in detail in H-

bonded liquids and solids. The sensitivity to HBs have been critically probed. In

liquid alcohols the formation of HBs produces a universal spectral signature that is

nevertheless influenced by the intramolecular structure. The computed spectra of MD-

simulated structures reproduce the room-temperature experimental results very well.

The method could be expanded to study H-bonding in alcohols e.g. under supercritical

conditions.

For liquid water and ices, new effects have been found which influence the near-edge

spectra beyond the breaking of HBs. In particular, the near-edge has been shown to be
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sensitive to the non-H-bonded neighbors. Furthermore, the temperature dependence

of the liquid water spectrum implies that the pre-edge feature is sensitive to structural

changes which leave HBs intact. These novel finding may help resolve some of the

conflicting interpretations between diffraction and MD structures on one side and core-

excited spectroscopies on the other. With a full understanding of the spectral signatures

there is great promise to study a variety of H-bonded systems with the method.

The application of XRS for studying EXAFS oscillations in light-element systems

has also been thoroughly assessed with a benchmark measurement of polycrystalline

diamond combined with an elaborate data analysis. This work confirms that XRS-

EXAFS can be used to expand the EXAFS method to cases where soft x-ray methods

are not suitable. These include all light-element absorption edges in bulk samples and

embedded in e.g. high-pressure sample environments. In comparing the results with

calculations, however, the momentum-transfer dependence should be included in order

to model multiple-scattering paths correctly.

The rapid pace of development of IXS instrumentation continues with the introduc-

tion of new beamlines and multianalyzer spectrometers. These offer order-of-magnitude

improvements in countrates and pave the way for completely new studies, including

previously unaccessible sample sizes and timescales, as well as tomographic measure-

ments with spectroscopic contrast.
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L. Å. Näslund, T. K. Hirsch, L. Ojamäe, P. Glatzel, L. G. M. Pettersson, and A.

Nilsson, The structure of the first coordination shell in liquid water, Science 304,

995 (2004).

[3] J. D. Smith, C. D. Cappa, K. R. Wilson, B. M. Messer, R. C. Cohen, and R. J.

Saykally, Energetics of hydrogen bond network rearrangements in liquid water,

Science 306, 851 (2004).

[4] Y. Q. Cai, H.-K. Mao, P. C. Chow, J. S. Tse, Y. Ma, S. Patchkovskii, J. F. Shu,

V. Struzhkin, R. J. Hemley, H. Ishii, C. C. Chen, I. Jarrige, C. T. Chen, S. R.

Shieh, E. P. Huang, and C. C. Kao, Ordering of hydrogen bonds in high-pressure

low-temperature H2O, Phys. Rev. Lett. 94, 025502 (2005).

[5] K. Nyg̊ard, M. Hakala, S. Manninen, M. Itou, Y. Sakurai, and K. Hämäläinen,
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Shukla, Oxygen disorder in ice probed by x-ray Compton scattering, Phys. Rev.

B 83, 094117 (2011).

[55] K. Nyg̊ard, M. Hakala, S. Manninen, K. Hämäläinen, M. Itou, A. Andrejczuk,
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Electronic stucture of methane hydrate studied by Compton scattering, Phys. Rev.

B 73, 195104 (2006).

[58] F. Lehmkühler, A. Sakko, C. Sternemann, M. Hakala, K. Nyg̊ard, C. J. Sahle, S.

Galambosi, I. Steinke, S. Tiemeyer, A. Nyrow, T. Buslaps, D. Pontoni, M. Tolan,
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study of x-ray Raman scattering from aromatic hydrocarbons and polyfluorene,

Phys. Rev. B 76, 205115 (2007).

[126] L. Triguero, L. G. M. Pettersson, and H. Ågren, Calculations of near-edge x-ray-
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