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#### Abstract

Reorganizing a dataset so that its hidden structure can be observed is useful in any data analysis task. For example, detecting a regularity in a dataset helps us to interpret the data, compress the data, and explain the processes behind the data. We study datasets that come in the form of binary matrices (tables with 0s and 1s). Our goal is to develop automatic methods that bring out certain patterns by permuting the rows and columns.

We concentrate on the following patterns in binary matrices: consecutiveones (C1P), simultaneous consecutive-ones (SC1P), nestedness, $k$-nestedness, and bandedness. These patterns reflect specific types of interplay and variation between the rows and columns, such as continuity and hierarchies. Furthermore, their combinatorial properties are interlinked, which helps us to develop the theory of binary matrices and efficient algorithms. Indeed, we can detect all these patterns in a binary matrix efficiently, that is, in polynomial time in the size of the matrix.

Since real-world datasets often contain noise and errors, we rarely witness perfect patterns. Therefore we also need to assess how far an input matrix is from a pattern: we count the number of flips (from 0s to 1 s or vice versa) needed to bring out the perfect pattern in the matrix. Unfortunately, for most patterns it is an NP-complete problem to find the minimum distance to a matrix that has the perfect pattern, which means that the existence of a polynomial-time algorithm is unlikely.


To find patterns in datasets with noise, we need methods that are noisetolerant and work in practical time with large datasets. The theory of binary matrices gives rise to robust heuristics that have good performance with synthetic data and discover easily interpretable structures in real-world datasets: dialectical variation in the spoken Finnish language, division of European locations by the hierarchies found in mammal occurrences, and co-occuring groups in network data.

In addition to determining the distance from a dataset to a pattern, we need to determine whether the pattern is significant or a mere occurrence of a random chance. To this end, we use significance testing: we deem a dataset significant if it appears exceptional when compared to datasets generated from a certain null hypothesis. After detecting a significant pattern in a dataset, it is up to domain experts to interpret the results in the terms of the application.
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## Chapter 1

## Introduction

Reorganizing a dataset so that its hidden structure can be observed is useful in any data analysis task. Consider for example the dataset in Figure 1.1(a). It has 28 locations in the Rocky Mountains (rows) and 26 mammals (columns), with presence/absence of a mammal at a location indicated by black/white. We observe that the dataset appears to have some structure, but its precise nature is perhaps not immediate. However, by permuting the rows and columns of the dataset, we observe in Figure 1.1(b) a slightly noisy pattern that describes a hierarchy of the occurrences of the mammals.


Figure 1.1: Original dataset (a) and with reordered rows and columns (b).
By using automatic reorganization to discover a specific structure, we can increase the interpretability of the data, compress the data, and better understand the processes that generated the data. The challenge is to identify meaningful structures that occur in datasets and develop algorithms that reveal these patterns automatically by reorganizing the datasets-also if the data contains noise and errors.

In this thesis we concentrate on datasets that come in the form of binary matrices; that is, 2-dimensional tables that contain only 0s and 1s. We use black squares in illustrations to indicate 1s. This type of data occurs frequently in, for example, ecology, paleontology, graph theory, interaction and social networks as well as in market basket analysis of retail companies. Binary data is versatile enough for complex patterns to emerge as well as simple enough to allow a combinatorial view that yields efficient algorithms.

We study patterns that arise by permuting the rows and the columns of a binary matrix. Note that a permutation of a data matrix does not change the contents of the data, but simply reorganizes it. Detecting these reorderable patterns in the matrices is foremost a type of permutation problem.

Patterns come in two varieties, global and local: global patterns span the whole dataset, whereas local patterns can be observed only in some parts of the data. We address both types of pattern, but the emphasis is on global patterns.

As depicted in Figure 1.2, we concentrate on the following patterns and their automatic detection in binary matrices: a consecutive-ones (C1P) matrix (a) describes data in which a total order on the columns establishes contiguous patterns; in a simultaneous consecutive-ones (SC1P) matrix (b) the contiguous patterns occur on both rows and columns; in a nested matrix (c) the rows and columns form a hierarchy while a $k$-nested matrix consists of several independent nested patterns; in a banded matrix (d) the attributes (rows or columns) show overlapping variation. These patterns have interlinked combinatorial properties and they allow a view on the general class of reorderable patterns.


Figure 1.2: Example patterns in binary matrices
Developing an automatic process for finding useful hidden patterns in large datasets falls within the realm of data mining. In data mining we combine both statistics and computer science to ensure that extracted patterns are relevant and that we can handle large datasets in practical time. The need for new data mining methods is warranted, as the number of large datasets that are electronically available keeps increasing. The concept of
reorderable patterns has so far been used in data mining mainly as a simple visualization method to explore multivariate or multidimensional data. The basic principle is to transform a data set into a 2D interactive graphic Ber99, MS00, which allows a different view on the dataset.

The history of reorderable matrices in data analysis can be traced back at least to the 19th century and the work of Petrie, who applied reordering techniques to study archeological data [Lii10]. Since then, several reordering methods have been introduced to study particular patterns in real-world data matrices.

Real-world datasets often contain errors, and then the goal is to detect whether the data is relatively close to a pattern. For example, in Figure 1.3 (a) the matrix seems random, but after reordering its rows and columns, we observe on the right (b) a pattern that is almost banded.


Figure 1.3: Original dataset (a) and with reordered rows and columns (b). We observe an almost banded pattern and noise.

When a dataset contains noise, the computational task of finding patterns becomes harder, which means increased demands of time or memory. The purpose of computational complexity analysis is to evaluate how much time and memory an algorithm needs and how the algorithm scales with larger problem instances. Roughly, an algorithm with a polynomial time complexity is useful in practice, whereas exponential time is a hindrance. Unfortunately, permutation problems are typically hard, and we need to settle for heuristics and approximations to manage large datasets. Nevertheless, before we can develop practical algorithms we need to study the combinatorial properties of the patterns.

For the majority of the patterns presented in this thesis, we can detect a perfect reorderable pattern in polynomial time in the size of the input matrix. If the data contains errors, then the problem becomes that of finding a closest matrix that has a perfect pattern, which can be solved
in polynomial time for some patterns. In many cases, however, finding a closest matrix is an NP-hard problem, which means that the existence of a polynomial-time algorithm is unlikely.

In summary, this thesis is a combination of data mining, theory on structures in binary matrices, algorithm design and analysis, statistical significance testing, and real-world applications. We study patterns in binary matrices, formulate the patterns exactly, and conduct a theoretical study on the combinatorial properties of the patterns. The combinatorial results are then used to develop algorithms-both exact and heuristic-that are able to find these patterns in real-world datasets automatically. We need new statistical tools to assess whether these patterns are statistically significant, such as testing the data against a specific null model. If the methods find a significant and strong pattern in a real-world dataset, it is up to domain experts to interpret the result and its meaning so that they can better understand the data and the underlying processes that generated it.

The experiments in the further chapters demonstrate that these patterns exist in a wide range of real-world datasets. For example, we used the heuristic algorithms introduced in this thesis to detect variation in the dialects of the spoken Finnish language, multi-layered hierarchies of European mammals, an ordering for excavation sites in a paleontological dataset by age, and co-appearing groups of characters in the novel Les Misérables. The experiments on synthetic data verify that the new data mining algorithms extract patterns from synthetic binary matrices reliably. The methods tolerate high levels of noise and they handle matrices with thousands of rows and columns in practical time.

### 1.1 Organization

We present the basic terminology and background of reorderable patterns and related problems in Chapter 2, and introduce the error models and statistical methods used throughout this text. Starting from the simplest pattern, we introduce the concept of consecutiveness and its algorithms in Chapter3. Nested patterns, their properties and algorithms will be reviewed in Chapter 4, and the statistical significance of nested patterns is discussed in Chapter 5. Chapter 6 generalizes nestedness into a more general pattern, segmented nestedness, and contains algorithms for finding a good partition of data into $k$ nested patterns. The pattern of bandedness, its applications and several dedicated algorithms are introduced in Chapter 7 in the context of data mining. Finally, the connections between these patterns and further topics are gathered into Chapter 8 .

### 1.2 Contributions

The content of this thesis is based on published articles GJM08, GJM11, JK11, unpublished manuscript JTM10, as well as other unpublished materials. None of the new results in these articles has been included in a PhD thesis so far. In addition, a lot of related work by others has been included in this thesis for completeness. We refer to the following people (me and the co-authors) by their family name: Esa Junttila, Heikki Mannila, Gemma C. Garriga, Petteri Kaski, and Evimaria Terzi. In the following we break down the main contribution of each article and then review the new unpublished results chapter by chapter.

Contributions in the articles. The articles on bandedness GJM08, GJM11 introduced the concept of banded patterns in binary matrices. New combinatorial results led to a polynomial-time test for bandedness and to the first set of heuristic algorithms for detecting almost banded patterns in real-world datasets. Experimental results showed that the algorithms are fast enough in practice, and almost banded patterns occur in a wide range of real-world applications. Garriga, Junttila, and Mannila conceived the main ideas together. Junttila conducted the experiments.

The article on segmented nestedness JK11 built on the concept of nestedness, and generalized it into $k$-nestedness: several nested patterns in data. We extended the theoretical foundation of the concept and gave a polynomial-time algorithm for recognizing $k$-nestedness. We showed that the problem of finding a closest $k$-nested matrix is NP-hard, and gave several heuristic algorithms for the problem. In addition, an MDL-based method was developed to choose $k$ automatically. Experimental results indicated that the methods are noise-tolerant, in particular the one with SVD, and they find $k$-nested patterns reliably. The results on real-world datasets showed $k$-nested patterns that were easy to interpret. Junttila and Kaski developed all new results together and Junttila conducted the experiments.

The unpublished manuscript JTM10] analyzed the performance of nestedness measures in terms of significance testing and noise-tolerance. We studied the concept of nestedness from the viewpoint of ecological processes and datasets. We introduced a new noise-tolerant method for measuring nestedness in ecological datasets and conducted experiments that revealed that popular nestedness methods have severe shortcomings in how they handle noise. Mannila and Terzi conceived the idea of comparing nestedness methods, Junttila and Mannila studied the topic further and Junttila conducted the experiments.

New contributions in this thesis. The development of the knowledge discovery process presented in this thesis is not a part of any particular section, but a composite of general techniques for extracting interesting patterns from data. Therefore describing the process counts as a contribution: from identifying an interesting pattern to using specific algorithms to detect the pattern in data.

Chapter 2 provides the common theoretical background to the subsequent chapters. It has a general framework for reorderable patterns, an error model for reliably testing the performance of data mining algorithms on synthetic data, the relations between patterns in matrices and graphs, and a general-purpose algorithm for finding submatrices that have a given pattern. Junttila, Mannila, and Garriga conceived these ideas together.

Chapter 3 is essentially a survey of previous work on consecutiveness. New material includes an algorithm for finding a closest matrix that has direct C1P and two new algorithms that solve the minimum distance problem exactly. Junttila developed the new materials.

Chapter 4 presents a survey of previous work on nestedness and new unpublished results. It brings together the main results from both matrix and graph theory that are related to nestedness. The new material consists of polynomial-time algorithms for detecting nestedness, in particular a new sublinear recognition algorithm and a new polynomial-time algorithm for finding a closest directly nested matrix. For the problem of finding a closest nested matrix this chapter includes new approximation and lower bound algorithms, a minor generalization of an existing algorithm, and two new exact algorithms. It also has a groundwork on the problem of finding almost nested submatrices, including a correction of an NP-completeness proof. Junttila developed the new results; the idea for Algorithm 10 is from Terzi.

Chapter 5 is based on the unpublished manuscript JTM10] on nestedness analysis, with only minor changes to the original text.

Chapter 6is essentially the published article [JK11] on segmented nestedness, with only minor changes to the original text.

Chapter 7 is based on the articles GJM08, GJM11] on bandedness. In addition the following unpublished material has been included: connections from bandedness to other patterns in binary matrices; extended related work and different characterizations of bandedness in terms of graph-theoretical concepts; many proofs have been rewritten and extended for clarity; a new NP-hardness result (Theorem 7.17) has been written down; a new heuristic algorithm (Section 7.5.3) has been developed; Section 7.9 gives new exact algorithms for finding a closest banded matrix. Junttila developed the new results; the idea for the proof of Theorem 7.17 is from Garriga.

## Chapter 2

## Preliminaries

In the following we give the basic terminology used throughout this thesis. We then introduce the concept of a reorderable pattern, and present the problems related to recognizing the pattern and finding how far a matrix is from the pattern. We examine the connection between patterns in graphs and their counterparts in matrices. We provide tools for evaluating how good algorithms are in finding patterns in data and how to assess the significance of these patterns. Finally, we address the problem of finding from data such submatrices that have a small distance to a reorderable pattern.

### 2.1 Binary matrices

We first introduce the notation and basic concepts used in this thesis. For future reference, see the index and the table on pages $153-155$.

We denote an $n$-dimensional vector by $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, and by the zero vector (zero matrix) we refer to a vector (matrix) that is full of 0s. An $m \times n$ matrix $A$ has $m$ rows and $n$ columns, and the entry on the $i$ th row and $j$ th column is denoted $a_{i, j}$. A submatrix of $A$ only includes subsets of the rows and columns in $A$ and may use a different ordering for included rows and columns. We write $\{1,2, \ldots, k\}$ as $[k]$.

By a binary value, we mean that the value is either 0 or 1 . If a vector or a matrix is binary, we mean that it contains only binary values. We illustrate (large) binary matrices by drawing the 1-entries as black and 0-entries as white as in Figure 1.1.

In a binary dataset, the values can be interpreted in many ways. For example, a binary value 1 can be interpreted as truth value true, as a directed edge in a graph, as an indicator whether a mammal species occurs in a location, or just as a plain number.

Matrices with binary values occur in many different applications. A typical example is market-basket data gathered by retail companies AIS93. Also interactions and social networks can be represented as binary matrices. Furthermore, binary matrices abound in a large variety of fields ranging from information retrieval (documents and occurrences of words) [BYRN99], to bioinformatics and computational biology (genes and probes) AKNW95, MHB ${ }^{+}$06], or ecology and paleontology (sites and occurrences of species) ABH98, PFM06.

Detecting patterns in a data matrix is essential for gaining an understanding of the underlying processes that generated the data. For binary matrices in particular, it is the nature of relations between rows and columns that must be understood. Detecting patterns in an error-free data is computationally easier than searching in erroneous data, in which patterns are incomplete.

It is often convenient to convert a binary matrix problem into a graph problem, or vice versa. Given a directed graph $G=(V, E)$ that is unweighted and has no duplicate edges, we can describe $G$ by a $|V| \times|V|$ binary adjacency matrix $A$ as follows: $a_{i, j}=1$ if and only if $(i, j) \in E$. For an undirected bipartite graph $G=(R \cup C, E)$, where $R \cap C=\emptyset$ and $E \subseteq R \times C$, we can use a more compact representation for the adjacency matrix $A$ that has $|R|$ rows and $|C|$ columns: for vertices $r \in R$ and $c \in C$, we have $a_{r, c}=1$ if and only if $\{r, c\} \in E$.

In later sections, we use frequently the set interpretation of the rows and columns in a binary matrix $A$. In these cases, we denote by $C_{j}$ the set of row indices where the column $j$ has 1 s, that is, $C_{j}=\{i \mid 1 \leqslant i \leqslant$ $m$ and $\left.a_{i, j}=1\right\}$. We use a similar notation for rows: $R_{i}$ is the set of column indices where row $i$ has 1 s .

For an exact definition of permutations of vectors and matrices, consider the following. A permutation $\pi$ on $[k]$ is a bijection $\pi:[k] \rightarrow[k]$. When permuting a vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ with $\pi$, we map the entry at position $i$ to position $\pi(i)$ for all $i \in[k]$. For an $m \times n$ matrix, a row permutation $\sigma$ is a permutation on $[m]$, and a column permutation $\tau$ is a permutation on $[n]$. When permuting a matrix with $\sigma$ and $\tau$, we map the entry at position $(i, j)$ to the position $(\sigma(i), \tau(j))$ for all entries.

### 2.2 Matrix distance

Real-world matrices are not expected to be error-free - consider for example the noisy matrices in Figure 1.3 . To be able to compare matrices in the presence of noise, we need to define a distance measure. We are interested
in (edit) distances between two binary matrices $A$ and $B$ that have the same dimensions. A flip refers to changing the value of one entry: either from 0 to 1 (a 0 -to- 1 flip) or from 1 to 0 (a 1-to-0 flip). We want to know the minimum number of flips needed to make $A$ identical to $B$.

With the augmentation distance we refer to the minimum number of 0 -to- 1 flips so that $A$ becomes $B$. Likewise, the deletion distance is the minimum number of 1-to-0 flips needed. Note that sometimes there is no way to convert $A$ into $B$ with only one type of flips. The Hamming distance is a combination of the two: the minimum number of flips when both 0-to-1 and 1-to-0 flips are allowed. To transform a matrix $A$ into a matrix $B$, we need to flip all the entries that are nonzero in $A-B$; the Hamming distance is the number of such nonzero entries. All matrices have a finite Hamming distance (at most $m n$ ) to all other binary matrices with the same dimensions.

We use a weighted distance to handle a variety of distance measures. Assume that both matrices $A$ and $B$ have equal dimensions, and that a nonnegative weight $w_{i, j}$ is associated with each entry $a_{i, j}$. In general, the weight matrix $W$ defines the distance measure used.

Definition 2.1 (Distance) Let $A$ and $B$ be binary matrices and let $W$ be a nonnegative matrix of weights for the entries of $A$. The distance $d_{W}(A, B)$ from $A$ to $B$ is $\sum_{i, j} w_{i, j} \cdot\left|a_{i, j}-b_{i, j}\right|$.

For weighted distances, the distance is no longer the number of some type of flips, but the sum of weights on those flips. For example, the Hamming distance is captured by the weighted distance with a weight matrix full of 1 s . On the other hand, the augmentation distance is captured by setting weight 1 for 0 -entries in $A$, while 1-entries have a weight larger than $m n$. If such a distance from $A$ to $B$ is more than $m n$, then 0 -to- 1 flips alone are insufficient for the conversion. We denote the augmentation distance by $d_{\mathrm{A}}$, the deletion distance by $d_{\mathrm{D}}$, and the Hamming distance by $d_{\mathrm{H}}$.

A weight matrix $W$ with arbitrary weights can be used to define a more detailed entry-wise weighting scheme. For example, if a domain expert knows that a real-world dataset contains entries that have uncertain values, low weights should be set on these entries. The triangle inequality holds for arbitrary nonnegative weights $W$, but the augmentation and deletion distances are not symmetric.

The distance measure $d_{W}$ used in this thesis is an instance of a more general edit distance: minimum number of elementary operations needed. Similar edit distances have been used earlier in the context of graphs and approximate string matching. In particular, many related edit problems for graphs are NP-complete BBD06.

### 2.3 Reorderable patterns

Pattern recognition in binary matrices involves finding certain combinations of 0 s and 1 s from data. In this thesis we concentrate on reorderable patterns, which are patterns that may not necessarily be observable in the data matrix, but reordering the rows and columns can reveal them. This can be seen as a seriation problem [Lii10], which involves reordering data points in an order that satisfies certain meaningful patterns.

We use rectangular patterns to illustrate the concept of reorderable patterns. An $m \times n$ binary matrix $A$ is directly rectangular if $A$ is the zero matrix or there exist indices $i, k \in[m]$ and $j, l \in[n]$ such that $a_{r, c}=1$ if and only if $r \in\{i, i+1, \ldots, k\}$ and $c \in\{j, j+1, \ldots, l\}$. In other words, the 1 s in $A$ form a rectangle. To illustrate this, the matrix in Figure 2.1(a) is not directly rectangular but 2.1(b) is.


Figure 2.1: Original matrix (a) and with reordered rows and columns (b). The matrix (a) is not directly rectangular but (b) is.

We next describe the general framework for reorderable patterns in matrices. Consider a pattern $\mathcal{P}$ that describes a property that a binary matrix may have. Given the family $\mathcal{M}$ of all binary matrices, a pattern is formally a subset $\mathcal{P} \subseteq \mathcal{M}$, that is, a set of matrices that have the property. We say that a matrix $A$ has the pattern $\mathcal{P}$ if $A \in \mathcal{P}$.

We concentrate on patterns that may emerge by reordering the rows, columns, or both in a matrix. Given a pattern $\mathcal{P}$, its associated reorderable pattern $\mathcal{R}(\mathcal{P})$ consists of all the matrices obtained from the matrices in $\mathcal{P}$ by permutation of the rows and columns. We say that a matrix $A$ has the reorderable pattern $\mathcal{R}(\mathcal{P})$ if $A \in \mathcal{R}(\mathcal{P})$. The framework of reorderable patterns can also be applied to real-valued data. In the remainder of this thesis, whenever we talk about the distance from a matrix $A$ to a pattern $\mathcal{P}$, we mean the distance from $A$ to a closest matrix $B \in \mathcal{P}$.

As an example, consider the reorderable pattern that arises from directly rectangular matrices. A binary matrix $A$ is rectangular if there exist permutations of the rows and columns such that the permuted $A$ is directly


Figure 2.2: Illustration of Problems 2.2, 2.3 and 2.4. Each dot represents a matrix. From the perspective of $A$, a closest matrix that has pattern $\mathcal{P}$ (inner circle) is $B$, while a closest matrix that can be permuted into a matrix that has pattern $\mathcal{P}$ (outer circle) is $C$. In the RECOGNition problem, we ask whether a given matrix $A$ is in $\mathcal{R}(\mathcal{P})$, that is, inside the outer circle.
rectangular. We observe that both matrices in Figure 2.1 are rectangulartheir only difference comes from different permutations.

We study three types of problems on a matrix $A$, a pattern $\mathcal{P}$, and the associated reorderable pattern $\mathcal{R}(\mathcal{P})$. They ask whether $A$ has a reorderable pattern and what the minimum distance from $A$ to the pattern is, with or without reordering. The problems are illustrated in Figure 2.2 .

Problem 2.2 (Recognition Of Pattern $\mathcal{P}$ ) Given a binary matrix $A$ determine whether $A \in \mathcal{R}(\mathcal{P})$.

Given our example pattern of directly rectangular matrices, we observe that a matrix is rectangular if and only if it is a zero matrix or there exist integers $r \in[m]$ and $c \in[n]$ such that (a) $r$ rows have sum $c$, (b) columns have sum $r$, and (c) all other row and column sums are 0 s . In the language of bipartite graphs, the Recognition problem asks us to determine whether a given graph is isomorphic to a graph that has pattern $\mathcal{P}$.

Problem 2.3 (Closest Matrix With Direct Pattern $\mathcal{P}$ ) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a matrix $B \in \mathcal{P}$ that minimizes the distance $d_{W}(A, B)$.

The word Direct in Problem 2.3 means that the pattern can be witnessed in matrix $B$ without reordering the rows or the columns. Observe that $B$ need not be unique, and if $A$ already has $\mathcal{P}$, we have $A=B$ and $d_{W}(A, B)=0$. As an example, consider the matrix in Figure 2.3(a); the matrix in Figure $2.3(\mathrm{~b})$ is the $d_{\mathrm{H}^{-}}$-closest matrix that is directly rectangular.


Figure 2.3: The matrix (a) is not directly rectangular, but (b) is. The matrix $(\mathrm{b})$ is the $d_{\mathrm{H}}$-closest such matrix to $(\mathrm{a})$, with $d_{\mathrm{H}^{-}}$-distance 6 .

Problem 2.4 (Closest Matrix With Reorderable Pattern $\mathcal{P}$ )
Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a matrix $B \in \mathcal{R}(\mathcal{P})$ that minimizes the distance $d_{W}(A, B)$.

Problem 2.4 extends Problem 2.3 so that all permutations of the rows and columns are allowed to witness the pattern $\mathcal{P}$. It is Problem 2.4 that is more important from the viewpoint of data mining: ability to discover patterns that cannot be easily seen. As an example, consider the matrix in Figure 2.4 (a); the matrix in Figure $2.4(\mathrm{~b})$ is the $d_{\mathrm{H}^{-}}$closest matrix that is rectangular. When we use a specific distance measure, say $W$, we refer to the problems as $d_{W}$-CLOSEST and likewise for $d_{\mathrm{A}}, d_{\mathrm{D}}$, and $d_{\mathrm{H}}$.


Figure 2.4: The matrix (a) is not rectangular, but (b) is. The matrix (b) is the $d_{\mathrm{H}}$-closest such matrix to (a), with $d_{\mathrm{H}}$-distance 6 .

By identifying a reorderable pattern in a data matrix, we can reveal this structure in data by reordering the rows and columns, which only changes the organization of the data, but does not change the values in any way. Most patterns benefit from this reordering, as the pattern in question becomes easier to see by the human eye, and the permutation for the rows (columns) may give a meaningful interpretation on the dependencies between the rows (columns). This is also related to data visualization: reordering the data gives a way to describe the data from the viewpoint of the pattern in question.

Why are we interested in finding the distance from $A$ to a closest matrix that has a pattern $\mathcal{P}$ ? The actual distance offers a way to estimate how strong the underlying pattern $\mathcal{P}$ is in $A$. In addition, if the phenomenon behind the data has the pattern $\mathcal{P}$, we can identify entries that are likely errors in the data $A$ by checking the entries where $A$ and $B$ differ, where $B$ is a closest matrix that has $\mathcal{P}$. In some cases, a closest matrix $B$ may be a more accurate representation of reality than the erroneous data $A$ is.

In reordering problems we need to find permutations under which the data matrix exhibits a pattern $\mathcal{P}$. If both rows and columns can be reordered, the number of permutations is $m!n!$. This makes brute-force algorithms useless in practice except for the smallest of matrices. To deal with larger matrices, we must develop an algorithm that exploits the structure found in matrices that have $\mathcal{P}$. Failing to do that, we settle for heuristics and approximations that almost solve the problem: there is no guarantee for optimality.

Considering Problems 2.3 and 2.4, the former is generally an easier problem, as it does not require reordering of the data. Given an algorithm Algo for Problem 2.3, we can solve Problem 2.4 heuristically, for example by using local search. Indeed, if we interpret the minimum distances obtained from Algo as energy values, we can use simulated annealing to find a permutation that (almost) minimizes the energy, which solves Problem 2.4. This approach is discussed in Section 7.7.3. If the reorderable pattern has a particularly easy characterization, Problem 2.4 may be easier than Problem 2.3. Consider a pattern $\mathcal{P}$ where the columns occur in nondecreasing order by their column sums: all matrices have $\mathcal{R}(\mathcal{P})$, but not all have $\mathcal{P}$.

For some patterns $\mathcal{P}$ there exists a forbidden submatrix characterization: a matrix $A$ has a pattern $\mathcal{P}$ if and only if none of the submatrices of $A$ belongs to the collection of forbidden submatrices. It follows that a pattern has such a characterization if and only if the pattern is closed under deletion of rows and columns (for every matrix in $\mathcal{P}$ also its submatrices are in $\mathcal{P}$ ), but the collection may be infinite. For example, in Section 4 we state that a matrix is nested if and only if none of its submatrices are switch boxes as in 4.2) on page 39. In the setting of bipartite graphs, this closure property is called hereditary and we will use it in the context of binary matrices. If the forbidden submatrices have bounded sizes, we can use them to develop recognition algorithms or heuristic algorithms for distance problems. Alas, in many cases the number of forbidden submatrices increases with the input size, or such a characterization does not exist in the first place.

In addition to searching for a global pattern that spans the whole dataset, we can also seek local patterns that consist only of a subset of the rows or
columns. For example, frequent itemsets Goe03 refer to submatrices that form rectangles full of 1s, overlapping submatrices JXFD08 approximate a dataset by a union of patterns, and maximally banded patterns ABJ10 identify banded submatrices in a dataset.

### 2.4 Patterns in graphs

Many patterns in graphs can be described as patterns in binary matrices and vice versa. This allows combining results from both graph theory and matrix theory, which is useful for analytical studies and for designing efficient algorithms. We next show how the matrix patterns studied in this thesis translate into graph patterns, and how well-known graph patterns can be described conveniently as matrix patterns. The details of the matrix patterns (C1P, nestedness, bandedness) follow in the later chapters.

For example, the rectangular matrix in Figure 2.1 corresponds to the bipartite graph (bigraph) in Figure 2.5. Indeed, rectangles translate into bicliques; that is, complete bipartite subgraphs in bipartite graphs.


Figure 2.5: Rectangular matrices form bicliques in bipartite graphs.
Next we consider a well-known pattern in graphs, the recognition of which is an NP-complete problem [GJ79, Prob. GT39].

Problem 2.5 (Hamiltonian Path) Given an undirected graph $G=(V, E)$, is there a path in which each vertex in $V$ appears exactly once?

We can study the Hamiltonian Path problem also as a matrix reordering problem. Given an undirected graph $G=(V, E)$, we construct a binary incidence matrix $A$, where the vertices correspond to the rows and the edges to the columns. We have $a_{v, e}=1$ if and only if the vertex $v$ is incident to the edge $e$. Each column in $A$ contains exactly two 1s (the number of vertices incident to an edge), and a path in the graph translates into a path pattern of 1 s , as seen below in (2.1). Now the graph $G$ has a Hamiltonian path if and only if there exist permutations of the rows and
columns such that in the permuted $A$ the first $|V|-1$ columns (edges) form a submatrix that has the path pattern.

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0  \tag{2.1}\\
1 & 1 & 0 & & 0 \\
0 & 1 & 1 & & 0 \\
0 & 0 & 1 & & 0 \\
\vdots & & & \ddots & \vdots \\
0 & 0 & 0 & & 1 \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]
$$

An interval graph [LSW97] has a collection of intervals on the real line as its vertices; two vertices are joined by an edge if and only if the intervals intersect. Given a graph $G$, it is convenient to use matrices to recognize whether $G$ is an interval graph [FG65]: we construct an incidence matrix of vertices and dominant cliques, and check whether this matrix has the C1P pattern, as described in Section 3.2 .

Next we consider the pattern of zero-partitionable matrices [LSW97] and state its connection to directed interval graphs.

Definition 2.6 (Zero-partitionable) $A$ binary matrix $A$ is said to be zero-partitionable if there exist permutations for the rows and columns such that each 0-entry in the permuted matrix can be labeled with $R$ or $C$ so that (a) every position to the right of an $R$ is a 0-entry labeled with $R$, and (b) every position below a $C$ is a 0 -entry labeled with $C$.

A directed interval graph is a generalization of interval graphs to directed graphs. Namely, a directed graph is a directed interval graph if and only if its adjacency matrix is zero-partitionable Wes98.

In unit interval graphs all the intervals have the same length on the real line, and in proper interval graphs none of the intervals properly contains another. The adjacency matrices of these graphs have the monotone consecutive arrangement property Wes98. In fact, this graph-theoretical concept is identical to the definition of bandedness in Chapter 7. The following result establishes the connection between bandedness and bipartite interval graphs. Given a matrix $A$, the following three claims are equivalent Wes98: (a) $A$ is the bipartite adjacency matrix of a unit interval bigraph, (b) $A$ is the bipartite adjacency matrix of a proper interval bigraph, (c) $A$ is banded. Furthermore, symmetric banded matrices have an interpretation as proper interval graphs Rob69, and general banded matrices as proper interval digraphs SS94].

Given a partially ordered set, a chain is a subset that describes a total order. A bipartite graph $G=(R \cup C, E)$ is a chain graph if there exists a permutation $\pi$ of vertices in $C$ such that for all vertices $r \in R$ the following holds: if $r$ is adjacent to a vertex $c \in C$, then $r$ is also adjacent to all vertices in $C$ that succeed $c$ in $\pi$. In other words, the graph describes a total order for its vertices. Nested matrices (Chapter 4) are equivalent to chain graphs MT07, Yan81a.

The problems that involve distances on matrices have a natural interpretation on bipartite graphs. The Hamming distance on graphs is the minimum number of added and/or removed edges. Analogously, the augmentation (deletion) distance refers to the number of added (removed) edges, and a weighted distance has weights on all possible edges. For example, edge augmentation, deletion, and edit (Hamming) problems on interval graphs are NP-complete [BBD06].

### 2.5 Error models

We next describe the error models that are used in synthetic experiments that appear later in this thesis.

Since real-world datasets are rarely perfect, all algorithms developed to seek patterns in such datasets have to take into account the possibility of noise and errors that come from inaccuracies in measurements and human mistakes. To measure how reliably these algorithms find a pattern $\mathcal{P}$ from erroneous data, we create synthetic data generators that produce groundtruth matrices $B$, all of which have the pattern $\mathcal{P}$. We then obtain a data matrix $A$ by adding errors to $B$ according to an error model, and randomizing the row and column permutations. We conduct a set of experiments where the algorithms get the erroneous data $A$ as input and they produce a matrix $\widehat{B}$ that approximates a closest matrix that has the reorderable pattern $\mathcal{P}$. Now we can compare $\widehat{B}$ to the ground-truth matrix $B$ and evaluate how well the algorithms are able to retrieve the underlying pattern $\mathcal{P}$.

Real-world binary datasets often have two types of errors: missing data and misclassifications. In the former, some true 1 s appear in data as 0 s because of sampling bias, corrupted data, or insufficient research efforts, for example. In the latter, some true 0 s appear in data as 1 s , which is caused by, for example, faulty or inaccurate equipment and observational human errors. We simulate these errors by parameters $\operatorname{Pr}(1-$ to- 0$)$ and $\operatorname{Pr}(0$-to- 1 ) in the data generator, and obtain a dataset $A$ by independently flipping the entries in the ground-truth matrix $B$ according to these probabilities.

It is common that ecological presence/absence datasets have lots of miss-
ing data NB07, yet misclassifications are rare. To imitate this in synthetic datasets, we use asymmetric noise, in which $\operatorname{Pr}(0-$ to -1$) \neq \operatorname{Pr}(1-$ to- 0$)$. An alternative is to use symmetric noise, in which $\operatorname{Pr}(0-$ to- 1$)=\operatorname{Pr}$ (1-to- 0$)$. Also more specific tests are possible by fine-tuning the entry-based probabilities according to additional data.

In later chapters we generate perfect data that has a pattern $\mathcal{P}$. In synthetic experiments we can use a benchmark method that uses the (original) permutations under which the ground-truth matrix $B$ and its directly observable pattern were generated. Heuristic algorithms, of course, have no such information available. When we add increasing levels of noise to the data, however, the pattern vanishes. If this is the case, the original permutations are no longer the best with respect to the distance to $\mathcal{P}$, and other algorithms may find permutations that produce smaller distances (they fit better with the noisy data).

### 2.6 Significance testing

In significance testing the idea is to deem a value either significant or a mere occurrence of random chance. To do so, we need a process that, in our opinion, produces data that is realistic but non-significant with respect to the phenomenon under study. From the process we obtain a distribution of values against which we compare the observed value.

Consider an example of coin tossing where our null hypothesis asserts that the coin is fair. Assuming that the hypothesis is true, we obtain a probability distribution on flipping results. Given a result, such as 1 heads out of 5 flips, we may view the position of the result in the distribution, and consider the result ordinary. A less probable result, however, such as 100 heads out of 500 flips, suggests that the null hypothesis is likely incorrect.

We next describe the (one-sided) significance testing procedure in more detail. Given a null hypothesis $H_{0}$, it defines a probability distribution on the values under consideration; let $X$ be a random variable that has this distribution. Given a value $d$, the (one-sided) $p$-value, denoted $p$, is the probability $\operatorname{Pr}(X \leqslant d)$. Assume we have selected a significance level $\alpha$, for example $\alpha=0.05$. If $p<\alpha$, we reject $H_{0}$ and say that the value $d$ is statistically significant at level $\alpha$ under $H_{0}$.

We want to know whether a pattern $\mathcal{P}$ is significant in a matrix $A$. Let $d$ be the distance from $A$ to $\mathcal{P}$ and let $H_{0}$ be a null hypothesis that assumes that $\mathcal{P}$ does not exist in matrices. Then from $H_{0}$ we obtain a distribution of matrices and their distances to $\mathcal{P}$. By comparing $d$ to the distribution of distances, we obtain a $p$-value, and we can assess the significance of $\mathcal{P}$ in $A$.

Unfortunately the probability distribution in the null hypothesis $H_{0}$ can be too complex to be described explicitly. Instead, we may employ a null model, that is, a method that produces random matrices for a given dataset under $H_{0}$-there is no need to describe the distribution explicitly. We lose exact $p$-values, but we can approximate them with empirical p-values: we sample random matrices $R$ from the null model and count the proportion of the matrices $R$ that have distance at most $d$.

In significance testing two types of error may take place. Given a null hypothesis $H_{0}$, a Type $I$ error occurs when $H_{0}$ is rejected despite being true, whereas a Type II error occurs when $H_{0}$ is not rejected despite it being false. Typical null models are conservative in that they avoid Type I errors at the expense of having more Type II errors, which makes their statistical power weaker. A lenient method does the opposite: the hypothesis $H_{0}$ is rejected often, which risks detecting patterns that do not exist. The choice of a null hypothesis (or model) is critical and requires a deep understanding of the pattern and the application.

### 2.7 Patterns in submatrices

Sometimes a data matrix $A$ does not have a pattern $\mathcal{P}$, but a submatrix of $A$ does. Indeed, there may be several such local patterns in the data that are interesting in their own right. In this case it makes sense to look at large submatrices where the distance to the pattern $\mathcal{P}$ is small in some sense. We first introduce the problem where we search a submatrix of maximum size that has a perfect pattern, and then the problem that prefers large submatrices at the expense of weaker patterns.

Problem 2.7 (Maximum-Size Submatrix With $\mathcal{P}$ ) Given a binary matrix $A$, find in $A$ a submatrix that has pattern $\mathcal{P}$ and maximizes $a+b$, where $a$ is the number of rows in the submatrix and $b$ that of columns.

In Problem 2.7 we want to remove from $A$ as few rows and/or columns as possible so that the resulting matrix has the pattern $\mathcal{P}$. The measure $a+b$ used for size is not perfect: a submatrix is not necessarily interesting if it contains only a few rows, no matter how many columns it has.

The following result of Yannakakis addresses the computational complexity of this class of submatrix problems, and we will use it in later sections to establish NP-hardness of submatrix problems on C1P, nestedness, and bandedness. The result is based on the concept of hereditary graphs, which was used to prove NP-hardness for a large family of node-deletion
problems on graphs [Y80. We say that a collection $\mathcal{M}$ of binary matrices is nontrivial if $\mathcal{M}$ has infinite size and there are infinitely many binary matrices not in $\mathcal{M}$.

Theorem 2.8 (Submatrix problem complexity [Yan81b]) Let $\mathcal{M}$ be a nontrivial collection of binary matrices closed under permutation and deletion of rows and columns. Denote by $S$ an $a \times b$ submatrix of a given matrix A. Then finding a submatrix $S \in \mathcal{M}$ that maximizes $a+b$ is solvable in polynomial time if the matrices of $\mathcal{M}$ have bounded rank, and NP-hard otherwise.

We can characterize many local patterns as submatrices. For example, frequent itemsets are submatrices that form rectangles full of 1s. On the other hand, finding maximal tiles Mie05, Ch. 4.4] is close to Problem 2.7 . When we apply Theorem 2.8 on a reorderable pattern $\mathcal{P}$, the collection $\mathcal{M}$ consists of all the matrices in $\mathcal{P}$ and their submatrices.

If we search submatrices in real-world matrices and require the submatrix to have a perfect pattern $\mathcal{P}$, we usually find only small matrices. It may be more useful to find larger matrices that almost have $\mathcal{P}$. For example, given a fixed distance $d$, we accept submatrices that have distance at most $d$ to a matrix that has $\mathcal{P}$. Assuming we have a utility function $f$ that measures the utility of submatrices with respect to $\mathcal{P}$, finding a submatrix can be formulated as follows.

Problem 2.9 (Submatrix With Pattern $\mathcal{P}$ ) Given a binary matrix $A$, a nonnegative weight matrix $W$, and a fixed distance $d$, find a submatrix $S$ of $A$ that has the distance to $\mathcal{P}$ at most $d$ and maximizes the utility $f(S)$.

What constitutes a good submatrix depends on the application. For example, a submatrix that has many rows and columns but is very sparse is not necessarily as interesting as a small matrix with half of its values 1 s . We included a utility function $f$ in Problem 2.9 to take into account various qualities the rows and columns in submatrices may have. We obtain a simple heuristic method (Algorithm 1) that removes rows and/or columns one by one until the distance to the pattern $\mathcal{P}$ is within the threshold $d$.

The exact definition of the utility function $f$ depends, of course, on the pattern $\mathcal{P}$. Sometimes the most interesting matrices are those that have the same number of 1 s and 0 s , and taking into account the informationtheoretical entropy helps to produce submatrices with this property. In general, different utility functions produce different-looking matrices, and it depends on the application which of them is the most useful. We return to the generic algorithm and utility measures in later sections.

```
Algorithm 1 FindSubmatrix
Input: binary matrix \(A\), nonnegative weights \(W\), maximum distance \(d\),
    pattern \(\mathcal{P}\), and utility measure \(f\) for submatrices
Output: submatrix \(S\) of \(A\) such that the \(d_{W}\)-distance from \(S\) to \(\mathcal{P}\) is at
    most \(d\) and the utility \(f(S)\) is close to maximum.
    \(S \leftarrow A\)
    \(B \leftarrow \operatorname{argmin}_{X \in \mathcal{P}} d_{W}(S, X) \quad / /\) closest matrix with \(\mathcal{P}\) (size as \(S\) )
    while \(d_{W}(S, B)>d\) do
        for all rows/columns \(i\) in \(S\) do
            remove row/column \(i\) from matrix \(S\)
            \(f_{i} \leftarrow f(S) \quad / /\) compute utility value
            insert row/column \(i\) back to \(S \quad / /\) cancel the latest removal
        end for
        \(r \leftarrow \operatorname{argmax}_{i} f_{i}\)
        remove row/column \(r\) from \(S\)
        recompute closest matrix \(B\)
    end while
    return \(S\)
```

One general-purpose utility function is as follows. Given a submatrix $S$ of the data, let $B$ be a closest matrix to $S$ that has a pattern $\mathcal{P}$. We consider $B$ to be a ground-truth matrix and count the type of differences between $B$ and $S$ : the number of false positives fp is the number of 0 s in $B$ that are 1s in $S$ (0-to-1 flips). Likewise, false negatives fn is the number of 1-to-0 flips. For completeness, true positives tp counts the number of shared 1 s (that is, 1-to-1 entries) and true negatives th the number of shared 0s (0-to-0). The following metrics are frequently used in information retrieval to measure correctness of pattern recognition [BYRN99].

$$
\begin{align*}
\text { recall } & =\mathrm{tp} /(\mathrm{tp}+\mathrm{fn}) \\
\text { precision } & =\mathrm{tp} /(\mathrm{tp}+\mathrm{fp})  \tag{2.2}\\
\text { accuracy } & =(\mathrm{tp}+\mathrm{tn}) /(\mathrm{tp}+\mathrm{tn}+\mathrm{fp}+\mathrm{fn})
\end{align*}
$$

In terms of distance to a pattern $\mathcal{P}$, recall prefers a submatrix that needs few 0-to-1 flips, precision avoids 1-to-0 flips, and accuracy seeks small Hamming distance. In later sections, we use Algorithm 1 with one of the three metrics to assess the quality of the submatrices. In more precise terms, the utility $f(S)$ of a matrix $S$ is the minimum recall (or precision or accuracy) of its rows and columns, each of which is computed on that row or column separately. As a result, the worst row/column is removed in each step.

## Chapter 3

## Consecutive ones

The concept of consecutivity occurs naturally in some applications. For example, consider a paleontological dataset that has binary records on species (rows) and points in time (columns). Value 1 indicates that a species is alive at a point in time. Now a lifespan of a species can be described as a pattern of consecutive 1s on the corresponding row, such as in the matrices in Figure 3.1 .

In general, consecutive 1s reflect certain dependencies in data, such as order and continuation of time. We will next provide the basic concepts related to consecutive 1 s in binary matrices, and review the complexity results for the most common consecutive patterns. We concentrate on two reorderable patterns, consecutive-ones and simultaneous consecutive-ones. For example, the matrix in Figure 3.1 (a) has consecutive 1s on rows, while the matrix in (b) has consecutive 1 s on both the rows and columns.


Figure 3.1: An example of a consecutive-ones matrix (a) and a simultaneous consecutive-ones matrix (b).

### 3.1 Consecutivity

We start with the basic definitions and results on a consecutive pattern in vectors. Given a binary vector, we show how to find a closest consecutive vector for any given vector efficiently; this will be useful in later sections that deal with consecutive patterns in matrices.

Definition 3.1 (Consecutive vector) A binary vector a is consecutive if all 1 s in $\mathbf{a}$ occur at consecutive indices.

Notation $\langle s, e\rangle$ represents a consecutive vector that has 1 s on indices $s, s+1, \ldots, e-1$ and 0 s elsewhere. For example, we denote $(0,1,1,1,0,0)$ by $\langle 2,5\rangle$. We say that the index $i$ is included in the vector $\langle s, e\rangle$, if $s \leqslant i \leqslant e-1$. In particular, the zero vector $\langle s, s\rangle$ has no 1 s, and therefore includes no indices. We write down the exact length of the vector $\langle s, e\rangle$ only when the length is not clear from the context.

Problem 3.2 (Closest Directly Consecutive Vector) Given a binary vector $\mathbf{a}$ and a nonnegative weight vector $\mathbf{w}$, find a binary vector $\mathbf{b}$ that is consecutive and minimizes the distance $d_{\mathbf{w}}(\mathbf{a}, \mathbf{b})$.

Next, we consider another problem and give an algorithm that will be used as a subroutine in solving Problem 3.2.

Problem 3.3 (Maximum Subvector) Given a vector a, find a subvector $\left(a_{s}, a_{s+1}, \ldots, a_{e-1}\right)$ that maximizes the sum of the values in the subvector.

Problem 3.3 can be solved by applying Kadane's algorithm [Ben84, which uses dynamic programming to achieve time complexity $\mathcal{O}(n)$. Algorithm 2 gives the details of this MaximumSubvector method.

We can now solve Problem 3.2 in linear time in the length of the vector. As described in Algorithm 3, the idea is to reduce Problem 3.2 to the Maximum Subvector problem, and use the algorithm MaximumSubvector as a subroutine.

In FindConsecutive (Algorithm 3) we seek a consecutive binary vector to which the binary vector a has the smallest distance. Given a consecutive vector $\mathbf{b}=\langle s, e\rangle$, two types of differences contribute to the distance: 0 entries in a that are included (1s) in $\mathbf{b}$, and 1-entries in a that are not included (0s) in b. Specifically, let $Z$ be the distance from a to the zero vector, that is, the sum of weights on the entries where a has 1s. Taking the zero vector as a starting point, each included 1-entry in $\mathbf{b}$ decreases the distance, whereas each included 0 -entry increases it.

```
Algorithm 2 MaximumSubvector
Input: vector \(\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)\)
Output: \((\max , s, e)\), such that subvector \(\left(a_{s}, a_{s+1}, \ldots, a_{e-1}\right)\) has maxi-
    mum sum, max
    sum \(\leftarrow 0 ; s \leftarrow 1 ; e \leftarrow 1\)
    start \(\leftarrow 1\); curr \(\leftarrow 0\)
    for all \(e n d=1,2, \ldots, n\) do
        curr \(\leftarrow\) curr \(+a_{\text {end }} \quad / /\) include position end to current subvector
        if curr \(<0\) then
            curr \(\leftarrow 0 ;\) start \(\leftarrow\) end +1
        else if curr \(>\) sum then
            sum \(\leftarrow\) curr \(; s \leftarrow\) start \(; e \leftarrow e n d+1 \quad / /\) update best subvector
        end if
    end for
    return \((s u m, s, e)\)
```

```
Algorithm 3 FindConsecutive
Input: binary vector \(\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)\) and nonnegative weight vector \(\mathbf{w}\)
Output: \((d, \mathbf{b})\), where \(\mathbf{b}\) is a consecutive binary vector that minimizes
    \(d_{\mathbf{w}}(\mathbf{a}, \mathbf{b})=d\)
    \(N \leftarrow\left\{i \mid a_{i}=1\right.\) and \(\left.1 \leqslant i \leqslant n\right\} \quad / /\) positions of 1s
    \(Z \leftarrow \sum_{i \in N} w_{i} \quad / /\) distance from a to the zero vector
    3: Construct \(n\)-dimensional vector \(\mathbf{c}\) as \(c_{i}= \begin{cases}+w_{i}, & \text { if } a_{i}=1, \\ -w_{i}, & \text { if } a_{i}=0 .\end{cases}\)
    (max, \(s, e) \leftarrow\) MaximumSubvector \((\mathbf{c})\)
    return \((Z-\max ,\langle s, e\rangle)\)
```

We construct a distance vector $\mathbf{c}$ from the binary values a and weights $\mathbf{w}$ as on Line 3. Given a consecutive vector $\mathbf{b}=\langle s, e\rangle$, each value $c_{i}$ refers to the decrease in the distance should the index $i$ be included. The distance from $\mathbf{a}$ to $\mathbf{b}$ is therefore $Z-\left(c_{s}+c_{s+1}+\cdots+c_{e-1}\right)$. Minimizing the distance is now the same as maximizing $\sum_{i=s}^{e-1} c_{i}$, which is an instance of MAXIMUM Subvector. Running MaximumSubvector on the distance vector colves the problem. The returned maximum subvector, represented by the indices from $s$ to $e-1$, is then interpreted as the consecutive binary vector $\langle s, e\rangle$. The time complexity for FindConsecutive is $\mathcal{O}(n)$.

### 3.2 Consecutive matrices

We generalize the concept of consecutiveness on vectors to binary matrices, namely consecutive-ones matrices and simultaneous consecutive-ones matrices. Next, we define the consecutive-ones property (C1P) exactly.

Definition 3.4 (Direct C1P) A binary matrix A has direct C1P if each row vector is consecutive.

Definition 3.5 (Consecutive-ones property, C1P) A binary matrix $A$ has the consecutive-ones property on rows, C 1 P , if there exists a permutation of the columns such that the permuted matrix has direct C1P.

The difference between Definitions 3.4 and 3.5 is that in a direct C1P matrix the rows have consecutive 1s, while in a C1P matrix we only require the existence of such a column permutation. There may exist several such permutations, some of which may lead to identical matrices. We consider C1P to be more important a property than direct C1P: the underlying structure of the data matters more than any initial permutation of the data. For example on page 21, both matrices in Figure 3.1 have direct C1P. Also, consider the three matrices below in (3.1). Starting from the matrix on the left, we can permute its columns to establish consecutive 1s on each of the rows. Furthermore, by also permuting the rows we obtain the matrix on the right that has consecutive 1 s on both rows and columns.

$$
\begin{align*}
& A  \tag{3.1}\\
& B \\
& C \\
& D
\end{align*}\left[\begin{array}{lllll}
a & b & c & d & e \\
1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 0
\end{array}\right] \leadsto \begin{gathered}
d \\
A \\
B \\
C \\
D
\end{gathered}\left[\begin{array}{lllll}
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0
\end{array}\right] \leadsto \begin{gathered}
d \\
C \\
A \\
D \\
B
\end{gathered}\left[\begin{array}{cccc}
d & e & a & c \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

An alternative characterization of C1P can be given by means of forbidden submatrices: a binary matrix has C1P if and only if none of its submatrices belong to the collection of forbidden submatrices, as described by Tucker [Tuc72]. This collection contains an infinite number of matrices, and is not described here. In the literature the C1P pattern is sometimes defined on the columns rather than on the rows.

All C1P matrices are also zero-partitionable (Definition 2.6). To see this, consider a directly C1P matrix obtained from a C1P matrix by permuting the columns. Order the consecutive row vectors $\mathbf{r}=\langle s, e\rangle$ in ascending order of $s$. Now each 0 that occurs before the 1 s on a row can be labeled with $C$ s and other 0s with $R$ s.

Since the introduction of the concept of consecutiveness, many types of matrix data have been studied for that property: archeological, DNA, and interaction data, for example. Problems on consecutiveness belong to a family of problems commonly known as the seriation problems [Lii10].

Detecting C1P in binary matrices is particularly important in presence/absence data of paleontological applications [PFM06], where the data contains binary indication of fossil occurrence in excavation sites. It is expected that reordering the data by the site age produces consecutive patterns that show the lifespans of species. The question of determining the distance from a given matrix to a C1P matrix corresponds to counting Lazarus events, that is, occurrences of a species after its assumed extinction and before its resurrection. Also file organization benefits from consecutive patterns [DG9]: given a query, it is faster to read all relevant records if they occur consecutively on a hard disk. In the field of bioinformatics, C1P patterns are encountered in the physical mapping problem GGKS95, in which DNA fragments need to be reordered to obtain their relative positions in the original DNA sequence.

Next we consider a pattern where consecutiveness holds for both row vectors and column vectors simultaneously.

Definition 3.6 (Direct SC1P) A binary matrix $A$ has direct SC1P if both $A$ and $A^{T}$ have direct C1P.

Definition 3.7 (Simultaneous consecutive-ones property, SC1P) $A$ binary matrix $A$ has simultaneous consecutive-ones property, SC1P, if there exist permutations of the rows and columns such that the permuted matrix has direct SC1P.

A directly SC1P matrix may consist of several blocks of 1s, which can be exploited to identify block matrices, to find overlapping clusters in data, as well as to solve elementary scheduling tasks Osw03. For example, the matrix in Figure 3.1(a) does not have SC1P but 3.1(b) has direct SC1P; in (3.1) all three matrices have SC1P but only the last one has direct SC1P. The SC1P pattern and its theoretical results also help to develop theory and methods for other reorderable patterns, such as bandedness.

Another characterization of SC1P comes again from forbidden submatrices Tuc72], but the collection of such matrices again has infinite size.

Also other concepts that involve consecutiveness exist. In circular-ones BL76] the consecutive 1s are allowed to wrap: the first and the last column of a matrix are considered adjacent. In $k$-consecutive matrices [GGKS95] each row has at most $k$ consecutive streaks of 1 s .

### 3.3 Recognizing consecutive matrices

This section studies how the C1P and SC1P patterns can be recognized in a matrix regardless of its permutations. We consider the patterns that occur without errors; the corresponding distance problems that involve errors are studied in later sections.

Problem 3.8 (C1P Recognition) Given a binary matrix A, determine whether it has C1P.

Several algorithms BL76, Hsu02] exist for solving the problem in linear time $\mathcal{O}(m n)$, and we will refer to these methods later as TestC1P. It would be cumbersome to use the Tucker's forbidden submatrices in developing efficient algorithms for C1P, because the number of forbidden submatrices increases with the size of the matrix. Matrices that do not have C1P give rise to another problem: identifying the forbidden submatrices of minimum size BRV10. Finding these submatrices has applications in, for example, ancestral genome reconstruction CHSY10.

Problem 3.9 (RECognizing SC1P) Given a binary matrix $A$, determine whether it has SC1P.

It is easy to solve Problem 3.9 in linear time: it is sufficient to test with TestC1P that both $A$ and $A^{T}$ have C1P, which can be done in linear time. As was the case with C1P, the number of forbidden submatrices for SC1P is not bounded and the characterization does not lead to efficient algorithms.

As stated in Section 2.4, the recognition algorithms for C1P can be used to check whether a graph is an interval graph FG65]. A C1P recognition algorithm can also be used to determine in polynomial time [BL76] whether a matrix has circular-ones. It is, however, an NP-complete problem to determine whether the columns of a matrix can be permuted so that the matrix is $k$-consecutive, for all fixed $k \geqslant 2$ [GGKS95.

### 3.4 Distance to directly consecutive patterns

It may be the case that a data matrix contains errors which prevent a perfect pattern to occur. We next study the problems of finding a closest directly C1P or directly SC1P matrix for a given matrix $A$. It turns out that for C1P the problem is computationally easy, whereas for SC1P it is an NP-hard task.

Problem 3.10 (Closest Direct C1P) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a binary matrix $B$ that has direct $C 1 P$ and minimizes the distance $d_{W}(A, B)$.

We give a linear-time method for Problem 3.10 in Algorithm 4 . Since the distance associated with each row in the matrix is independent from the other rows, we can compute the distances row by row and add the distances together. As a subroutine, we use Algorithm 3 for each row in $A$. The overall time complexity is then linear $\mathcal{O}(m n)$.

```
Algorithm 4 FindDirectC1P
Input: \(m \times n\) binary matrix \(A\), nonnegative weights \(W\)
Output: \((\) dist,\(B)\), where \(B\) is a directly C1P matrix that minimizes dis-
    tance \(d_{W}(A, B)=d i s t\)
    dist \(\leftarrow 0\)
    \(B \leftarrow m \times n\) zero matrix
    for all \(i=1,2, \ldots, m\) do
        \(\mathbf{r}, \mathbf{w} \leftarrow i\) th row vectors from \(A\) and \(W\)
        \((d, \mathbf{b}) \leftarrow\) FindConsecutive \((\mathbf{r}, \mathbf{w})\)
        dist \(\leftarrow d i s t+d\)
        set \(\mathbf{b}\) as the \(i\) th row in \(B\)
    end for
    return (dist, \(B\) )
```

Problem 3.11 (Closest Direct SC1P) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a matrix $B$ that has direct SC1P and minimizes the distance $d_{W}(A, B)$.

It is usually the permutation part that makes minimum distance problems hard on reorderable patterns, but for the SC1P pattern difficulty arises even when no permutations are allowed. Indeed, the $d_{\mathrm{H}}$-Closest Direct SC1P problem is NP-hard OR09, and consequently also Closest Direct SC1P is NP-hard, even though no reordering of rows or columns is done. For other patterns in this thesis (C1P, nested, banded) the corresponding problem can be solved in polynomial time.

### 3.5 Distance to consecutive patterns

It is common that the underlying C1P or SC1P pattern in data cannot be seen because of errors and unsuitable permutations. We next define the
problems that ask for closest C1P and SC1P matrices, regardless of initial permutations.

Problem 3.12 (Closest C1P) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a matrix $B$ that has $C 1 P$ and minimizes the distance $d_{W}(A, B)$.

It is an NP-hard task to solve $d_{\mathrm{A}}$-Closest C1P [Boo75, Pap76, Osw03], which means that it is unlikely that a polynomial-time algorithm exists. Moreover, approximation of $d_{\mathrm{A}}$-CLOSEST C1P is hard [Vel85]. We will give two exponential-time methods in Section 3.7. A heuristic approach is thus needed to solve the problem in practice; we give some well-known methods for Closest C1P in the next section. In the special case where the number of the rows or columns in a matrix is a constant, however, Closest C1P requires only linear time [OR03].

Problem 3.13 (Closest SC1P) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a matrix $B$ that has SC1P and minimizes the distance $d_{W}(A, B)$.

The $d_{\mathrm{D}}$-Closest SC1P problem is NP-hard OR09 and therefore ClosEST SC1P is as well. Both exact (branch and bound) and heuristic algorithms are known for the problem, and if the number of rows or columns is bounded, then solving Closest SC 1 P requires only polynomial time Osw03.

As a related computational complexity result, finding a closest circularones matrix for a given matrix is NP-complete, even when restricting to the distance $d_{\mathrm{A}}$ [GJ79, Prob. SR16].

### 3.6 Heuristic algorithms for closest C1P

In the following we describe two polynomial-time heuristic algorithms for Closest C1P (Problem 3.12). Given a binary matrix $A$, both algorithms produce a column permutation under which $A$ is close to a directly C1P matrix. We can then invoke FindDirectC1P (Algorithm 4) on the permuted $A$, which finds a directly C1P matrix. This C1P matrix is close to the original $A$, apart from different column permutations.

Intuition says that a good permutation tends to put similar columns close to each other in the order. To find a good permutation for the columns, we consider a symmetric similarity/distance graph, which is a complete undirected graph whose vertices are the columns of the input matrix $A$.

The weight of an edge $\{c, d\}$ is the similarity/distance value between the columns $c$ and $d$, which is defined later.

The first algorithm is based on a similarity graph on columns, spectral graph theory, and eigenvectors, whereas the second algorithm finds a good permutation for columns by approximating a minimum weight Hamiltonian path in the distance graph. The two algorithms do not solve the problem exactly, but the results in Sections 7.10 and 7.11 suggest they give fair results nonetheless.

There also exists a heuristic OR00 that is based on linear programming. The idea is to formulate Closest C1P (Problem 3.12) as an integer program (IP) by using the forbidden submatrix characterization and then use a non-integral linear program (LP) relaxation as a heuristic. We do not describe the algorithm in detail here, though.

### 3.6.1 Spectral ordering

Spectral ordering is based on spectral analysis vL07 on a similarity graph over the columns of a matrix, and it orders columns in such a way that similar columns are close to each other in the order. Given a symmetric similarity matrix, the key is to construct an unnormalized Laplacian matrix $L$ and find its Fiedler vector, that is, an eigenvector associated with the secondsmallest eigenvalue of $L$. Because a symmetric real matrix has eigenvectors with real values, we can sort the values in the Fiedler vector, which produces a permutation on the columns. This well-known SpectralOrdering method is given as Algorithm 5.

SpectralOrdering has been popular in finding a permutation that makes a binary matrix almost directly C1P. Furthermore, the method produces

[^0]good approximations to seriation problems ABH98. A recent study Vuo10 shows that SpectralOrdering minimizes a certain function that is related to direct C1P, which helps to understand why the method produces results that are optimal for some instances ABH98].

Note that if there is a ground-truth ordering, the column permutation from SpectralOrdering may have it in reversed order. Indeed, the C1P distance would remain unaffected if the sorting on Line 5 was nonincreasing, but the permutation would be different. Therefore, if it makes any difference in the application, both permutations should be considered.

Next, we define three similarity measures for comparing columns. Given two columns $c$ and $d$ and their binary column vectors $\mathbf{c}$ and $\mathbf{d}$, their dot product is the number of positions where both vectors have 1s. The correlation similarity on the other hand is $(1+\rho(\mathbf{c}, \mathbf{d})) / 2$, where $\rho(\mathbf{c}, \mathbf{d})$ is the well-known Pearson correlation (corr) coefficient between the columns. We see that the correlation similarity values range from 1 (identical columns) to 0 (anticorrelated columns). As an alternative we will use the overlapping measure computed by the Jaccard coefficient $|C \cap D| /|C \cup D|$, where $C$ and $D$ are the set interpretations of columns $c$ and $d$; in case $C$ or $D$ is empty, the value is 1 (does not contradict overlapping sets). Again the value is 1 for identical columns, but this time it is 0 only for non-intersecting columns.

### 3.6.2 Hamiltonian ordering

Given a weighted undirected graph, in the Travelling Salesman problem we are asked to find a cycle that visits all vertices exactly once and the sum of weights on included edges is minimum. This well-known optimization problem is NP-hard, but there exists a 2 -approximation algorithm [RSL77] CLRS01, Approx-Tsp-Tour] for graphs that satisfy the triangle inequality. The algorithm is based on finding a minimum spanning tree and using it to obtain a Hamiltonian cycle.

We use the 2-approximation algorithm to find a Hamiltonian path that has low total weight. Consider the distance graph $G$ on the columns of an input matrix $A$. We first use the algorithm to find a cycle from $G$, and then we remove the edge that has the largest weight. The rest of the edges form a Hamiltonian path, which represents a permutation for the columns (or the reverse permutation). We call this method HamiltonianOrdering.

We use two distance measures that both satisfy the triangle inequality and are thus eligible in the approximation algorithm. The Hamming distance between two column vectors is the number of positions where their values differ. The Jaccard distance on the other hand is $1-J$, where $J$ is the Jaccard similarity coefficient presented in Section 3.6.1.

Whenever HamiltonianOrdering is used in experiments, as in Section 7.10, we will indicate which of the distance measures is used to construct the distance graph on the columns. In experiments we will always use the 2 -approximation algorithm we just described; we could also use the Christofides algorithm that produces a $3 / 2$-approximation [Chr76] but major improvement is unlikely.

### 3.7 Exact algorithms for closest C1P

Polynomial-time algorithms for solving Closest C1P (Problem 3.12) are unlikely to exist, as that would imply $\mathrm{P}=\mathrm{NP}$. We propose two new exponentialtime algorithms for solving the problem exactly. The first reduces the problem to Maximum Satisfiability, whereas the second employs a branch and bound method that uses a lower bound for distances. An integerprogramming algorithm for the problem has also been developed [OR00, but we skip the details. Because of their exponential time requirements, most exact algorithms have difficulties with matrices, say, larger than $20 \times$ 20, which makes heuristic methods more appealing for practical use.

### 3.7.1 MAX-SAT algorithm

Recall that an assignment on a propositional logic formula assigns truth values 1 (true) or 0 (false) to each variable. The formula is satisfiable if the formula evaluates to 1 under some assignment.

A complete satisfiability solver (SAT-solver) GKSS08] recognizes whether a given propositional logic formula is satisfiable and returns a satisfying assignment if one exists. Since deciding on satisfiability is an NP-complete problem [GJ79, Ch. 2.6], all current solvers use exponential time in the worst case, but recent developments GKSS08 and regular competitions Sat11, Max11 suggest that these solvers can be useful in solving various hard problems that can be encoded in propositional logic. Next, we show how SAT-solvers can solve Problem 3.12.

SAT-solvers usually assume that the propositional logic formulae are in conjunctive normal form (CNF), which is a conjunction of clauses, each of which consists of a disjunction of variables and their negations. In order to assess the size of a formula, we count the number of variables and clauses used. Given an $m \times n$ binary matrix $A$, we construct a CNF formula that is satisfiable if and only if $A$ has C1P. The formula consists of variables and clauses as follows.

- Entry variables $e_{i, j}$ for each matrix entry $a_{i, j}$. Truth values on the entry variables represent matrix values 1 and 0 . Contributes $m n$ variables.
- Order variables $Z_{a<b}$ for each ordered pair of distinct columns $(a, b)$ in $A$. An assignment true on variable $Z_{a<b}$ indicates that $a$ preceeds $b$ in order. Contributes $n(n-1)$ variables.
- Entry clauses $\left(e_{i, j}\right)$ for each entry $a_{i, j}=1$, and $\left(\neg e_{i, j}\right)$ for each entry $a_{i, j}=0$. The entry clauses reflect the values in $A$, and each unsatisfied entry clause corresponds to a flip in $A$. Contributes $m n$ clauses.
- Antisymmetry clauses for each unordered pair of distinct columns $\{a, b\}$ in $A$.

$$
\text { Antisymmetry: } \neg\left(Z_{a<b} \leftrightarrow Z_{b<a}\right)
$$

Same clauses in CNF: $\left(Z_{a<b} \vee Z_{b<a}\right) \wedge\left(\neg Z_{a<b} \vee \neg Z_{b<a}\right)$
This ensures that either $a$ preceeds $b$ or vice versa. As a result, $\neg Z_{a<b}$ and $Z_{b<a}$ are equivalent. Contributes $n(n-1)$ clauses.

- Transitivity clauses for each ordered triplet of distinct columns $(a, b, c)$.

$$
\begin{array}{r}
\text { Transitivity: }\left(Z_{a<b} \wedge Z_{b<c} \rightarrow Z_{a<c}\right) \\
\text { Same clause in CNF: }\left(\neg Z_{a<b} \vee \neg Z_{b<c} \vee Z_{a<c}\right)
\end{array}
$$

Given an assignment, the order variables form a total order if and only if all antisymmetry and transitivity clauses are satisfied. Contributes $n(n-1)(n-2)$ clauses.

- Consecutivity clauses for each row $i$ and ordered triplet of distinct columns ( $a, b, c$ ).

Between two 1s is a $1:\left(Z_{a<b} \wedge Z_{b<c} \wedge e_{i, a} \wedge e_{i, c} \rightarrow e_{i, b}\right)$
Same clause in CNF: $\left(\neg Z_{a<b} \vee \neg Z_{b<c} \vee \neg e_{i, a} \vee \neg e_{i, c} \vee e_{i, b}\right)$
The consecutivity clauses ensure that on each row no 0 s occur between two 1s. Given an assignment, a total order is established and all consecutivity clauses are satisfied if and only if the corresponding matrix has direct C1P. Contributes $m n(n-1)(n-2)$ clauses.

In cases where $A$ contains errors and does not have C1P, we can still find the Hamming distance to a closest such matrix. Indeed, based on the
construction above, we can produce a C1P matrix $B$ by using an assignment that satisfies all the antisymmetry, transitivity, and consecutivity clauses, but leaves some entry clauses unsatisfied. The unsatisfied entry clauses then correspond to the entries where $A$ and $B$ differ.

Finding the Hamming distance is an instance of the Partial Max-Sat problem HLO08. Given a propositional logic formula and a subset $P$ of its clauses, the goal is to find a truth assignment on the variables that satisfies all clauses in $P$, and the number of other satisfied clauses is maximum. We include to $P$ all antisymmetry, transitivity, and consecutivity clauses, and only entry clauses are allowed to be unsatisfied. Solving this instance with a partial MAX-SAT solver produces an assignment that corresponds to a C1P matrix that is closest to $A$, and the Hamming distance is then the number of unsatisfied entry clauses for this assignment.

The general $d_{W}$-weighted version of finding a closest C1P matrix can be solved similarly, when a weighted MAX-SAT solver HLO08 is available. We assign to each entry clause a weight that is the same weight as the corresponding matrix entry $a_{i, j}$ has. All antisymmetry, transitivity, and consecutivity clauses have infinite weights (any weight larger than the sum of all weights in $W$ ), since they must always be satisfied. A weighted solver maximizes the sum of weights on satisfied clauses; therefore the sum of weights on the unsatisfied entry clauses gives the weighted distance from $A$ to a closest C1P matrix.

A more compact way to construct the CNF-formula above is to use only $n(n-1) / 2$ order variables and treat $\neg Z_{a<b}$ as $Z_{b<a}$. As a result, antisymmetry clauses can be removed, which reduces the size of the formula.

### 3.7.2 Branch and bound algorithm

To solve Closest C1P (Problem 3.12 ) exactly, we take a simple brute-force algorithm BF as a starting point and convert it into a branch and bound method that computes lower bounds (distances) in certain matrices as the algorithm runs, which reduces its running-time.

Every C1P matrix has direct C1P under some column permutation. Actually, the solutions for Closest Direct C1P and Closest C1P (Problems 3.10 and 3.12 are identical, if the columns of the input matrix are permuted appropriately. Therefore we can solve Closest C1P by trying all $n$ ! permutations on columns and solving Closest Direct C1P for all permuted matrices $A^{\prime}$. The solution is then the minimum distance to direct C1P among the permuted matrices.

The brute-force algorithm BF creates column-orders by adding columns one by one into a chain $\mathcal{C}$ (a total order on a subset of columns), backtrack-
ing, and continuing until all total orders have been formed. Every time BF forms a total order, we obtain a permuted matrix $A^{\prime}$, and BF invokes FindDirectC1P (Algorithm 4) to compute the distance from $A^{\prime}$ to a closest directly C1P matrix. Finally, by keeping track of the distances encountered, BF returns the minimum distance and the associated permutation.

We modify BF so that it can avoid iterating through all permutations. Assume that during its execution, BF has already established a chain $\mathcal{C}$ that starts with columns $c_{1}<c_{2}<\cdots<c_{i}$, but $c_{i+1}, c_{i+2}, \ldots, c_{n}$ have not been included in $\mathcal{C}$ yet. Consider all total orders whose first $i$ columns are as in $\mathcal{C}$ : each of the total orders induces a permuted matrix $A^{\prime}$. We give a lower bound for the distance from any $A^{\prime}$ to a directly C1P matrix.

We obtain a lower bound for the matrix as a sum of minimum distances computed separately for each row. We next show how to compute the distance for a single row vector $\mathbf{r}$, given a chain $\mathcal{C}$ of $i$ columns from $A$. Without loss of generality, we assume that when $\mathbf{r}$ is permuted as in $\mathcal{C}$, its first $i$ entries are $\left(r_{1}, r_{2}, \ldots, r_{i}\right)$, and the ordering of the remaining entries $r_{i+1}, r_{i+2}, \ldots, r_{n}$ has not been fixed yet. We need to know the minimum distance from the permuted $\mathbf{r}$ to a consecutive vector, no matter what the permutation of the remaining $n-i$ entries is. We observe that placing all remaining 1 -entries before the remaining 0 s minimizes the distance. Assuming that the number of 1-entries among remaining entries is $k$, we then arrive at the following permuted row vector $\mathbf{s}$.

$$
\mathbf{s}= \begin{cases}s_{p}=r_{p} & \text { for } p=1,2, \ldots, i \\ s_{p}=1 & \text { for } p=i+1, i+2, \ldots, i+k \\ s_{p}=0 & \text { for } p=i+k+1, i+k+2, \ldots, n\end{cases}
$$

Then solving Maximum Subvector (Problem 3.3) on $\mathbf{s}$ and $\mathbf{w}$ gives the minimum distance for this row, where $\mathbf{w}$ is the associated weight vector in $W$ and is permuted as $\mathbf{s}$. As the total order used in $\mathbf{s}$ is found for each row separately, this cannot always be applied to all rows simultaneously. Therefore the sum of the distances from the row vectors gives a lower bound for the matrix, given a chain $\mathcal{C}$.

For example, consider a row vector $\mathbf{r}=(1,1,1,0,0,1,1,0,1)$ and a chain $\mathcal{C}$ of columns that has $c_{2}<c_{5}<c_{6}<c_{1}$. Therefore the first four entries of the permuted $\mathbf{r}$ are $(1,0,1,1)$. We establish a total order that starts with $\mathcal{C}$ and produces a permuted vector $\mathbf{s}=(1,0,1,1,1,1,1,0,0)$. Given the chain $\mathcal{C}$, the produced total order minimizes the distance from $\mathbf{s}$ to a consecutive vector, regardless of weights.

To conclude, we add the following check to the brute-force algorithm BF. Every time the algorithm produces a new chain $\mathcal{C}$, it computes a lower
bound for the distance from the matrix, assuming chain $\mathcal{C}$. Should the lower bound be equal to or larger than a distance produced by a total order this far, the algorithm backtracks. In this case, it never considers another total order that starts with $\mathcal{C}$.

### 3.8 C1P submatrices

Even when a matrix does not have C1P, it is still interesting to know which of its submatrices have such a property. After all, the forbidden submatrix characterization ensures that some submatrices indeed have C1P (small submatrices cannot contain a forbidden submatrix). In the physical mapping problem, for example, the C1P pattern does not occur perfectly if the dataset on DNA fragments contains errors. C1P submatrices can then be used to obtain the relative positions of the fragments [TZ07].

Problem 3.14 (Maximum-Size C1P Submatrix) Given a binary matrix $A$, find in $A$ a submatrix that has C1P and maximizes $a+b$, where $a$ is the number of rows in the submatrix and $b$ that of columns.

Problem 3.14 is a special case of Problem 2.7, but restricted on C1P. We show that this problem is hard by using Theorem 2.8 (Yannakakis) and two types of binary matrices. An upper triangular matrix $U$ has entry $u_{i, j}$ equal to 1 if and only if $i \leqslant j$. A zero diagonal matrix $D$ has entry $d_{i, j}$ equal to 1 if and only if $i \neq j$. Both matrix families have unbounded size and rank.

## Theorem 3.15 Maximum-Size C1P Submatrix is NP-hard.

Proof. Let $\mathcal{M}$ be the collection of all C1P matrices. We observe that $\mathcal{M}$ is nontrivial: upper triangular matrices have C 1 P , but zero diagonal matrices of size at least $3 \times 3$ do not have C 1 P . We note that $\mathcal{M}$ is closed under permutation of rows and columns by definition. Because C1P has a forbidden submatrix characterization, $\mathcal{M}$ is also closed under deletion of the rows and columns. The result follows from Theorem 2.8, because $\mathcal{M}$ contains upper triangular matrices that have unbounded rank.

We can also restrict Problem 3.14 to either the rows or columns alone: we remove as few rows (or columns) as possible to reach a submatrix that has C1P. Still, both problems remain NP-hard HG02.

Many matrices, such as the incidence matrices of graphs, contain only a few 1 s on each column. Focusing on sparse matrices where the number of 1 s is bounded on each row and column may produce more efficient algorithms. Indeed, if each row and column contains at most two 1s, then

C1P submatrices can be found in polynomial time. Unfortunately, if either the rows or columns contain three 1s, the problems already become NPcomplete [TZ07]. The literature knows several negative approximability results for the submatrix problems, but also polynomial-time approximation algorithms that assume bounded row and column sums [DGN10].

## Chapter 4

## Nestedness

The concept of nestedness describes hierarchies and subset relations in data. This type of pattern appears in contexts where one is expected to witness a progressive development of attributes, such as students advancing through a curriculum from introductory to specialized courses. Another example involves species distributions: it is common that species found in barren areas also occur in abundant areas, which demonstrates a hierarchy of the species. Nested patterns occur frequently in ecological datasets, as well as in interaction networks; these aspects will be discussed later in Chapter 5 . The figure below is an example of a nested matrix.


Figure 4.1: An example of a directly nested matrix.

### 4.1 Theoretical results

The theoretical background of the ecological concept of nestedness was not fully developed until Mannila and Terzi [MT07] introduced the concept to the data mining community. In this section we give the exact definition of nestedness and several alternative characterizations. We also review theoretical results on nestedness that are needed in algorithms that are introduced in the following sections.

Definition 4.1 (Directly nested) A binary matrix $A$ is directly nested if for each 1-entry $a_{i, j}=1$ we have that $a_{r, c}=1$ for all $r \in[i]$ and $c \in[j]$.

Definition 4.2 (Nested) $A$ binary matrix $A$ is nested if there exist permutations of the rows and columns such that the permuted matrix is directly nested.

For example the matrices in (4.1) are identical, apart from different permutations. Both are nested, but only the latter is directly nested.
$A$
$B$
$C$
$D$
$E$\(\left[\begin{array}{llllll}a \& b \& c \& d \& e \& f <br>
1 \& 0 \& 0 \& 1 \& 1 \& 0 <br>
1 \& 0 \& 0 \& 1 \& 1 \& 0 <br>
0 \& 0 \& 0 \& 0 \& 1 \& 0 <br>
1 \& 1 \& 1 \& 1 \& 1 \& 1 <br>

1 \& 1 \& 0 \& 1 \& 1 \& 0\end{array}\right] \leadsto\)|  |
| :--- |
| $D$ |
| $E$ |
| $A$ |
| $B$ |
| $C$ |\(\left[\begin{array}{llllll}e \& a \& d \& b \& c \& f <br>

1 \& 1 \& 1 \& 1 \& 1 \& 1 <br>
1 \& 1 \& 1 \& 1 \& 0 \& 0 <br>
1 \& 1 \& 1 \& 0 \& 0 \& 0 <br>
1 \& 1 \& 1 \& 0 \& 0 \& 0 <br>
1 \& 0 \& 0 \& 0 \& 0 \& 0\end{array}\right]\)

We observe that nestedness is invariant under transposition: $A$ is nested if and only if $A^{T}$ is nested. This also holds for directly nested matrices.

We describe three characterizations for direct nestedness. First, an $m \times n$ binary matrix $A$ is directly nested if and only if $R_{1} \supseteq R_{2} \supseteq \cdots \supseteq R_{m}$ and $C_{1} \supseteq C_{2} \supseteq \cdots \supseteq C_{n}$, where $R_{i}$ and $C_{j}$ are the set interpretations of the row $i$ and column $j$. In other words, both the rows and columns form a chain under set inclusion.

Second, consider a visual representation of a matrix $A$ (as in Figure 4.1) and a grid between the entries of the matrix. We can imagine a path along the grid that starts from the bottom-left corner, moves only up or right, and ends at the top-right corner. Such a staircase path separates the entries in $A$ into two parts: a matrix is directly nested if and only if there exists a staircase path that separates all 1s from 0s Wes98. The number of directly nested matrices is thus equal to that of staircase paths. There are exactly $m+n$ moves until the path reaches the top-right corner, $m$ of which are up moves. The number of staircase paths - and that of directly nested matrices-is therefore $\binom{m+n}{m}$.

The third characterization comes from number theory. An integer partition of a positive integer $q$ is a vector $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ of positive integers such that $c_{1} \geqslant c_{2} \geqslant \cdots \geqslant c_{k}>0$ and $\sum_{i=1}^{k} c_{i}=q$. A graphical representation of an integer partition c, called a Ferrers diagram, is a binary matrix $F$ that has $c_{i}$ topmost entries on the column $i$ as 1 s . For example, given an integer partition ( $5,4,4,2,1,1$ ), its Ferrers diagram is the second matrix in (4.1). We observe that Ferrers diagrams and directly nested matrices are
equivalent (apart from zero vectors on the rows and columns). By definition, $\mathbf{c}$ contains the column sums of the Ferrers diagram $F$. The conjugate of $\mathbf{c}$ is the vector $\mathbf{s}$ whose values represent the row sums of $F$. We observe that $\mathbf{s}$ is unique and also an integer partition of $q$.

If a matrix has a nested pattern, we need to find suitable permutations of the rows and columns to observe the directly nested pattern. We give two characterizations that describe the structure of nested matrices.

First, a matrix $A$ is nested if and only if for all columns $i, j$ we have $C_{i} \subseteq C_{j}$ or $C_{j} \subseteq C_{i}$. By the properties of subset inclusion, this forms a chain on the column vectors in $A$. In fact, the rows form a chain if and only if the columns form a chain.

Second, nestedness can be also characterized by forbidden submatrices. The matrices in (4.2) are called switch boxes.

$$
\left[\begin{array}{ll}
0 & 1  \tag{4.2}\\
1 & 0
\end{array}\right] \quad\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

A binary matrix $A$ is nested if and only if none of its submatrices is a switch box. Contrary to the C1P and SC1P patterns, where the collections of forbidden submatrices have unbounded size, the switch boxes have size $2 \times 2$ and we can use them in developing efficient algorithms.

Next we show that nested patterns are unique given the row sums and the column sums. A Ryser class Rys60 is a collection of binary matrices that have the same dimensions and identical row sums $\mathbf{r}$ and column sums c. Ryser classes have been studied extensively [Bru80, WZ98]. Suppose a binary matrix $A$ contains a switch box as a submatrix. A switch represents flipping the four entries in this submatrix, which produces another type of switch box, but preserves the row sums and column sums.

Theorem 4.3 (Ryser class reachability Rys57) All binary matrices included in a Ryser class are reachable from one another by a series of switches on their switch boxes.

We can now state the result that establishes the uniqueness of nested matrices. This result will be used to develop an algorithm for nestedness recognition in the next section.

Theorem 4.4 (Nested matrices and Ryser classes) A binary matrix $A$ is nested if and only if $A$ is the only matrix within its Ryser class.

Proof. By Theorem 4.3 a binary matrix $A$ is the only matrix within its Ryser class if and only if $A$ does not contain any switch boxes as submatrices. A matrix with no switch boxes is equivalent to being nested.

### 4.2 Recognition of nestedness

In this section we give three polynomial-time algorithms that recognize whether a matrix is nested. The challenge is to detect whether there exist suitable permutations of the rows and columns such that a directly nested pattern can be observed. Because of the equivalence of chain graphs and nestedness, as established in Section 2.4, an algorithm that recognizes nestedness also recognizes chain graphs.

Problem 4.5 (Nestedness Recognition) Given a binary matrix A, determine whether it is nested.

The first algorithm for Nestedness Recognition arises from the forbidden submatrix characterization. An $m \times n$ matrix $A$ has $\binom{m}{2}\binom{n}{2}$ submatrices of size $2 \times 2$. Checking that none of them is a switch box takes time $\mathcal{O}\left((m n)^{2}\right)$.

The second algorithm comes from reordering the rows and columns and then checking for direct nestedness. We reorder the rows (and columns) in nonincreasing order by their row sums (column sums). Because of the subset relations of the rows and columns in $A$, the permuted $A$ is now directly nested if and only if $A$ is nested. Reordering and checking direct nestedness takes time $\mathcal{O}(m \log m+n \log n+m n)$.

The third algorithm solves Problem 4.5 in sublinear time $\mathcal{O}(m+n)$, given the row sums and column sums. For example the degrees of vertices in a bipartite graph are often precomputed, and can be interpreted as row sums and column sums. The algorithm combines the theory of nested matrices, integer partitions, and CountingSort method [CLRS01, Ch. 8] that sorts integers in linear time. For technical convenience, we can assume that all row sums and column sums are positive, because zero vectors do not affect nestedness. We first describe the subroutine Conjugate and then the recognition algorithm TestNested (Algorithms 6 and 7 ).

The Conjugate method (Algorithm 6) takes an integer partition cas input and returns the unique conjugate partition of $\mathbf{c}$. Let $F$ be a directly nested matrix that represents the Ferrers diagram of $\mathbf{c}$. To find the conjugate partition sof conjugate constructs a staircase path implicitly along the matrix grid of $F$ from the bottom-left corner to the top-right corner, and keeps track of the column and row positions with variables $x$ and $y$. We obtain the conjugate partition by examining the positions in the path. Looking at the loop conditions reveals that the time complexity for Conjugate is $\mathcal{O}(m+n)$.

Next we describe the recognition algorithm TestNested. Given an $m \times n$ binary matrix $A$ as input, we use only its row sums $\mathbf{r}$ and column sums $\mathbf{c}$.

```
Algorithm 6 Conjugate
Input: integer partition \(\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)\)
Output: conjugate integer partition \(\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{m}\right)\)
    \(m \leftarrow \max (\mathbf{c}) \quad / /\) length of conjugate partition \(\mathbf{s}\)
    \(x \leftarrow 1 \quad / /\) horizontal position: start from the left
    \(y \leftarrow m \quad / /\) vertical position: start from the bottom
    while \(y \geqslant 1\) do // compute all values in \(\mathbf{s}\)
        if \(x>n\) or \(y>c_{x}\) then // do we know the value of \(s_{y}\) ?
            \(s_{y} \leftarrow x-1\)
            \(y \leftarrow y-1 \quad / /\) start finding the next value in \(\mathbf{s}\)
        else
            \(x \leftarrow x+1 \quad / /\) use the next value in \(\mathbf{c}\) to deduce the values in \(\mathbf{s}\)
        end if
    end while
    return s
```

```
Algorithm 7 TestNested
Input: positive row sums \(\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{m}\right)\) and positive column sums
    \(\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)\) of a binary matrix \(A\)
```

Output: is $A$ nested?
$\mathbf{s} \leftarrow$ Conjugate(CountingSort(c) in nonincreasing order)
if $\mathbf{s}$ is identical to CountingSort( $\mathbf{r}$ ) in nonincreasing order then
return yes
end if
return no

Since permuting the matrix does not affect nestedness, we can assume that $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ and $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ are in nonincreasing order; if not, we can reorder them in linear time with CountingSort. Thus, $\mathbf{r}$ and $\mathbf{c}$ represent a directly nested matrix if and only if $A$ is nested.

Consider a directly nested matrix $F$ that has column sums as c. By using the equivalence of Ferrers diagrams and directly nested matrices, we obtain the conjugate $\mathbf{s}$ of integer partition $\mathbf{c}$ from the Conjugate method. Therefore, by using only the column sums $\mathbf{c}$, we can deduce the unique row sums s in the directly nested $F$.

We now compare the row sums $\mathbf{s}$ and $\mathbf{r}$ and determine whether $A$ is nested. If $\mathbf{s}$ and $\mathbf{r}$ are different, then $A$ is not nested, because $\mathbf{s}$ contains the unique row sums for a nested matrix that has column sums c. Now suppose the contrary: s and $\mathbf{r}$ are identical. Now $A$ and $F$ belong to the same Ryser class, since they have the same row sums and column sums. Because $F$ is
nested, Theorem 4.4 implies $F=A$, and $A$ is nested.
The time complexity of Algorithm 7 is sublinear in the size of an input matrix, $\mathcal{O}(m+n)$, which comes from both sorting the integer vectors and computing Conjugate. If the row and column sums are not available in constant time, we need $\mathcal{O}(m n)$ time for preprocessing.

### 4.3 Distance to direct nestedness

If a matrix $A$ is not directly nested, the reason may be that it contains noise. We are interested in finding a closest matrix that is directly nested. This way we can identify the entries in $A$ that break the direct nestedness pattern. We give a polynomial-time algorithm for the problem.

Problem 4.6 (Closest Directly Nested) Given a binary matrix A and a nonnegative weight matrix $W$, find a binary matrix $B$ that is directly nested and minimizes the distance $d_{W}(A, B)$.

Algorithm FindDirectNested (Algorithm 8) uses dynamic programming to solve Problem4.6 in linear time $\mathcal{O}(m n)$. For technical convenience, we decompose the weights in $W$ into two matrices: $W=U+V$, where $U$ contains the weights of 1 -entries and $V$ those of 0 -entries.

The goal is to construct a directly nested matrix $B$ to which matrix $A$ has minimum distance. We use staircase paths to represent directly nested matrices efficiently. Recall that a staircase path starts from the bottomleft corner of the matrix grid, and moves right and up until it reaches the top-right corner. On each row, we keep track of the position where the path goes up - there are $n+1$ such positions. The first and last positions are special cases that indicate that the path is on the outer border of the matrix grid.

Denote by $A^{i}$ the submatrix of $A$ that includes rows $i, i+1, \ldots, m$. We use dynamic programming to compute distances from the submatrices $A^{i}$ to direct nestedness for $i=m, m-1, \ldots, 1$, and use the distances from $A^{i}$ to deduce the distances for $A^{i-1}$.

We compute an $m \times(n+1)$ distance matrix $C$, where entry $c_{i, j}$ represents the path position $j$ on the row $i$. We have the following invariant: $c_{i, j}$ is the minimum distance from $A^{i}$ to a directly nested matrix that has $j-1$ entries as 1 s on the (topmost) row $i$. Once $C$ has been computed, the minimum distance from $A$ to a directly nested matrix is then the minimum on the first row in $C$.

The algorithm computes the entries in $C$ one by one - assume that $c_{i, j}$ is computed next. We observe that the staircase path may reach $(i, j)$ by

## Algorithm 8 FindDirectNested

Input: $m \times n$ binary matrix $A$, nonnegative weights $W$
Output: minimum distance from $A$ to a directly nested matrix

$$
1: U \leftarrow\left\{\begin{array} { l l } 
{ u _ { i , j } = w _ { i , j } } & { \text { if } a _ { i , j } = 1 } \\
{ u _ { i , j } = 0 } & { \text { if } a _ { i , j } = 0 }
\end{array} \quad V \leftarrow \left\{\begin{array}{ll}
v_{i, j}=0 & \text { if } a_{i, j}=1 \\
v_{i, j}=w_{i, j} & \text { if } a_{i, j}=0
\end{array}\right.\right.
$$

2: Compute $m \times(n+1)$ matrix $C$ using the recurrence

$$
\begin{aligned}
c_{m, 1} \leftarrow & \leftarrow \sum_{k=1}^{n} u_{m, k} \\
c_{m, j} & \leftarrow \operatorname{Right}(m, j) \text { for } j=2,3, \ldots, n+1 \\
c_{i, 1} \leftarrow & \leftarrow \operatorname{Up}(i, 1) \text { for } i=m-1, m-2, \ldots, 1 \\
c_{i, j} \leftarrow & \min \{\operatorname{Right}(i, j), \operatorname{Up}(i, j)\} \\
& \text { for } i=m-1, m-2, \ldots, 1 \text { and } j=2,3, \ldots, n+1 \\
\operatorname{Right}(i, j)= & c_{i, j-1}+v_{i, j-1}-u_{i, j-1} \\
\mathrm{Up}(i, j)= & c_{i+1, j}+\sum_{k=1}^{j-1} v_{i, k}+\sum_{k=j}^{n} u_{i, k}
\end{aligned}
$$

return minimum value on the first row vector in $C$
moving right or up. The operator Right assumes that the staircase path reached $(i, j)$ by moving right. In that case the distance $c_{i, j}$ is the same as $c_{i, j-1}$ but with the added/subtracted weight of the $0 / 1$-entry $a_{i, j-1}$. On the other hand, the operator Up assumes the last move was up. In that case the distance $c_{i, j}$ is the same as $c_{i+1, j}$ but with the added weights of the entries on the row $i$ that are on the wrong side of the staircase path position $j$. Because the only way for a path to reach $(i, j)$ is moving either right or up, we choose the distance $c_{i, j}$ to be the minimum of those from operators Right and Up.

In addition to the minimum distance, the algorithm can also produce a closest directly nested matrix $B$ : we obtain a staircase path by tracing the operators (Right and Up) used along the path that produced the minimum distance; this path defines a directly nested matrix $B$.

Algorithm 8 has time complexity $\mathcal{O}(m n)$ if we make use of the following improvement. Instead of using matrices $U$ and $V$ as is, we compute two cumulative weight sum matrices on the rows of $U$ and $V$, which takes time $\mathcal{O}(m n)$. With these new matrices all the sums in Algorithm 8 can be evaluated in constant time; thus computing a single entry in $C$ takes constant time.

The memory requirement of Algorithm 8 is $\mathcal{O}(m n)$, which comes from the matrix $C$, the weight matrices $U$ and $V$, and the cumulative sum matrices. If we only need the minimum distance but not a closest matrix, then $\mathcal{O}(n)$ space suffices. The idea is to implement $C, U, V$, and the cumulative weight matrices as vectors. In particular, $C$ is an ( $n+1$ )-dimensional vector and its values are recomputed on each row, which replaces the values computed for the previous row. The weight vectors are generated for each row separately. The minimum distance is obtained as before, but we cannot reconstruct the associated staircase path or a closest matrix.

### 4.4 Distance to nestedness

In this section we address the problem of finding a closest nested matrix for a given matrix. In contrast to the previous section, this problem involves taking into account different permutations. We review the computational complexity results for the problem restricted on the $d_{\mathrm{A}}, d_{\mathrm{D}}, d_{\mathrm{H}}$, and $d_{W}$ distances (augmentation, deletion, Hamming, and weighted). We also give polynomial-time heuristics restricted on these distance measures.

Problem 4.7 (Closest Nested) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a binary matrix $B$ that is nested and minimizes the distance $d_{W}(A, B)$.

Problem 4.7 is NP-hard, because the $d_{\mathrm{A}}$-Closest Nested problem (only 0-to-1 flips) has been shown Yan81a, MT07] to be NP-hard via chain graphs. Also $d_{\mathrm{D}}$-Closest Nested is NP-hard: we can solve $d_{\mathrm{A}}$-Closest Nested by computing $d_{D}$-Closest Nested on a matrix where 0s and 1 s have been interchanged. The computational complexity of $d_{\mathrm{H}}$-CLOSEST Nested, however, is an open question.

We present three heuristic algorithms for Problem 4.7 restricted on certain distance measures. The first algorithm computes a lower bound on $d_{\mathrm{A}}$ and $d_{\mathrm{H}}$, the second is an approximation algorithm that gives an upper bound for $d_{\mathrm{A}}$, and the third method gives upper bounds for weighted distances $d_{W}$. For more algorithms, a recent study [FMT09] gives approximation algorithms for the $d_{\mathrm{A}}$-Closest Nested problem via minimum cuts and vertex degrees (row sums and column sums).

### 4.4.1 Lower bound algorithm

Algorithm 9 produces a lower bound for $d_{\mathrm{A}}$-Closest Nested (0-to-1 flips). Denote by $p$ the number of 0 -entries in an input matrix $A$, and by $s(i, j)$ the number of switch boxes in which the entry $a_{i, j}$ is included.

```
Algorithm 9 LowerBoundAugNested
Input: \(m \times n\) binary matrix \(A\)
Output: lower bound for \(d_{\mathrm{A}}(A, B)\), where \(B\) is a \(d_{\mathrm{A}}\)-closest nested matrix
    \(L \leftarrow\) empty list
    for all \((i, j)\) such that \(a_{i, j}=0\) do
        compute \(s(i, j)\) and add it to the list \(L\)
    end for
    \(\left(l_{1}, l_{2}, \ldots, l_{p}\right) \leftarrow \operatorname{sort}(L)\) in nonincreasing order
    \(t \leftarrow 1 / 2 \cdot \sum_{k=1}^{p} l_{k} \quad / /\) the number of switch boxes in the matrix
    return \(\min \left\{e \in \mathbb{N}_{\geqslant 0} \mid \sum_{k=1}^{e} l_{k} \geqslant t\right\}\)
```

Theorem 4.8 (Lower Bound) Algorithm 9 produces a lower bound for $d_{\mathrm{A}}$-Closest Nested.

Proof. We count a lower bound for the number of 0-to-1 flips needed to make $A$ nested. To do so, we seek to eliminate all switch boxes, but we decide to ignore new switch boxes that are generated by flipping entries.

For each entry $(i, j)$ such that $a_{i, j}=0$ denote by $s(i, j)$ the number of switch boxes in which the entry is included. Flipping just one entry, say $a_{i, j}$, eliminates exactly $s(i, j)$ switch boxes. After the first flip, some switch boxes have already been eliminated, and flipping a further entry $a_{u, v}$ eliminates at most $s(u, v)$ switch boxes that were originally in $A$.

Denote by $p$ the number of 0 -entries in $A$, and let $\left(l_{1}, l_{2}, \ldots, l_{p}\right)$ be their switch box counts in nonincreasing order. Then flipping $e$ entries eliminates at most $l_{1}+l_{2}+\cdots+l_{e}$ switch boxes in $A$, which corresponds to flipping the $e$ entries that have the highest participation in switch boxes.

Since each switch box includes two 0s, the number of switch boxes in the matrix is $t=1 / 2 \cdot\left(l_{1}+l_{2}+\cdots+l_{p}\right)$. Let $e$ be the minimum number such that $l_{1}+l_{2}+\cdots+l_{e} \geqslant t$. Because the number of eliminated switch boxes is an upper bound, $e-1$ flips are not enough to eliminate all of them. Because all solutions need to eliminate from $A$ all switch boxes, $e$ is a lower bound for the minimum distance.

Flipping the entries in the matrix as indicated by Algorithm 9 does not necessarily produce a valid solution, since flipping may generate new switch boxes that are not eliminated. Computing the number of switch boxes for each entry takes time $\mathcal{O}\left((m n)^{2}\right)$, which dominates the time complexity of the algorithm.

Algorithm 9 can be modified to handle the Hamming or deletion distances. For the Hamming distance, Line 2 should include all entries in the matrix, Line 6 should have $1 / 4$ instead of $1 / 2$ (each switch box is counted
four times), and Lines 5 and 6 should have $m n$ instead of $p$. In case of the deletion distance, Line 2 should include only 1-entries instead of 0 -entries, and Lines 5 and 6 should have $m n-p$ instead of $p$.

Unfortunately, an adaption of the algorithm for the weighted distance is not straightforward. We could order the entries by their eliminatingefficiencies $s_{i} / w_{i}$, where $w$ represents the weights, but this may lead to flipping an entry with high efficiency, when an entry with low cost would suffice. In other words, the result is not necessarily a lower bound.

### 4.4.2 Approximation algorithm

Another simple algorithm produces an upper bound for $d_{\mathrm{A}}$-Closest Nested and does that with a provable approximation factor. The idea is to identify all 0s that participate in switch boxes and to flip them to 1s; the method is described in Algorithm 10. It is easy to modify the algorithm to solve the deletion distance: flip 1s to 0s. We proceed by giving proofs for the correctness and the approximation factor for the algorithm.

```
Algorithm 10 ApproxAugNested
Input: \(m \times n\) binary matrix \(A\)
Output: \((d, \widehat{B})\), where \(d\) is an upper bound for \(d_{\mathrm{A}}(A, B) ; \widehat{B}\) is close to a
    \(d_{\mathrm{A}}\)-closest nested matrix \(B\)
    \(\widehat{B} \leftarrow A\)
    \(S \leftarrow\) for each entry in \(A\), the number of switch boxes it belongs to
    for all entries \(a_{i, j}\) in \(A\) do
        if \(a_{i, j}=0\) and \(s_{i, j}>0\) then
        \(\widehat{b}_{i, j} \leftarrow 1\)
        end if
    end for
    \(d \leftarrow \sum_{i, j}\left|\widehat{b}_{i, j}-a_{i, j}\right|\)
    return \((d, \widehat{B})\)
```

Theorem 4.9 (Upper Bound) Algorithm 10 produces an upper bound for $d_{\mathrm{A}}$-Closest Nested.

Proof. Since all 0s in switch boxes are flipped to 1s, it is clear that all switch boxes in the original matrix are eliminated. It remains to show that the flips do not generate any new switch boxes.

If the original matrix is already nested, there are no switch boxes, and flips are not needed. Otherwise the matrix contains at least one switch box.

Without loss of generality, let the rows $r_{1}, r_{2}$ and the columns $c_{1}, c_{2}$ contain one of these switch boxes. In what follows, we assume that we have flipped all 0s that participate in switch boxes; in particular, 0 -entries $\left(r_{1}, c_{1}\right)$ and $\left(r_{2}, c_{2}\right)$ have been flipped (in bold).

|  | $c_{1}$ | $c_{2}$ |
| :---: | :---: | :---: |
| $r_{1}$ | 0 | 1 |
| $r_{2}$ | 1 | 0 |


|  | $c_{1}$ | $c_{2}$ | $c_{3}$ |
| :---: | :---: | :---: | :---: |
| $r_{1}$ | $\mathbf{1}$ | 1 | $?$ |
| $r_{2}$ | 1 | $\mathbf{1}$ | 0 |
| $r_{3}$ | $?$ | 0 | 1 |

Assume against the claim that the matrix still contains a switch box. Since flipping the 0 -entries eliminated all original switch boxes, the remaining switch boxes are generated by these flips. Assume without loss of generality that flipping the 0-entry $\left(r_{2}, c_{2}\right)$ generated such a switch box on the rows $r_{2}, r_{3}$ and columns $c_{2}, c_{3}$. We next examine the value of the unknown entry $\left(r_{1}, c_{3}\right)$. If $\left(r_{1}, c_{3}\right)$ has value 0 , the rows $r_{1}, r_{3}$ and columns $c_{2}, c_{3}$ form a switch box that exists before flipping. On the other hand, if $\left(r_{1}, c_{3}\right)$ has value 1 , the rows $r_{1}, r_{2}$ and columns $c_{1}, c_{3}$ formed a switch box before flipping. Thus, either $\left(r_{2}, c_{3}\right)$ or ( $r_{3}, c_{2}$ ) participated in a switch box and one of them should have been flipped, which is a contradiction with the assumption that there exists a switch box after flipping the 0s.

Theorem 4.10 (Approximation Factor) The approximation factor for Algorithm 10 is $2 \alpha$, where $\alpha=\max \left\{s(i, j) \mid a_{i, j}=0\right\}$.

Proof. Suppose the matrix has $k$ switch boxes. Since each switch box includes two 0 s , the algorithm flips at most $2 k$ entries, with equality if all 0 s in the matrix participate in at most one switch box.

On the other hand, compute for each 0-entry the number of switch boxes it participates in and denote by $\alpha=\max \left\{s(i, j) \mid a_{i, j}=0\right\}$ the maximum. To eliminate all switch boxes, at least one entry must be flipped from each of them. Then flipping one entry eliminates at most $\alpha$ switch boxes, and the minimum number of flips needed is at least $k / \alpha$.

Combined, the approximation factor for the algorithm is $2 \alpha$. Diagonal square matrices are tight examples.

### 4.4.3 Greedy upper bound algorithm

The third method, GreedyNested MT07, is a heuristic algorithm designed to produce an upper bound to $d_{\mathrm{A}}$-Closest Nested and $d_{\mathrm{H}}$-Closest Nested. Although no approximation factor has been shown for the algorithm, it provides fair results in practice MT07]. In what follows is a
minor generalization (Algorithm 11) of the algorithm, which accepts arbitrary positive weights in the Closest Nested problem. The idea behind the algorithm is to flip entries one by one until the matrix is nested. The selection of flipped entries is based on the number of switch boxes they belong to.

```
Algorithm 11 GreedyNested
Input: binary matrix \(A\), positive weights \(W\)
Output: \((d, \widehat{B})\), where \(d\) is an upper bound for \(d_{W}(A, B) ; \widehat{B}\) is close to a
    \(d_{W}\)-closest nested matrix \(B\)
    \(d \leftarrow 0\)
    \(\widehat{B} \leftarrow A\)
    \(S \leftarrow\) for each entry in \(\widehat{B}\), the number of switch boxes it belongs to
    while \(\widehat{B}\) is not nested do // flip entries one by one until nested
        \((r, c) \leftarrow \operatorname{argmax}_{(i, j)}\left\{s_{i, j} / w_{i, j}\right\} \quad / /\) best elimination efficiency
        flip entry \(\widehat{b}_{r, c}\)
        \(d \leftarrow d+w_{r, c}\)
        update switch box counts in \(S\)
    end while
    return \((d, \widehat{B})\)
```

On Line 4, nestedness can be checked by keeping track of the total count of switch boxes in $\widehat{B}$, and one evaluation takes constant time. On Line 8, the counts of switch boxes must be updated: for all eliminated switch boxes certain counts are decreased, and for all generated switch boxes certain counts are increased. The details of updating are the same as in the original algorithm [MT07].

In its original form MT07], Algorithm 11 permits at most one flip per entry-this is supposed to avoid situations where the algorithm flips the same entries repeatedly and never stops. This may, however, lead to trouble: suppose that flipping an entry produces a switch box and the three other entries in this switch box have been flipped earlier. This switch box cannot be eliminated and the algorithm fails to produce a solution. Although unlikely, this phenomenon takes place occasionally with random $100 \times 100$ matrices. We can fix this by invoking Algorithm 10 whenever the situation occurs, which makes the matrix nested. Another fix would be to allow several flips per entry, but disallowing consecutive flips (and flip cycles).

### 4.5 Exact algorithms for closest nested

Although solving Closest Nested (Problem 4.7) is NP-hard, we can still solve instances of size up to, say, $20 \times 20$. We present here two new algorithms that use MAX-SAT solvers and a branch and bound technique.

Recall the SAT-formulae in Section 3.7.1. Given an $m \times n$ binary matrix $A$, we construct the following propositional logic formula in CNF that is satisfiable if and only if $A$ is nested.

- Entry variables $e_{i, j}$ for each matrix entry $a_{i, j}$. Truth values on the entry variables represent matrix values 1 and 0 . Contributes $m n$ variables.
- Entry clauses $\left(e_{i, j}\right)$ for each entry $a_{i, j}=1$, and $\left(\neg e_{i, j}\right)$ for each entry $a_{i, j}=0$. The entry clauses reflect the values in $A$, and each unsatisfied entry clause corresponds to a flip in $A$. Contributes $m n$ clauses.
- Nested clauses for each ordered pair of distinct rows $(i, k)$ and columns $(j, l)$ in $A$.

$$
\begin{array}{r}
\text { No switch box: } \neg\left(e_{i, j} \wedge e_{k, l} \wedge \neg e_{i, l} \wedge \neg e_{k, j}\right) \\
\text { Same clause in CNF: }\left(\neg e_{i, j} \vee \neg e_{k, l} \vee e_{i, l} \vee e_{k, j}\right)
\end{array}
$$

Each nested clause prevents one type of switch box on specific rows and columns. Given an assignment, the corresponding matrix is nested if and only if all nested clauses are satisfied. Contributes $n(n-1) m(m-1)$ clauses.

The Hamming distance from $A$ to a closest nested matrix can be computed by a partial MAX-SAT solver-just as in Section 3.7.1 to solve C1P instances. Using the above formula for $A$, we search for an assignment that satisfies all nested clauses and the number of satisfied entry clauses is maximum. This assignment corresponds to a nested matrix that is $d_{\mathrm{H}}$-closest to $A$, and their Hamming distance is the number of unsatisfied entry clauses.

Solving the problem on the weighted distance $d_{W}$ follows the same guidelines as in the C1P solution. Each entry clause has the same weight as the corresponding entry in $A$, and all nested clauses have infinite weights (larger than the sum of all weights in $W$ ). A weighted SAT solver then produces the weighted distance from $A$ to a closest nested matrix: the sum of weights on unsatisfied entry clauses.

An alternative way to construct the formula is to establish total orders on both the rows and columns, which needs pairwise order variables and both antisymmetry and transitivity clauses as in the C1P formula. Instead
of using nested clauses, we now ensure that the total orders establish direct nestedness: for each 1-entry all entries above it and to the left from it are 1 s ; for this we need $m n(m-1)+m n(n-1)$ clauses. Compared to the formula above, this formula has more variables but the number of clauses is asymptotically smaller.

Another exact algorithm for Closest Nested (Problem 4.7) uses a branch and bound technique much like it was used to solve C1P instances in Section 3.7.2. Recall that Algorithm 9 produces lower bounds for distances to nested matrices. The branch and bound algorithm flips entries in the matrix and continues flipping one by one until it has completed that branch of flips, after which the algorithm cancels the latest flip and continues flipping other entries. Completing a branch happens in two ways. First, if the encountered matrix is nested, that branch is completed and the best distance so far is updated. Second, at some point the estimated distance, that is the distance from the flips so far plus the lower bound, is larger than the best distance found so far. In that case the branch is completed, as it has only worse solutions. In the end the algorithm has completed all branches, and it has found a closest nested matrix.

In an implementation of the branch and bound algorithm two optimizations should be included. First, the algorithm should start flipping from the entries that are included in many switch boxes. Second, we can complete many early branches quickly, if we run a heuristic algorithm beforehand, such as GreedyNested (Algorithm 11), and at the start of the algorithm we treat this upper bound as the best solution found so far.

### 4.6 Nested submatrices

Instead of finding nested matrices that are close to a binary matrix $A$, we can seek submatrices of $A$ that are (almost) nested. For example, in a dataset that combines data from many sources, perhaps only a part of the attributes conforms to nestedness - the challenge is to identify this pattern. We study three types of submatrix problems. In the first the goal is to find a maximum set of columns that induces a nested submatrix. In the second the goal is to remove as few rows or columns as possible so that the matrix becomes nested. In the third problem we study how to find almost nested submatrices that have a high utility value.

Problem 4.11 (Maximum Columns Submatrix) Given a binary matrix $A$ and the set of its columns $C$, find a subset $D \subseteq C$ such that the submatrix induced by the columns in $D$ is nested and $|D|$ is maximum.

Problem4.11 can be seen as removing as few columns from $A$ as possible so that $A$ becomes nested. Let us view the problem from the perspective of graphs. An inclusion graph is a directed graph $G=(V, E)$, where vertices in $V$ represent columns in $A$ and a directed edge $(i, j) \in E$ indicates that the column $j$ is included in $i$, which means $C_{j} \subseteq C_{i}$ in terms of set interpretation of columns. Given an $m \times n$ matrix, we have $|V|=n$ and $|E| \leqslant n^{2}$.

Now any path in the graph $G$ forms a chain of columns, and therefore the included columns form a nested submatrix. Finding the largest set of columns is the same as solving the Longest Path problem on $G$. Although this problem is NP-hard for general graphs, a well-known algorithm—via topological sorting and dynamic programming-finds a longest path in time $\mathcal{O}(|V|+|E|)$ if the graph is acyclic.

We observe that $G$ is almost acyclic: the only problem is that identical columns have directed edges in both directions. We modify the inclusion graph $G$ above to produce an acyclic inclusion graph $G^{\prime}=\left(V, E^{\prime}\right)$ as follows. We assume that the vertices have been labeled $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, and we include in $E^{\prime}$ a directed edge $(i, j)$ if and only if $C_{j} \subset C_{i}$ or both $C_{j}=C_{i}$ and $j<i$. This only restricts the order in which identical columns can appear in a path, and in particular it does not change the lengths of longest paths where each vertex appears at most once. Constructing the acyclic inclusion graph $G^{\prime}$ by a simple method takes time $\mathcal{O}\left(m n^{2}\right)$, and Problem 4.11 can be solved in time $\mathcal{O}\left(m n^{2}\right)$.

In the next problem we are allowed to remove rows in addition to columns.

Problem 4.12 (Maximum-Size Nested Submatrix) Given a binary matrix $A$, find in $A$ a submatrix that is nested and maximizes $a+b$, where $a$ is the number of rows in the submatrix and $b$ that of columns.

Problem 4.12 is a special case of Problem2.7, but with a specific pattern, nestedness. We establish the NP-hardness of this problem by using Theorem 2.8 and two matrix families, upper triangular and zero diagonal (page 35).

Theorem 4.13 Maximum-Size Nested Submatrix is NP-hard.
Proof. Let $\mathcal{M}$ be the collection of all nested matrices. We observe that $\mathcal{M}$ is nontrivial: upper triangular matrices are nested, but zero diagonal matrices of size at least $2 \times 2$ are not nested. By definition of nestedness, $\mathcal{M}$ is closed under permutation of rows and columns. It is also closed under deletion of the rows and columns, because nestedness has a forbidden submatrix characterization. The result follows from Theorem 2.8, because $\mathcal{M}$ contains upper triangular matrices that have unbounded rank.

An earlier attempt MT07] to prove Theorem 4.13 had the correct result but the argumentation was based on NP-completeness results on general graphs LY80]. This argumentation is not valid, as binary matrices are presented as bipartite graphs, and the time complexity results for general graphs are upper-bound results for bipartite graphs.

A more practical problem is to find almost nested submatrices that have maximum utility with respect to a utility function $f$.

Problem 4.14 (Almost Nested Submatrix) Given a binary matrix $A$, a nonnegative weight matrix $W$, and a fixed distance $d$, find a submatrix $S$ of A that has distance to nestedness at most $d$ and maximizes the utility $f(S)$.

Recall Algorithm 1, FindSubmatrix, that works by removing rows and/or columns one by one based on a utility function. We can invoke the algorithm to find large submatrices that are almost nested, but we need to choose the utility function $f$ first. Given a submatrix $S$ of $A$, we can compute the utility value for each row/column $i$ separately and then define $f(S)$ as the minimum of these values. Examples of utility measures for the row/column $i$ follow.

- The inverse of the number of switch boxes the entries in the row/column $i$ belong to.
- The inverse of the number of entries GreedyNested (Algorithm 11) flips on the row/column $i$. This is the same as $1 /(\mathrm{fp}+\mathrm{fn})$ in terms of false positives and negatives.
- An information retrieval measure recall, precision, or accuracy, as presented in (2.2) on page 20. We obtain the ground-truth nested matrix (or its approximation) from GreedyNested.

Using precision produces small but dense submatrices, whereas removing the row/column that has the most flips produces a submatrix that is large and sparse. It depends on the application whether dense or large nested submatrices are preferred, and expert consultation is needed to choose a suitable utility function.

## Chapter 5

## Significance testing for nestedness

In this chapter we assume a less technical view on nestedness that focuses on the interpretation and applications in ecology. We explain the concept of nestedness from an ecological viewpoint and review the null models that are used for statistical significance testing. We provide tools for testing how effective the null models are in detecting an almost nested pattern if it exists, and how prone the models are to suggest almost nestedness when it does not exist. By conducting a series of experiments, we show that many popular nestedness measures and null models have severe shortcomings, and noise-tolerant methods should be preferred.

### 5.1 Nestedness in ecology

It is common in ecology that the distribution of species and sites is described by a presence/absence matrix, with the rows corresponding to sites (locations) and the columns corresponding to species (or more generally taxa). These biogeographical matrices are binary: a 1 corresponds to the presence of the species at the site, while a 0 indicates absence of the species. By absence we mean that the species is not present or it has not been observed yet. In addition to biogeographical data, species interactions can also be described in matrix form. Bipartite graphs have been used to represent both types of data [LIPJ+06, ANGL07, BJMO03, RJB07].

Understanding the structure of interaction and biogeographical binary matrices is an important task in ecology. The nestedness pattern, as introduced by Patterson and Atmar [PA86] in an ecological context, describes co-occurrences where species compositions are proper subsets of those on sites with greater species richness. In this chapter, we use nestedness as a descriptive word, as it is used in ecology, and use the term fully nested
whenever we refer to perfect nestedness in the sense of Definition 4.2.
Nestedness has been observed for several taxonomic groups [FL05]. Possible mechanisms leading to nestedness include differential colonization, differential extinction, and hierarchical habitat distributions [HWS06]. More possible causes for nestedness have been found [WPM ${ }^{+} 98$, UANG09, such as sampling bias, habitat fragmentation, distance from a source of colonists, and island area. In addition, conflicting phenotypic traits of plants and animals, such as their physical size, leads to nestedness RJB07. In biodiversity conservation management, identifying the nested patterns in data has implications on selecting the areas for conservation SAP10, FL05, Pat87]. Antinestedness, the concept of which still lacks an exact meaning (ANGL07, has been used to describe data that are less nested than expected by chance.

As nestedness observed in nature is rarely perfect, lots of effort has been made to define measures that evaluate how far a binary matrix is from being fully nested. During the past 15 years, the most widely established nestedness measure has been Temperature AP93, ANGL07, RGS06. Other measures in this study include, for historic reasons, N0 PA86] and N1 UG07b, as well as more recently developed measures Nodf ANGG+08, Discrepancy BS99, and Hamming distance (Hamming) MT07. This set of measures is, in our opinion, a representative sample of all measures developed for nestedness.

A nestedness measure produces a distance, but it does not tell whether this distance is exceptionally small, that is, if data is strongly or significantly nested. In Section 2.6 we suggested using a null model to assess the statistical significance of the results from nestedness measures. A null model generates random matrices that share certain characteristics with the original data. Here we study a wide range of null models, namely Fill $\mathrm{WPM}^{+} 98$, R0 PA86], R1 PA86], R2 $\mathrm{WPM}^{+} 98$, Contin GD82], Bascompte BJMO03, and Swaps CC03. To our knowledge, Bascompte has not been analyzed against other methods earlier, although it is still in use SF07.

While the intuition behind nestedness measures and null models is simple, the actual selection of methods for a particular application is not. For example, skewed distributions of species abundances can lead to patterns that can be interpreted as nested, even when the species occurrences are independent HWS06]. The selection of null models and nestedness measures has been demonstrated to influence the results on parasite datasets [TP07. The individual contribution of each row and column in the observed matrix can also be addressed [SF07].

Differences between nestedness measures and null models have been
studied earlier [WPM ${ }^{+}$98], and recent studies UG07b, UANG09, UG07a have identified shortcomings in most nestedness methods. The effects of matrix shape, size, and fill have also been considered. Measures NO, N1, and null models Fill, and RO have all been found inadequate by earlier studies, but are still included here for the sake of comparison.

The effect of sampling errors on nestedness detection has been studied to some extent [NB07, CNHS00], but the overall effect of errors and noise on nestedness analysis is still unclear. We use the error models described in Section 2.5 that simulate the effects that degrade the quality of data. We study the sensitivity of nestedness methods to noise in the data in order to see how strongly the results depend on the quality of the data. A nestedness measure should be resistant to small amounts of errors or noise in the data. That is, if two binary matrices $A$ and $B$ differ from each other in only a few entries, we would expect the values of nestedness measures for $A$ and $B$ to be close to each other. We do not want a small set of observational errors to completely change our views on the nestedness (or non-nestedness) of the data. It turns out that there are fundamental differences in the way noise affects the measures and null models.

The goal in nestedness analyses is to better understand the processes that produce the data. Before analyzing the reasons for nestedness on a specific dataset, however, it is necessary to ensure that such a pattern exists in the data. In this study we concentrate on recognizing whether a dataset represents a nested pattern regardless of noise, and leave aside the discussion on the reasons for nestedness.

### 5.2 Methods and datasets

Next we describe the nestedness measures and null models that once were in common use and those we believe to be the most widely used today. We also include a new measure for nestedness, Hamming, which has not been used in nestedness analyses before. It is the same as GreedyNested (Algorithm 11) with Hamming distance: the minimum number of flips needed to make data fully nested. Then we introduce the statistics and noise models that we use to evaluate the noise-tolerance of the nestedness measures and null models. We also give the details of the datasets that we used in the experiments.

### 5.2.1 Measures of nestedness

Given an $m \times n$ binary matrix $A$, a nestedness measure produces a value that describes how far $A$ is from perfect nestedness. In all measures presented here, value 0 refers to perfect nestedness.

NO: The measure NO counts the number of false absences PA86]. A 0-entry $a_{r, c}$ is considered false if there exists another row $s$ in $A$ that has a smaller row sum than $r$ and $a_{s, c}=1$. The number of false 0 s in $A$ is NO.
$\mathrm{N} 1: \quad$ In contrast to NO , the measure N 1 counts the number of false presences UG07b]. A 1-entry $a_{r, c}$ is considered false if there exists another row $s$ in $A$ that has a larger row sum than $r$ and $a_{s, c}=0$. The number of false 1 s in $A$ is N 1 .

Temperature (T): In Temperature the idea is to measure disorder in a given matrix by assessing the deviation of the matrix from one that has the same rank and fill and is fully nested AP93]. The computation of Temperature is done in three steps [RGS06].

1. Compute an isocline of perfect order. This is a curve that separates 1 s from 0s in a matrix of the same size as $A$ that is fully nested and has as many 1 s as $A$.
2. Reorganize the matrix. This is done by permuting the rows and columns in a way that maximizes its directly observable nestedness.
3. Associate with each absence above the isocline and with each presence below it a normalized measure of distance to the isocline. The Temperature of the matrix is the sum of these distances, over all entries. The Temperature measure is normalized so that it ranges from 0 to 100 (from a fully nested to a maximally non-nested matrix).

For evaluating the Temperature of the input matrices we have used the code provided by the authors of [RGS06] with default parameters.

Discrepancy (D): One first sorts the rows and columns of $A$ in nonincreasing order by their row sums and column sums. Denote the matrix obtained by this reordering by $\bar{A}$. The row-discrepancy for a single row $r$ is the number of 0 s among the first $k$ positions on the row $r$, where $k$ is the row sum of $r$. The Discrepancy [BS99] of $A$ is then the sum of all row-discrepancy values in $\bar{A}$. Discrepancy captures the following intuition: a binary matrix is nested if the 1 s in each row are as far to the left as possible and the 1 s in each column are as near the top as possible. The Discrepancy of a matrix, however, is implementation-dependent: the value is not necessarily unique if several columns share a common column sum. Therefore the results from using Discrepancy may be hard to replicate, and it should be considered an approximative measure, not exact.

Hamming (H), Hamming distance to nestedness: The Hamming measure is the minimum number of flips needed to make $A$ fully nested MT07, which involves solving $d_{\mathrm{H}}$-Closest Nested (Problem4.7). Since no polynomialtime exact algorithm is known for the problem, we use GreedyNested (Algorithm 11) to measure the distance.

Hamming resembles Discrepancy in the following way: both measures count how many modifications are needed to make a matrix fully nested. The results from Hamming are unique: they never change because of row and column ordering, in contrast to Discrepancy. The reordering step is also different: Discrepancy reorders the matrix before modifications, based on possibly erroneous data, whereas Hamming makes the modifications first and reorders the matrix according to the uncovered nested pattern.

A variant of Hamming can also take into account the specific characteristics of species and sites. Weights, which represent the degree of certainty that the data is correct, can be assigned to the entries (Section 2.2.

Nodf (F), Nestedness metric based on overlap and decreasing fill: Consider an unordered pair of rows $\{i, j\}$, where $i$ has a strictly larger row sum than $j$ has. The degree of nestedness $D N_{\{i, j\}}$ for the pair is the percentage of 1 s on the row $j$ that have 1 s on the row $i$ at identical positions. If the rows $i$ and $j$ have the same row sums, then $D N_{\{i, j\}}=0$. There are $m(m-1) / 2$ row pairs in total.

The degree of nestedness for column pairs $\{k, l\}$ : transpose the matrix and treat columns as rows $\{i, j\}$ above. There are $n(n-1) / 2$ column pairs.

The Nodf ${ }_{\text {orig }}$ value among both rows and columns is then the average degree of nestedness over all $m(m-1) / 2+n(n-1) / 2$ unordered pairs [ANGG ${ }^{+} 08$ ]. We will use values $\operatorname{Nodf}=100-$ Nodf $_{\text {orig }}$ to achieve consistency with the other measures (Nodf is 0 for fully nested matrices).

### 5.2.2 Null models

Null models are used to compare observed species distributions or interactions to those generated by a random model or process. The choice of model plays a major role: a particular pattern found in data, such as nestedness, is significant only if it appears as exceptional with respect to the model. The background of significance testing can be found in Section 2.6. Here we employ a wide range of null models to test nestedness measures. Given a binary dataset $A$, the models produce randomized matrices as follows.

Fill: This model generates a random dataset that has the same number of 1 s as in $A$. The 1s are uniformly distributed. Also known as R00 [WPM ${ }^{+} 98$.

R0: For each row (site) of the matrix, we draw columns (species) from a uniform probability distribution until the row sum in $A$ (species richness) is reached PA86]. For each row, we sample columns without replacement, and set all sampled entries to 1 . Also known as Randomo.

R1: The generation process resembles that of R0. For every row, we sample columns with probabilities proportional to their column sums in $A$ until the number of sampled columns equals the row sum in $A$ [PA86]. For each row we sample columns without replacement, and set sampled entries to 1. Also known as RANDOM1.

R2: This generative model is almost the same as R1. The only difference is that in R2 the probability of sampling a column in a row is proportional to the squared column sum $\mathrm{WPM}^{+} 98$.

Contin: In this model GD82, we associate a value $v(i, j)=r_{i} c_{j} / F$ with each matrix entry $(i, j)$, where $r_{i}$ is the row sum of $i$, and $c_{j}$ is the column sum of $j$, and $F$ is the total number of 1 s in $A$. Entry $(i, j)$ takes value 1 with probability $\min \{v(i, j), 1\}$.

Bascompte: This model BJMO03] uses an empirical probability of occurrence on each row and column, which is the proportion of 1 s among all values on that row or column. On matrix entry $(i, j)$ the probability of value 1 is the average of empirical probabilities of the row $i$ and column $j$.

Swaps: We sample random matrices that have the same row sums and column sums as $A$. This method is known as the fixed-fixed model Got00] or swap randomization [CC03, MP04, and is based on Ryser's Theorem 4.3. The method seeks randomly two rows $r, s$ and two columns $c, d$ that form a switch box (matrices in 4.2) in $A$, and then makes a switch (flips these four entries). This procedure is repeated until the initial matrix $A$ has a negligible effect on the randomized matrix (close to random); in our experiments the number of repetitions was 10 times the number of 1 s in $A$. By Theorem 4.4. Swaps is not able to randomize a fully nested matrix.

Figure 5.1 displays an example of a data matrix and randomized matrices generated from it by using each of these null models. The randomized matrices share certain statistical properties with the data matrix $A$. Fill generates matrices with the same proportion of 1 s as $A$; R0, R1, and R2 generate matrices with the same row sums as $A$ (and hence with the same proportion of 1s); Contin generates matrices with approximately the same


Figure 5.1: Displayed in (a) is a dataset of size $50 \times 50$, and in (b-h) the data has been randomized with different null models.
row sums and column sums as $A$; Swaps preserves the row sums and column sums exactly. In Fill, Contin, Bascompte, and Swaps the roles of rows and columns are the same in the generation process, which is desirable, as the nestedness pattern does not distinguish between the two. Nevertheless, taking the specific nature of sites and species into account in the null model adds complexity, and may not have use outside that particular biogeographical context.

In this thesis we assume that the data consists of binary values. If the data, however, had abundance data of species instead of presence/absence values, we could use an ecologically more explicit null model, as suggested by Moore and Swihart MS07. It generates random matrices not based on the observed values, but by using expected values of species richness and abundance. This topic has been studied further and a nestedness measure also for non-binary datasets has been proposed [GPI09].

### 5.2.3 Significance of nestedness

A nestedness measure alone does not give an indication of the relevancy of nestedness. In the following we bring out two performance indicators that determine how strong a nested pattern is and whether it is statistically significant.

Given an input matrix $A$, a nestedness measure $N \in\{N O, N 1$, Temperature, Discrepancy, Hamming, Nodf $\}$ and a null model $R \in\{$ Fill, R0, R1, R2, Contin, Bascompte, Swaps \}, we generate random instances $A_{\mathrm{R}}$ of $A$ by using the null model R , and compare the nestedness values $\mathrm{N}\left(A_{\mathrm{R}}\right)$ against the value $\mathrm{N}(A)$ of the measure on the original data. Small values of $\mathrm{N}(A)$ indicate strong nestedness; the value 0 stands for perfect nestedness.

To test whether a nested pattern in $A$ is significant, we compute the empirical $p$-value, denoted by $p(A, \mathrm{~N}, \mathrm{R})$ for nestedness measure N and randomization method R. As in Section 2.6, the value is computed by counting the fraction of the random instances $A_{\mathrm{R}}$ that have $\mathrm{N}\left(A_{\mathrm{R}}\right) \leqslant \mathrm{N}(A)$. In other words, $p(A, \mathrm{~N}, \mathrm{R})$ indicates how likely it is that an instance generated from the null model is considered at least as nested as the original data. A small $p$-value means that rejecting the null hypothesis in favor of nestedness poses only a small risk of Type I error.

We also introduce the measure of nestedness intensity $I(A, \mathrm{~N}, \mathrm{R})$,

$$
\begin{equation*}
I(A, \mathrm{~N}, \mathrm{R})=\frac{\mathrm{N}(A)}{E\left(\mathrm{~N}\left(A_{\mathrm{R}}\right)\right)} \tag{5.1}
\end{equation*}
$$

where we estimate expectation $E$ by sample mean. An intensity value close to 0 indicates that $A$ has a strong nested structure, whereas a value close to 1 indicates that $A$ is non-nested. Values greater than 1.0 indicate that the original dataset is even less nested (when measured by N ) than random instances produced by R, which is known as anti-nestedness ANGL07.

These two measures, intensity and $p$-value, have different roles: nestedness intensity indicates how strongly the data are nested with respect to the null model used, whereas $p$-value shows whether the pattern is statistically significant. Indeed, a weak pattern may be considered significant if the sample size is large enough.

### 5.2.4 Data and error models

We test all combinations of nestedness measures and null models on a variety of datasets: Rasch-type matrices, real-world data on Rocky Mountain mammals, and synthetic matrices that contain noise and errors. The matrices in the first dataset are non-nested, while the second and third datasets are nested up to some noise level. As in Section 2.5, we use the symmetric error model (both 1-to-0 and 0-to-1 errors) and the asymmetric error model (only 1-to-0 errors). The noise level for symmetric noise is denoted by $\ell=\operatorname{Pr}(0$-to- 1$)=\operatorname{Pr}(1$-to- 0$)$, whereas $h=\operatorname{Pr}(1$-to- 0$)$ shows the level of asymmetric noise. Next we describe the datasets in detail.

We use a model close to the Rasch model Ras60, FM95] to generate random matrices that are non-nested. We sample two sets of 100 real numbers from the interval $[0,1]$, one for rows $r_{1}, \ldots, r_{100}$ and one for columns $c_{1}, \ldots, c_{100}$. Then a $100 \times 100$ matrix is generated, with entry $(i, j)$ equal to 1 with probability $r_{i} c_{j}$. Figure 5.1 (a) shows an example of a $50 \times 50$ matrix generated by this method, with rows and columns ordered by $r$ and c. Because in Rasch matrices the 1 s on rows and columns are conditionally independent, given the values $r$ and $c$, they bear no structure that is specifically characteristic of nestedness. Therefore Rasch matrices should be identified as non-nested by any reasonable method.

As a particular example of a real-world dataset that is strongly nested we use the data about the mammals on the Rocky Mountains [PA86]. The dataset, consisting of 28 sites and 26 species, corresponds to Boreal and Boreo-Cordilleran species of mammals in the Southern Rocky Mountains. Figure 5.2 (a) displays the dataset. Figures 5.2 (b,c) show the effect of symmetric noise at the level $\ell=0.32$ and that of asymmetric noise at the level $h=0.70$.

To study the effects of noise in a controlled fashion, we use the following procedure to generate synthetic data that is fully nested. Given the number of rows $m$ and columns $n$, we sample a random number $k$ uniformly from $\{0,1, \ldots, n\}$ for each row and set the first $k$ entries on that row to 1 and set the rest to 0 . We then add symmetric or asymmetric noise at various levels to test how the nestedness methods handle noise. The size of the synthetic matrices is $100 \times 100$, which is a typical size for an ecological dataset.


Figure 5.2: Examples of noisy datasets on Rocky Mountain mammals. On the left (a) is the original data PA86]; in the middle (b) is the data with $\ell=$ 0.32 symmetric noise; on the right (c) is the data with $h=0.70$ asymmetric noise. All matrices share the same row and column ordering, which shows how the true underlying nested pattern appears as noisy data.

### 5.3 Results

The following sections show the experimental results for Rasch, Rocky Mountain mammals, and synthetic datasets. The Rasch experiment tests whether the methods are able to detect non-nestedness, and the others test how well the methods recognize underlying nestedness. There are major differences in the behavior of nestedness measures and null models.

### 5.3.1 Results on Rasch data

In the Rasch experiment the datasets are assumed non-nested. We generated 100 Rasch matrices and randomized each one of them 100 times with a null model, yielding 10,000 samples. Figure 5.1 displays examples of randomized Rasch matrices, and Table 5.1 shows the results of the Rasch experiment. The generated datasets are considered significantly nested by each measure for the null models Fill, Bascompte and RO, implying that Type I errors are frequent. Swaps and Contin correctly identify Rasch matrices as non-nested, whereas the matrices are considered less nested than expected by R2. Using R1 gives both nested and non-nested results, depending on the measure used. Of the measures, Discrepancy, Hamming, and Nodf behave in a similar fashion, all having good performance.

|  | R0 |  | R1 |  | R2 |  | Contin |  | Swaps |  | Fill |  | Basc |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | $p$ | I | $p$ | I | $p$ | I | $p$ | I | $p$ | I | $p$ | I | $p$ |
| NO | . 90 | . 00 | 1.00 | . 55 | 1.20 | 1.00 | 1.03 | . 85 | 1.04 | 0.90 | . 74 | . 00 | . 78 | . 00 |
| N1 | . 96 | . 00 | 0.98 | . 03 | 1.04 | 0.99 | 1.03 | . 88 | 0.98 | 0.05 | . 93 | . 00 | . 94 | . 01 |
| Disc | . 73 | . 00 | 0.93 | . 00 | 1.21 | 1.00 | 1.03 | . 92 | 0.99 | 0.31 | . 65 | . 00 | . 73 | . 00 |
| Hamming | . 78 | . 00 | 0.94 | . 00 | 1.18 | 1.00 | 1.03 | . 92 | 0.98 | 0.04 | . 72 | . 00 | . 75 | . 00 |
| Temp | . 50 | . 00 | 0.90 | . 00 | 1.29 | 1.00 | 1.01 | . 59 | 1.04 | 0.97 | . 34 | . 00 | . 47 | . 00 |
| Nodf | . 83 | . 00 | 0.97 | . 11 | 1.18 | 1.00 | 1.02 | . 96 | 1.02 | 1.00 | . 74 | . 00 | . 81 | . 00 |

Table 5.1: Displayed are the nestedness intensities $I(A, N, R)$ and significance values $p(A, N, R)$ for measures and null models on the Rasch data. The expected intensity is close to 1 , which translates into non-nestedness.

### 5.3.2 Results on Rocky Mountain data

The results of adding symmetric noise to the Rocky Mountain data are shown in Table 5.2. The datasets should be considered nested up to some noise level, and in general, the null models tend to follow the ordering: Fill, Bascompte, R0, R1, Contin, and R2, meaning that the $p$-value and the nestedness intensity increase when moving from one model to the next in
this ordering. Fill is the most lenient, in that it treats some datasets as nested when the other null models do not.

Null model Swaps suggests that the Rocky Mountain data is not significantly nested at any symmetric noise level with most methods, which is counter-intuitive. It is known that Swaps cannot distinguish a fully random data from a fully nested one, but this experiment shows that the underlying nestedness can be almost completely missed, regardless of noise level. Only with Hamming is Swaps able to recognize significant nestedness consistently, although nestedness intensity is identified as weak.

At noise level $\ell=0.32$, as displayed in Figure 5.2 (b), the results show large differences between the null models: Fill and R0 consider the data still very nested for Discrepancy, Hamming, Nodf, and Temperature, while R2 considers the data anti-nested. Null model R1 together with measures NO and N1 yield non-nested results already around $\ell=0.08$, whereas all other measures require a noise level between $\ell=0.16$ and $\ell=0.32$ to reject nestedness, which is more reasonable.

Null model R2 gives a non-nested result already at low noise levels $\ell$, and, as noted, suggests that at noise level $\ell=0.32$ the Rocky Mountain matrices are less nested than on the average. The Contin results lie between those of R1 and R2.

The results for the asymmetric noise model in Table 5.3 follow the same pattern: Fill, Bascompte and R0 are the most lenient null models and R2 is the most conservative. Again, the Swaps method stands out against the other null models. The nestedness measures indicate that when asymmetric noise reaches level $h=0.5$, nestedness has vanished from the data. The exception is Temperature: for R1 and more lenient null models it considers the data nested even at level $h=0.70$, which is intuitively hard to accept, given Figure 5.2 (c).

### 5.3.3 Results on synthetic data

Figures $5.3(\mathrm{a}-\mathrm{g})$ show the results for the synthetic experiment where symmetric noise was applied to fully nested matrices. We expect that the best methods consider the datasets nested up to some noise level.

The behavior of the null models Fill, R0, and Bascompte in Figures $5.3(\mathrm{a}, \mathrm{f}, \mathrm{g})$ resemble each other under symmetric noise. With these models, the measures NO and N1 fail to recognize nestedness (intensity close to 1) even if the noise level remains fairly low ( $\ell<0.04$ ). Measures Discrepancy, Hamming and Temperature, too, have only small differences under these null models, but they recognize nestedness correctly even at relatively high noise levels. Nodf jumps out as a compromise between the two extremes.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  | Nั ભૂ |  | 1010 | $\begin{array}{lllll}1 \\ 1 & 0 & 10 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0\end{array}$ |  | $\begin{array}{ccc} 5 \\ 0 \\ 0 \\ 0 & \infty \\ 0 & \infty \\ 0 & \infty \\ 0 \\ 0 \\ \hline \end{array}$ |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
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|  |  |  |  |  |  |  |
|  | ¢ิ－b oro |  |  | かocoto | กอฺ๙ส |  |
|  | $\xrightarrow{\text { ¢ }}$ | $\stackrel{\circ}{-}$ | $\stackrel{1}{9}$ | $\stackrel{\circ}{\circ}$ | 5 |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
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|  |  |  |  |  |  |  |
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|  |  |  |  |  |  |  |
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Table 5．2：Rocky Mountain data under symmetric noise．Randomization results for the data under various levels $\ell$ of symmetric noise（both 0－to－1 and 1－to－0 errors）．We generated 100 noisy matrices from the original data， and randomized each of them 100 times．The tables shows the associated nestedness intensity，its standard deviation（std），and $p$－value．


Table 5.3: Rocky Mountain data under asymmetric noise. Randomization results for the data under various levels $h$ of asymmetric noise (1-to-0 errors). We generated 100 noisy matrices from the original data, and randomized each of them 100 times. The tables shows the associated nestedness intensity, its standard deviation (std), and $p$-value.


Figure 5.3: Results on synthetic data with symmetric noise (both 0-to-1 and 1-to-0 errors) and different null models. Displayed on the $x$-axis is the level of symmetric noise $\ell$; displayed on the $y$-axis is nestedness intensity. The plotted values are averages over 10,000 values ( 100 noisy matrices and 100 randomizations for each).

As the level of symmetric noise increases, the null models R1, Contin, and R2 begin to suggest weak anti-nestedness with many measures. Furthermore, both measures NO and N1 are prone to Type II errors: the data is seen as non-nested already at low noise levels $(>0.04)$, which makes these measures unreliable.

The most distinctive behavior is that of the Swaps model, as seen in Figure 5.3(e). This model has become increasingly popular in nestedness analyses during the past years. The original fully nested matrix is misclassified as non-nested for all measures (nestedness intensity 1.0) because Swaps cannot randomize fully nested matrices. Still, adding low levels of noise helps Hamming and Discrepancy to reveal underlying nestedness to some extent under Swaps. For the popular Temperature and Nodf measures, however, the results incorrectly suggest anti-nestedness on almost all noise levels. The behavior of measures NO and N1 is erratic, indicating that they should not be used to analyze nestedness when noise is present.

Hamming is more lenient under synthetic noise than other measures. This behavior is indeed desirable, since the underlying original data is known to be fully nested.

Figures 5.4 (a-g) show the results for asymmetric noise (1-to-0 errors) on synthetic matrices that are nested. Many observations from the experiment on symmetric noise hold here, too: similarity of null models Fill, Bascompte, and R0; counter-intuitive results for the Swaps model; the N1 measure is prone to Type II error; and similarity of Hamming and Discrepancy. The main difference is that Nodf follows the behavior of Hamming and Discrepancy fairly closely.

In the experiment with asymmetric noise NO and Temperature are the most lenient measures. This is expected from NO, considering the way it counts 0s. Low levels of noise keep Temperature close to Hamming and Discrepancy, but as the level of noise increases, Temperature becomes more lenient for nestedness, even overly so. In Figures 5.4 (b,d) we observe that Temperature considers the datasets nested even at asymmetric noise level 0.70 when coupled with the most reasonable null models. Thus Temperature is prone to Type I errors, just like in the Rocky Mountain experiment.

Again in Figure 5.4(e) we see the unexpected results for Temperature under the Swaps model. The underlying data, despite noise, is strongly nested, which is captured by NO, Hamming and Discrepancy. The overall graphic nonetheless shows how unreliable the Swaps model is for nestedness analyses with respect to noise. This compromises the use of Swaps, since practically all real-world datasets contain noise.


Figure 5.4: Results on synthetic data with asymmetric noise (1-to-0 errors) and different null models. Displayed on the $x$-axis is the level of asymmetric noise $h$; displayed on the $y$-axis is nestedness intensity. The plotted values are averages over 10,000 values ( 100 noisy matrices and 100 randomizations for each).

### 5.4 Discussion

There is no differentiation between species and sites in the concept of nestedness: a fully nested matrix remains nested even if the matrix is transposed. Thus, a nestedness measure should not be affected by transposition or exchanging the roles of the rows and columns in the matrix. Of all measures presented here, Temperature, Hamming, and Nodf satisfy this desirable property. Likewise, null models should be ignorant of the nature of rows and columns of the matrix. Of the models described here, Fill, Contin, Swaps, and Bascompte indeed have this property. This implies that the nestedness methods that are transposable are also applicable to both biogeographical and interaction data. When analyzing specific datasets, we can develop tailored null models for detecting nested patterns that are generated by specific processes, or to account for different properties of rows and columns [UANG09. This is likely to improve statistical inference, but requires additional data and experts to develop the methods, and is not applicable to other domains.

What is a nested pattern also depends on the application. No single null model is able to address all these aspects of nestedness. A null model should reflect what we expect to see in datasets without nestedness-a deviation from this model (significance) should indicate a notable discovery in the data. The results from earlier studies UG07a show that almost any kind of regularity is enough to make non-nested matrices nested in the eyes of many null models. These null models identify nonrandomness instead of nestedness. In order to distinguish between different nonrandom patterns, specifically designed null models are needed.

The results from the Rasch, Rocky Mountain, and synthetic experiments show that the choice of the measure and null model has a strong effect on the conclusions of nestedness analysis. How should we classify the choices of six measures and seven null models? The measures fall roughly into three categories: the measures NO and N1 have less tolerance for noise than Discrepancy, Hamming, and Temperature; between these groups lies Nodf. The results agree with earlier claims that Temperature may lead to incorrect conclusions about nestedness [FL02, GC06]. The behavior of NO and N1 is also dependent on the type of noise (symmetric or asymmetric noise): N1 is fairly sensitive to asymmetric noise. Because of their proneness to Type II error, using NO and N1 for nestedness analyses is not recommended. This agrees with an earlier study [UG07b] that found NO and N1 to be generally inferior to Discrepancy.

For the null models, the ordering Fill, Bascompte, R0, R1, Contin, R2 characterizes the results quite well: Fill, Bascompte, and R0 consider
most of the datasets to be nested, R1 fewer, and so on, while R2 views only few datasets as nested. This result is understandable, as the set inclusion relation between the collection of random matrices produced by the null models follows approximately the same ordering. To our knowledge, this study is the first to include the Bascompte model in a comparison against other null models. The results show that the results from using this model are as questionable as with Fill, which has poor performance UG07b, Got00. The experimental results indicate that Fill, Bascompte, R0 and R1 are too lenient (prone to Type I error), while R2 is too conservative (Type II error).

We showed that the null model Swaps is counter-intuitive and erratic in nature. It recognizes fully nested matrices as non-nested, and when used together with the Temperature measure it may incorrectly assert nonnestedness or even anti-nestedness. This is in contrast with the current popularity of the method [UANG09], and indicates that the meaningfulness of using Swaps should be re-evaluated. If the Swaps model is used, only noise-tolerant measures, such as Hamming and Discrepancy should be employed. Then Swaps serves as a conservative model, with poor statistical power, as noted earlier UG07b. Since Swaps has poor statistical power and its behavior is hard to predict, we recommend using a more robust null model instead, such as Contin.

The selection of measure and null model still has a lot of impact on the results. The conclusion of the experiments reported here is that Temperature is prone to Type I errors at large levels of asymmetric noise. Also, the behavior of the Swaps model is erratic. To assure more reliable data analysis on real-world data, noise-tolerant null models should be used instead. After a consideration of desirable properties of co-occurrence methods Got00, we conclude that of the methods evaluated here, the use of Contin as the null model and Hamming, Discrepancy, or Nodf as the nestedness measure produces the most robust results. The first two measures have good statistical power, while Nodf could be used as a conservative less powerful measure.

If a data matrix is nested, its rows and columns can be reordered to reveal the pattern, which helps to understand the reasons for nestedness. Apart from the studies involving Temperature, there has not been a lot of discussion about the methods for reordering. In many cases the data matrix is simply ordered by its row sums and column sums. Thus, the errors in the data potentially have an effect on ordering, nestedness results, and further conclusions. Instead of using erroneous data as the basis for reordering, the new measure Hamming seeks a nested pattern that is closest to the data, and reorders the matrix according to that pattern. In fact, sum-based
reordering can be arbitrarily bad when compared to a reordering that is based on the underlying nested pattern [MT07]. It is still an open question whether changing reordering methods has an impact on nestedness analysis on real-world data.

There is still disagreement on what counts as a nested pattern. This is exemplified by the Nodf measure as it uses a different concept of nestedness than the other measures. A matrix that has 1s in a rectangular shape is considered by Nodf even less nested than a fully random matrix, while all other nestedness measures agree on perfect nestedness. In this respect Nodf identifies different patterns than the other measures. In general the differences between the concepts can be seen only in the most extreme cases. Nevertheless, a unified view of nestedness is desirable for further development of nestedness methods, or a clear separation of different nested patterns, based on the processes that produce such patterns.

Besides nestedness, there are other well-established types of structure. The concept of anti-nestedness, that is, situations in which the data is less nested than would be assumed by a null model, has stimulated discussion on the ecological processes that lead to such a pattern [ANGL07]. A null model specifically tailored for anti-nestedness is still needed to reliably detect anti-nestedness. There are (roughly) four types of ecological structures [LIPJ $\left.{ }^{+} 06\right]$ : gradients, compartmented, nested, and combined. Modularity patterns have been shown to co-occur with nestedness [ $\left.\mathrm{FSO}^{+} 10\right]$ in plantpollinator communities. In segmented nestedness [MT07] a dataset consists of several nested patterns; it remains to be seen whether this type of pattern occurs frequently in ecological data. The theoretical properties of segmented nestedness are considered in the next chapter.

## Chapter 6

## Segmented nestedness

In this chapter we study the concept of segmented nestedness, in which binary data consists of several disjoint nested patterns. Recall that nestedness describes patterns in which one is expected to witness a hierarchy or a progressive variation of attributes. If the columns of a dataset can be divided into $k$ nested parts, we say that the data has a $k$-nested pattern. Such a pattern occurs in datasets that have several layers of hierarchical structure, or those that are composites of several smaller data matrices; for example, species may form different nested patterns in different habitats. An example of a $k$-nested matrix is displayed in Figure 6.1.

In what follows, we develop a theoretical background for $k$-nestedness and give computational complexity results for finding such structures in binary matrices. By reduction to the Minimum Path Cover problem, we give an algorithm that recognizes the pattern in a noise-free dataset in polynomial time. If noise is present, finding a closest $k$-nested matrix is an NP-hard problem. We provide heuristic algorithms for studying $k$ nestedness in noisy data. It turns out that the heuristic that employs both singular value decomposition and $k$-means++ methods provides the best results in terms of structure discovery and robustness to noise. Experiments on synthetic data show that the algorithms are noise-tolerant and perform well. In addition, we show how to choose a good number of almost nested blocks $k$ for a data matrix by an MDL model, and how this method gives meaningful results for real-world datasets.

### 6.1 The concept of segmented nestedness

When Mannila and Terzi [MT07] studied nestedness from the viewpoint of data mining, they also introduced a new concept, segmented nestedness,


Figure 6.1: A 3-nested binary matrix. We display the matrix (top), with the three nested submatrices grouped into contiguous columns (middle), and each of the three directly nested submatrices (bottom). Observe that the nested components in general cannot be simultaneously presented as directly nested.
which is the main focus in this chapter. The corresponding pattern, $k$ nestedness, is a reorderable pattern that, unlike other patterns in this thesis, involves partitioning the data.

Segmented nestedness [MT07] is a conceptual extension of nestedness that assumes that a dataset can be partitioned into independently nested parts (Figure 6.1). Consider an $m \times n$ binary matrix $A$. Given a set of columns $S$, we denote by $A[S]$ a submatrix of $A$ that is restricted on columns in $S$.

Definition 6.1 ( $k$-Nested) Given a binary matrix $A$ and a positive integer $k$, we say that $A$ is $k$-nested if there exists a partition $\left\{S_{1}, S_{2}, \ldots, S_{k}\right\}$ of the columns of $A$ so that submatrix $A\left[S_{j}\right]$ is nested for each $j=1,2, \ldots, k$.

Given a partition $\left\{S_{1}, S_{2}, \ldots, S_{k}\right\}$ in Definition 6.1, we say that the partition splits $A$ into the nested submatrices $A\left[S_{j}\right]$. We call these nested submatrices blocks. From the perspective of set interpretations, a $k$-nested pattern can be characterized by $k$ chains of subsets.

If a matrix is $k$-nested, it is also $t$-nested with all $t>k$. In particular, an $m \times n$ matrix is always $n$-nested, since a submatrix with only one column is nested (it cannot contain a switch box). All $k$-nested matrices are also $k$-consecutive.

A perfectly $k$-nested dataset is of course rarely witnessed in practice, for example, due to noise or a more rich structure present in the data. In practice one can hope to discover that the dataset is almost $k$-nested, that is, the distance (say, the Hamming distance) to a perfectly $k$-nested matrix is relatively small. Figure 6.2 illustrates a paleontological dataset partitioned into three blocks that are almost nested.

A related concept of bucket orders [UPGM09] represents a dataset as ordered partitions. This can be seen as a dual problem of $k$-nestedness, which focuses on partitions of orders. In general the emphasis on matrix reordering has been on single global patterns that fill the whole matrix, but the existence of several independent patterns has received relatively little attention, perhaps partly due to the computational challenges involved in the task. Indeed, already in the case for a single pattern $(k=1)$, finding the


Figure 6.2: A paleontological dataset in its original form (top) and partitioned into 3 almost nested blocks whose rows and columns are permuted individually (bottom). Details of the data are given in Section 6.7.2.
minimum number of flips to reach a target pattern can be computationally challenging, as is the case for nestedness.

Another related problem (in the noise-free case) is the $k$-Chain SubGRAPH Cover problem YCM98, in which the task is to determine if the edge set of a given bipartite graph is the union of the edges in $k$ chain graphs. The difference to $k$-nestedness is that the partition is for edges, and several paths may be used to cover all 1 s on a column.

### 6.2 Recognition of $k$-nestedness

In this section we give a polynomial-time algorithm for recognizing a $k$ nested pattern in a noise-free matrix. The problem is as follows.

Problem 6.2 ( $k$-Nestedness Recognition) Given a binary matrix $A$ and a positive integer $k$, find a partition $\left\{S_{1}, S_{2}, \ldots, S_{k}\right\}$ that splits $A$ into nested parts, or determine that no such partition exists.

Given an $m \times n$ binary matrix $A$ as input, we look for the minimum $k \in[n]$ such that $A$ is $k$-nested. The idea for solving $k$-Nestedness Recognition in polynomial time is based on a reduction to Minimum Path Cover (Problem 6.5) in directed graphs that are transitive and acyclic. For basic graph-theoretic terminology we refer to Die10.

For the remainder of this section we assume, without loss of generality, that $A$ has distinct columns. Indeed, we can collapse each class of repeated columns into one representative column, solve for $k$-nestedness, and expand each representative column in the solution.

We construct an acyclic inclusion graph $D=(V, E)$ for $A$ as in Section 4.6. In short, vertices in $V$ represent the columns of $A$ and a directed edge $(i, j) \in E$ indicates that column $C_{i}$ is a superset of $C_{j}$ (when viewing columns as sets). We observe that the graph $D$ is transitive, that is, for all $a, b, c \in V$ it holds that if $(a, b) \in E$ and $(b, c) \in E$, then $(a, c) \in E$. Figure 6.3 shows an example matrix and its acyclic inclusion graph. Later in this section, to denote the vertices or edges that belong to a certain structure, we use functions $V(\cdot)$ and $E(\cdot)$.

Lemma 6.3 (Paths and nested submatrices) $A$ directed path $P$ in $D$ defines a nested submatrix $A[V(P)]$. Conversely, if $A[S]$ is a nested submatrix obtained by restricting $A$ to columns $S \subseteq[n]$, then there exists a directed path $P$ in $D$ with $V(P)=S$.

Proof. Consider a directed path $P$ in $D$ with vertices $V(P)=\left\{j_{1}, j_{2}, \ldots, j_{p}\right\}$ and edges $E(P)=\left\{\left(j_{t}, j_{t+1}\right): t=1,2, \ldots, p-1\right\}$. We observe that


Figure 6.3: A 3-nested matrix with nine columns and its acyclic inclusion graph (with transitive edges omitted). Three paths are needed to cover all the vertices.
$C_{j_{1}} \supseteq C_{j_{2}} \supseteq \cdots \supseteq C_{j_{p}}$ and hence $A[V(P)]$ is nested. Conversely, let $A[S]$ be a nested submatrix of $A$ with $|S|=p$. Because $A[S]$ is nested, there exists a bijection $g:[p] \rightarrow S$ such that $C_{g(1)} \supseteq C_{g(2)} \supseteq \cdots \supseteq C_{g(p)}$. It follows that $(g(t), g(t+1)) \in E(D)$ for each $t=1,2, \ldots, p-1$. In particular, these $p-1$ edges form the edge set of a directed path $P$ with vertex set $S$ in $D$.

Lemma 6.4 (Paths and $k$-nestedness) The matrix $A$ is $k$-nested if and only if there exist $k$ directed paths $P_{1}, P_{2}, \ldots, P_{k}$ in $D$ such that $V(D)=$ $\cup_{i=1}^{k} V\left(P_{i}\right)$.

Proof. It follows immediately from Definition 6.1 and the previous lemma that $A$ is $k$-nested if and only if there exist $k$ directed paths $P_{1}, P_{2}, \ldots, P_{k}$ in $D$ such that (a) $V(D)=\cup_{i=1}^{k} V\left(P_{i}\right)$ and (b) for all $1 \leq i<j \leq k$ it holds that $V\left(P_{i}\right) \cap V\left(P_{j}\right)=\emptyset$. In particular, it suffices to show that the requirement (b) is redundant. Put otherwise, we must show that if there exists a collection of paths in $D$ that satisfies (a), then there exists a collection of paths in $D$ that satisfies both (a) and (b). It turns out that this follows from the transitivity of $D$.

Let $P_{1}, P_{2}, \ldots, P_{k}$ be a collection of paths that satisfies the condition (a). For technical convenience, let us allow empty paths; that is, $V\left(P_{i}\right)=\emptyset$ may hold. Now suppose that $V\left(P_{i}\right) \cap V\left(P_{j}\right) \neq \emptyset$ holds for some $1 \leq i \neq j \leq k$. That is, there exists a vertex $v \in V\left(P_{i}\right) \cap V\left(P_{j}\right)$. Let us delete $v$ from $P_{i}$ as follows. If $v$ either starts or ends the path, we delete $v$ and the only (if any) incident edge with $v$ from $P_{i}$. Otherwise $v$ is an internal vertex, with incident edges $(u, v)$ and $(v, w)$ in $P_{i}$ with some $u, w \in V(D)$. By transitivity of $D$, also edge $(u, w)$ exists in $D$. We delete $v$ and its edges from $P_{i}$, and add edge $(u, w)$ to the path. After $v$ has been removed, $P_{i}$ is still a path, but it may be empty. By deleting vertices in this way from the paths, until no such deletions can be made, we obtain a collection of paths $P_{1}, P_{2}, \ldots, P_{k}$ (some of which may be empty) that meet both (a) and (b).

Suppose there are $t$ empty paths. The $(k-t)$ nonempty paths still form a path cover, which implies that $A$ is $(k-t)$-nested, and also $k$-nested.

We are ready to restate $k$-Nestedness Recognition in the language of directed graphs, given an inclusion graph $D$.

Problem 6.5 (Minimum Path Cover) Given a directed graph $D=(V, E)$ as input, find directed paths $P_{1}, P_{2}, \ldots, P_{k}$ in $D$ such that $V=\cup_{i=1}^{k} V\left(P_{i}\right)$ and $k$ is minimum.

Minimum Path Cover in transitive acyclic directed graphs can be transformed [NH79] into a Minimum Flow or a Maximum Matching problem, for which efficient polynomial-time algorithms are known Gal86. The idea is to find the maximum independent set of vertices (that is, a maximum antichain in the set of columns partially ordered by the subset relation), which, by Dilworth's Theorem Dil50, has a size equal to that of a minimum path cover. In the context of sets this gives the minimum size chain-partition Mie05, Ch. 5.2]; in the context of nestedness it is a maximum set of columns where each pair of columns forms a switch box. Since constructing the directed graph $D$ takes $\mathcal{O}\left(m n^{2}\right)$ time, which includes subset checks between all column pairs, we have a polynomial-time algorithm for checking whether a binary matrix is $k$-nested.

### 6.3 Distance to $k$-nestedness

As seen in the paleontological dataset (Figure 6.2), noise leaves no room for a perfect $k$-nested pattern. We can, however, address the problem of detecting almost $k$-nested patterns. We next consider the problem of finding a closest $k$-nested matrix for a given matrix, which turns out to be NP-hard in the general case.

Problem 6.6 (Closest $k$-Nested) Given a binary matrix A, a nonnegative weight matrix $W$, and a positive integer $k$, find a binary matrix $B$ that is $k$-nested and minimizes the distance $d_{W}(A, B)$.

We will first describe a family of binary matrices where we have control over the distance to a nested matrix. After that we establish NP-hardness on the Closest $k$-Nested problem by showing that $d_{\mathrm{H}}$-Closest $k$-Nested is NP-hard, via a reduction from a relaxation of the Vertex Cover problem.


Figure 6.4: Stars (top) and daisies (bottom) that have at least one edge.

Let us start by studying two families of undirected graphs, the stars and daisies as in Figure 6.4. Throughout this section we assume that all graphs are undirected, loopless (that is, no edge joins a vertex to itself) and simple (that is, no two edges have the same end points).

A center of a star or a daisy is a vertex of maximum degree. Note that a center need not be unique if the number of edges is small (at most 1 edge for stars and at most 3 for daisies).

For an undirected graph $G$ with $n$ vertices and $s$ edges, denote by $N(G)$ the incidence matrix of $G$. That is, $N(G)$ is the $n \times s$ binary matrix with vertices as rows and edges as columns such that the entry at row $i$, column $j$ is 1 if and only if the vertex $i$ and edge $j$ are incident in $G$. Because of our assumptions (all graphs are simple and loopless), every column of $N(G)$ has exactly two 1 s and there are no repeated columns. As an example, we show the incidence matrix of the 3 -edge star and the 4 -edge daisy:

$$
\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The following lemmas analyze the Hamming distance of certain incidence matrices to a nested matrix.

Lemma 6.7 (Nested distance from a star) The incidence matrix of an $s$-edge star has Hamming distance $s-1$ to a closest nested matrix.

Proof. We can always permute the rows and columns of the incidence matrix of an $s$-edge star so that the first row is full of 1 s and the rest of the rows $2, \ldots, s+1$ form an $s \times s$ identity matrix.

We need at least $s-1$ flips to reach nestedness: In the identity matrix each pair of columns forms a switch box. If less than $s-1$ flips are made, then at least two columns are left intact, and they still form a switch box.

In fact, $s-1$ flips are sufficient: Flip all 1 s in the identity matrix except one. After these $s-1$ flips, switch boxes no longer exist.

Lemma 6.8 (Nested distance from a daisy) The incidence matrix of an s-edge daisy has Hamming distance $s-1$ to a closest nested matrix.

Proof. Consider the $s=3$ case below.

$$
\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right]
$$

There are two disjoint switch boxes, so one flip is not enough but two flips suffices (the top-right entry and first entry on the second row).

For $s \geq 4$, the incidence matrix of an $s$-edge daisy consists of the following: an incidence matrix of a $(s-1)$-edge star, a non-central column corresponding to the edge not incident to the center vertex, and a row that stands for the vertex not belonging to the star.

We need at least $s-1$ flips to reach nestedness: The $(s-1) \times(s-1)$ identity matrix within the star takes exactly $s-2$ flips. The non-central column and the row corresponding to the center-vertex still form a switch box, so more than $s-2$ flips are needed.

In fact, $s-1$ flips are sufficient: Denote by $e$ the edge that connects the center of the daisy to the vertex with degree 2. Make $s-2$ flips in the identity matrix, namely, flip all 1 s but on the column that corresponds to the edge $e$. This removes all switch boxes within the identity matrix. All remaining switch boxes involve the row that corresponds to the center of the daisy, and we need to flip the only 0 on this row. We observe that for $s-1=3$ we arrive at the following nested matrix, up to permutation of the rows and columns; the bold entries have been flipped.

$$
\left[\begin{array}{llll}
1 & 1 & 1 & \mathbf{1} \\
\mathbf{0} & 0 & 0 & 0 \\
0 & \mathbf{0} & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Lemma 6.9 (Nested distance from a triangle-free graph) Let $G$ be a triangle-free loopless simple graph with $s \geq 1$ edges. Then the incidence matrix of $G$ has Hamming distance at least $s-1$ to a closest nested matrix, with equality if and only if $G$ is a daisy or a star.

Proof. Let $G$ be a triangle-free loopless simple graph with $s$ edges. We proceed by induction on $s$. The base cases $s=1,2$ (1-edge star, 2-edge star, two disjoint edges) are immediate. In particular, observe that a graph with two disjoint edges requires two flips to eliminate the switch boxes. Indeed, up to permutation of the rows and columns, there are three ways $F_{1}, F_{2}$, and $F_{3}$ to eliminate the switch boxes with two flips:

$$
\left.\left[\begin{array}{cc}
1 & F_{1} \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right] \leadsto\left[\begin{array}{c}
F_{2} \\
{\left[\begin{array}{ll}
\mathbf{0} & 0 \\
\mathbf{0} & 0 \\
0 & 1 \\
0 & 1
\end{array}\right]}
\end{array}\right) \quad \begin{array}{cc}
F_{3} \\
{\left[\begin{array}{ll}
1 & 0 \\
1 & 0 \\
\mathbf{1} & 1 \\
\mathbf{1} & 1
\end{array}\right]}
\end{array}, \quad \begin{array}{cc}
\mathbf{0} & 0 \\
1 & \mathbf{1} \\
0 & 1 \\
0 & 1
\end{array}\right] .
$$

So suppose that $s \geq 3$. Because $G$ is triangle-free it follows that either $G$ is a star (in which case the claim follows by Lemma 6.7) or $G$ must contain two disjoint edges. We thus obtain a partition of the edges of $G$ into two parts, a subgraph $D$ with two disjoint edges and a subgraph $H$ with $s-2$ edges. By the induction hypothesis we know that at least $s-3$ flips are required to eliminate all switch boxes in $N(H)$, with equality if and only if $H$ is a daisy or a star. Two more flips are required to eliminate the switch boxes in $N(D)$, so at least $s-1$ flips are required.

Suppose that exactly $s-1$ flips are required. We must flip twice in $N(D)$, so exactly one of the $s-2$ columns in $N(H)$ must remain intact after the $s-3$ flips. Indeed, if at least two columns remain intact, these two edges define at least one switch box. Thus, $N(H)$ contains one intact column and $s-3$ columns with exactly one flip on them.

Suppose $N(D)$ has been flipped as $F_{1}$. Regardless of the positions of two 1 s in the intact column, we see that it is either a copy of an edge in $F_{1}$ or it forms a switch box with the second column of $F_{1}$. Therefore the flips in $F_{1}$ cannot occur. The same holds for $F_{2}$.

Suppose $N(D)$ has been flipped as $F_{3}$. Up to the permutation of the third and fourth rows, there is exactly one way to insert an intact column without introducing a switch box, namely

$$
\left[\begin{array}{ll|l}
\mathbf{0} & 0 & 0 \\
1 & \mathbf{1} & 1 \\
0 & 1 & 1 \\
0 & 1 & 0 \\
\hline 0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Now, each of the remaining $s-3$ columns have one flipped entry; that is, the number of 1 s in these columns is one or three. If the second row does
not contain a 1 in each of these columns, we obtain a switch box because of the first column. Thus in what follows we assume that the second row always contains a 1 in the remaining columns.

Suppose first that the 1 in the second row is the result of a flip. Then the column has three 1 s and we are in one of the six cases:

$$
\left[\begin{array}{ll|l|llllll}
\mathbf{0} & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & \mathbf{1} & 1 & \mathbf{1} & \mathbf{1} & \mathbf{1} & \mathbf{1} & \mathbf{1} & \mathbf{1} \\
0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

The first case cannot occur because the edge joining the first and third row would complete a triangle with the intact column and the first column. The second case completes a switch box with the intact column. The third case repeats the second column. The last three cases each complete a switch box with the first three columns.

It follows that the 1 in the second row is not the result of a flip. We thus have that $G$ is a daisy since all but the second column share the vertex that corresponds to the second row, and the second column shares a vertex with the intact column. Lemma 6.8 completes the proof.

Problem 6.10 (Minimum Daisy/Star Covering) Given an undirected graph $G$ and a nonnegative integer $k$ as input, determine whether the edges of $G$ can be covered with at most $k$ subgraphs of $G$, each of which is a daisy or a star.

We observe that this problem is a relaxation of the classical Vertex Cover problem, which insists on a covering with stars only.

Theorem 6.11 (Covering is NP-complete) Minimum Daisy/Star Covering is NP-complete when restricted to triangle-free graphs.

Proof. The problem is in NP because a given covering with daisies/stars can be checked in polynomial time. We reduce from 3SAT to establish completeness. Suppose we are given as input an instance of 3SAT with $v$ variables and $c$ clauses of length 3 , such that each variable occurs in at least one clause. We construct a triangle-free graph with $3 v+c(5+2(2(v+2 c)+1))$ vertices and $2 v+c(9+2(2(v+2 c)+1))$ edges that has a covering with $v+2 c$ daisies/stars if and only if the 3SAT instance is satisfiable.

For each clause in the 3SAT instance, we introduce the following gadget that consists of $5+2(2(v+2 c)+1)$ vertices and $9+2(2(v+2 c)+1)$ edges; in the bottom row there are two groups of $2(v+2 c)+1$ vertices each.


Observe that all the black solid edges (and at most two of the dashed blue edges) in this gadget can be covered with two disjoint daisies/stars. In particular, those two must have their centers at the gray vertices. Indeed, if we do not use two daisies/stars centered at the gray vertices, we require at least $v+2 c+1$ daisies/stars to cover the black edges.

For each variable $x$ in the 3SAT instance, introduce the following variable gadget that consists of 3 vertices and 2 edges (dashed blue edges not included).


Join each clause gadget via the dashed blue edges to the 3 vertices in the variable gadgets that correspond to the 3 literals in the clause.

Observe that if we use $2 c$ daisies/stars to cover the clause gadgets (which we must do if we want to use at most $v+2 c$ daisies/stars), then at least $v$ daisies/stars are required to cover the variable gadgets, one for each gadget. Without loss of generality we may assume that such a daisy/star is a daisy and is centered at one of the literal vertices $(x$ or $\neg x)$ and covers all the dashed blue edges incident to the vertex. Here we apply our assumption that every variable occurs in at least one clause; that is, each variable gadget is incident to at least one dashed blue edge.

We now claim that a daisy cover of size $v+2 c$ exists if and only if the 3SAT instance is satisfiable. In the "if" direction, use a satisfying assignment to cover the variable gadgets with daisies so that each satisfied literal is the center of a daisy. Since each clause contains at least one satisfied literal, the corresponding dashed blue edge is covered by the daisy centered at the variable gadget, and the remaining at most two dashed blue edges can be covered with the daisies/stars in the clause gadget. Moreover, the daisies/stars in the cover can be taken to be pairwise disjoint. In the "only if" direction, use the centers of the daisies covering the variable gadgets to reconstruct a satisfying truth assignment.

From the proof of the previous theorem we observe that the problem remains NP-complete if instead of a cover we ask for a partition of the edges into daisies/stars.

Theorem 6.12 ( $k$-Nestedness and graph covering) Let $G$ be a simple loopless triangle-free graph with $n$ vertices and $s$ edges. Then $G$ has a partition into $k$ daisies/stars if and only if the minimum Hamming distance from $N(G)$ to a $k$-nested binary matrix at most $s-k$.

Proof. Let us abbreviate $N=N(G)$. We start with the "only if" direction. Consider a daisy/star partition $S_{1}, S_{2}, \ldots, S_{k}$ of $G$. Denote by $s_{i}$ the number of edges in $S_{i}, i=1,2, \ldots, k$. Consider the $n \times s_{i}$ submatrix $N\left[S_{i}\right]$ obtained by restricting $N$ to columns $S_{i}$. From Lemma 6.9we have that the minimum Hamming distance from $N\left[S_{i}\right]$ to a nested matrix is exactly $s_{i}-1$. It follows that the minimum Hamming distance from $N$ to a $k$-nested matrix is at most $\sum_{i=1}^{k}\left(s_{i}-1\right)=s-k$.

We continue with the "if" direction. Let $B$ be a $k$-nested binary matrix at Hamming distance at most $s-k$ from $N$, and let $S_{1}, S_{2}, \ldots, S_{k}$ be a partition of the columns that splits $B$ into nested submatrices. Let $s_{i}=\left|S_{i}\right|$ for $i=1,2, \ldots, k$ and observe that $\sum_{i=1}^{k} s_{i}=s$. Let $d_{i}=d_{\mathrm{H}}\left(N\left[S_{i}\right], B\left[S_{i}\right]\right)$. By assumption we have $\sum_{i=1}^{k} d_{i} \leq s-k$. For each $i=1,2, \ldots, k$, the submatrix $N\left[S_{i}\right]$ meets the conditions of Lemma 6.9, and hence $d_{i} \geq s_{i}-1$, with equality if and only if $S_{i}$ is either a daisy or a star. It follows that $d_{i}=s_{i}-1$ and that $S_{i}$ is either a daisy or a star.

It follows from Theorems 6.11 and 6.12 that, given positive integers $k, d$ and a binary matrix $A$ as input, it is an NP-complete problem to decide whether the minimum Hamming distance from $A$ to a $k$-nested matrix is at most $d$. Consequently, Closest $k$-Nested is NP-hard.

### 6.4 Heuristic algorithms for closest $k$-nested

Given that Closest $k$-Nested is NP-hard, it is unlikely that an exact polynomial-time algorithm exists for the problem. This section investigates heuristic algorithms that, given a binary matrix $A$, a nonnegative weight matrix $W$, and an integer $k$ as input, find a $k$-nested matrix $\widehat{B}$ such that the distance $d_{W}(A, \widehat{B})$ is relatively small.

Our focus is on algorithms that attempt to find a partition for the columns of $A$ into $k$ sets such that each induced submatrix $A_{1}, A_{2}, \ldots, A_{k}$ is almost nested. Since no polynomial-time algorithm is known for computing the distance from a given $A_{i}$ to nestedness, we approximate the distance with the GreedyNested method (Algorithm 11). Thus we arrive from each $A_{i}$ to a nested matrix $\widehat{B}_{i}$, and obtain an upper bound to $d_{W}\left(A_{i}, B_{i}\right)$ by keeping track of the flips. Given a partition of columns, we use $\sum_{i=1}^{k} d_{W}\left(A_{i}, \widehat{B}_{i}\right)$ as an upper bound for the minimum distance from $A$ to a $k$-nested matrix.

We study three types of algorithms. First, the Mannila-Terzi algorithm relies on hierarchical refinement of the partition of columns based on spectral ordering. Second, we introduce two novel techniques, SVD- $k$-Baseline and SVD- $k$-Sim, which are based on computing a singular value decomposition (SVD) of the input data. Third, $k$-Cut and AgglomerativeClustering use a weighting on columns-pairs, which is the number of switch boxes generated by having the two columns in the same matrix.

Mannila-Terzi. The first algorithm for Closest $k$-Nested was proposed by Mannila and Terzi [MT07, Partition], in which spectral ordering vL07] is used on a graph that represents the similarities between columns. The method is hierarchical: it starts with all columns in a single set, and in each step it splits one set into two and continues until the partition has $k$ sets. We employ the variant with the inclusion similarity measure.

In its original form, the Mannila-Terzi algorithm invokes a greedy method LocalMoves afterwards to fine-tune the partition. We did not include this time-consuming method in the experiments, as it provides only minor improvements to the best algorithms.

SVD- $k$-Baseline. We recall that the singular value decomposition (SVD) decomposes a real-valued matrix $M$ into a product of three real matrices $M=U \Sigma V^{T}$ where $\Sigma$ is a diagonal matrix and $U$ and $V$ are unitary matrices; that is, $U U^{T}=V V^{T}=I$, where $I$ is the identity matrix.

In the SVD- $k$-Baseline algorithm, given a binary matrix $A$ and the number of nested blocks $k$ as input, we run SVD on $A$ and choose from $V$ the first $k$ columns that correspond with the $k$ largest singular values in $\Sigma$. These vectors form the basis of a $k$-dimensional Euclidean space. We project the columns of $A$ into this space and run the $k$-means++ clustering algorithm AV07], which gives us a partition of the columns.

Figure 6.5 displays the columns of a 3-nested matrix projected into a Euclidean space. We observe that the SVD apparently separates the nested blocks from each other, which enables one to find a good partition.

SVD- $k$-Sim. The $k$-means++ clustering assumes that the data points follow approximately a mixture of Gaussian distributions, but the chains seen in Figure 6.5 do not have this property. To improve on the results of SVD- $k$-Baseline, we run SVD on a derived subset-similarity matrix instead of $A$ directly. This produces more Gaussian-like concentrations of points.

We construct an $n \times n$ subset-similarity matrix as follows. Given an $m \times n$ binary matrix, we compare each pair of columns $(i, j)$ and their cor-


Figure 6.5: The columns of a 3-nested matrix $A$ projected into a 3dimensional Euclidean space. The basis vectors are the first three columns in the $V$ matrix from the SVD of $A$. The observed three chains correspond to the nested blocks in $A$. The chains intersect roughly at two points, which correspond to columns that are full of 1 s and full of 0 s .
responding sets, $C_{i}$ and $C_{j}$, to see how likely they belong to the same nested structure. Suppose the 1s in the columns were independent and uniformly distributed. Then the number of common 1s between the columns $i$ and $j$, denoted by $X$, would be distributed as $X \sim \operatorname{Hypergeom}\left(m,\left|C_{i}\right|,\left|C_{j}\right|\right)$, for which expectation $\mathrm{E}(X)$ and variance $\operatorname{Var}(X)$ are known. Denote by $\left|C_{i} \cap C_{j}\right|$ the actual number of common 1s between the columns $i$ and $j$. The symmetric subset-similarity measure is defined as

$$
\operatorname{sim}(i, j)=\frac{1}{1+\exp \left(-\frac{\left|C_{i} \cap C_{j}\right|-\mathrm{E}(X)}{\operatorname{Var}(X)}\right)}
$$

Values in $[0,0.5)$ indicate that similarity is less than randomly expected, whereas values in $(0.5,1]$ indicate greater similarity. A logistic function was chosen as the basis of the measure because the range of values is $[0,1]$ and the mapping is smooth.
$k$-Cut. We recall that a $k$-cut in an undirected graph $G$ is a set of edges whose removal partitions $G$ into $k$ connected components. In the Maximum $k$-CuT problem, we are given (a) an undirected graph $G$, (b) a nonnegative integer weight for each edge of $G$, and (c) a nonnegative integer $k$; the task is to find a $k$-cut with the maximum total weight.

To obtain a heuristic solution to CLOSEST $k$-NESTED, we construct a complete undirected graph $G$ whose vertices represent the columns in the
input matrix $A$. The weight on edge $\left\{c_{1}, c_{2}\right\}$ is their conflict-weight, defined as the number of switch boxes that the two columns form together.

We employ the following greedy algorithm for Maximum $k$-Cut. Start with $k$ empty bins, and insert the vertices of $G$ one by one into the bins so that each vertex $v$ is placed into the bin that has the smallest cost, where the cost is the sum of conflict-weights between $v$ and the vertices already in the bin. We obtain a partition of the columns of $A$ into $k$ sets from the connected components of the $k$-cut produced by the algorithm.

Agglomerative clustering. Agglomerative clustering [Ber02] starts by viewing each column as its own cluster, and then merges a pair of clusters with the smallest distance, continuing until $k$ clusters are left. The clusterdistance between two clusters is either the minimum, the maximum, or the average of all pairwise conflict-weights between the columns of two clusters. We refer to these methods as Agglo-Min, Agglo-Max, and Agglo-Ave.

Benchmark methods. The following two benchmarks are used to assess the performance of the column-partitioning algorithms on synthetic data where an underlying ground-truth is available.

Given the sizes of the underlying nested blocks in synthetic data, method Random returns a partition of the columns with these sizes, selected uniformly at random.

The generative process for $k$-nested synthetic data includes a partition of the columns, which is used as an underlying ground-truth before adding noise. Method Original returns this partition.

### 6.5 Choosing $k$ with MDL

This section studies the problem of choosing the number $k$ of almost nested blocks when the data is noisy and the correct number $k$ is unknown. This problem is analogous to the problem of choosing the number $k$ of clusters in the context of clustering, where techniques such as BIC, MML and MDL are employed to determine a good value of $k$ Ber02, HY01]. Here we develop an approach based on MDL for choosing a good number of nested blocks.

The minimum description length (MDL) principle states that the best model for the data uses as few bits as possible to represent the data. In other words, MDL chooses the model that best compresses the data by exploiting the regularities in the data.

We introduce a model and an associated encoding scheme for binary data that succinctly encodes a $k$-nested structure if such a structure is
present in the data. In other words, our encoding scheme for almost $k$ nested matrices first computes a partition that identifies the almost nested blocks, then constructs nested matrices that are close to these blocks, and finally encodes the $k$-nested structure together with the differences between the nested matrices and the data. The best value of $k$ is the one that gives the minimum encoded length for the data.

Next we describe the nestedness scheme in more detail. To encode an $m \times n$ binary data matrix $A$ using $k=1,2, \ldots, n$ nested blocks, we proceed as follows. First, we encode the dimensions $m$ and $n$ of the matrix with Elias $\delta$-coding [Eli75], which is a universal integer-coding scheme. Then, we encode the number of nested blocks $k$ using $\log _{2} n$ bits. (We adopt the convention of not rounding up the codelengths to integers.) Next we use SVD- $k$-Sim to find a partition of the columns of $A$ into $k$ almost nested blocks, and encode the partition with $n \log _{2} k$ bits.

We then repeat the following operations for each almost nested block $A_{i}$ of $A$ with $i=1,2, \ldots, k$. Let $n_{i}$ be the number of columns in $A_{i}$; the value $n_{i}$ can be recovered from the encoded partition. We run GreedyNested on $A_{i}$ and obtain (a) a matrix $Q_{i}$ that is directly nested; and (b) row and column permutations for $Q_{i}$ such that the permuted matrix is close to $A_{i}$. We encode the permutations using $\log _{2}(m!)+\log _{2}\left(n_{i}!\right)$ bits.

We observe that because $Q_{i}$ is directly nested, its structure can be described compactly by using a staircase path that identifies the boundary between the 1 s and 0 s (see Figure 4.1). It takes $\log _{2}\binom{m+n_{i}}{m}$ bits to encode $Q_{i}$, stemming from the number of different staircase paths (Section 4.1).

To recover $A_{i}$ from the encoded $Q_{i}$ and the row and column permutations, we must also encode the differences between $A_{i}$ and the permuted $Q_{i}$. Observe that we can recover the number of 1 s and 0 s in $Q_{i}$, denoted by $p_{1}$ and $p_{0}$, respectively, from the existing encoding. We encode the number of differences, that is, the number of 1 s in $A_{i}$ where the permuted $Q_{i}$ has 0 s , denoted by $e_{1}$, as well as the number of 0 s that occur in $A_{i}$ but not in the permuted $Q_{i}$, denoted by $e_{0}$. Finally, the positions of all the differences are encoded using $\log _{2}\binom{p_{0}}{e_{1}}+\log _{2}\binom{p_{1}}{e_{0}}$ bits. The total codelength is thus

$$
\begin{align*}
L_{\mathrm{nest}}= & \delta(m)+\delta(n)+\log _{2} n+n \log _{2} k+  \tag{6.1}\\
& +\sum_{i=1}^{k}\left(\log _{2}(m!)+\log _{2}\left(n_{i}!\right)+\log _{2}\binom{m+n_{i}}{m}+\right. \\
& \left.+\log _{2}\left(p_{0}+1\right)+\log _{2}\left(p_{1}+1\right)+\log _{2}\binom{p_{0}}{e_{1}}+\log _{2}\binom{p_{1}}{e_{0}}\right)
\end{align*}
$$

As a baseline encoding scheme - that is, without assuming a nested structure - we employ the following uniform scheme, which encodes the binary matrix as is. First, encode the dimensions $m$ and $n$, again with Elias $\delta$-coding. Then, encode the number of 1 s in the data, $p=0,1, \ldots, m n$, together with the $p$ entries in the matrix out of all $\binom{m n}{p}$ possibilities. The total codelength is

$$
\begin{equation*}
L_{\mathrm{unif}}=\delta(m)+\delta(n)+\log _{2}(m n+1)+\log _{2}\binom{m n}{p} \tag{6.2}
\end{equation*}
$$

### 6.6 Experiments on synthetic data

In the following sections we show how to generate almost $k$-nested synthetic binary data, and how the generative process gives a ground-truth, against which Closest $k$-Nested algorithms can be compared. We then proceed to three tests, in which the algorithms need to recognize existing $k$-nested structure, reconstruct an underlying $k$-nested structure, and reliably find the correct number of nested blocks $k$ for a data matrix.

### 6.6.1 Data generation

We generate an almost $k$-nested dataset $A$ synthetically by first generating a $k$-nested binary matrix and then adding errors to it. The parameters include the number of rows $m$, columns $n$, nested blocks $k$, and the size for each block $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$. Each block $i=1,2, \ldots, k$ is an $m \times n_{i}$ matrix $A_{i}$, where row $r$ has its first $\ell_{i, r}$ entries as 1 s and $\ell_{i, r}$ is a random number from $\left\{0,1, \ldots, n_{i}\right\}$.

We then construct a $k$-nested $m \times n$ matrix $B$ by merging all the blocks together, after which we employ the symmetric and asymmetric error models as presented in Section 2.5. Dataset $A$ is generated by independently flipping the entries in $B$ according to given error probabilities.

### 6.6.2 Distance test

In this test we measure the Hamming distances produced by the Closest $k$ NeSTED algorithms, when the correct $k$ is given but the number of columns in each block is unknown. The smaller the distance, the less the produced matrix deviates from the underlying $k$-nested structure.

For each level of symmetric and asymmetric noise, we generate 30 samples of $150 \times 150$ matrices that are 3-nested with block sizes 25,50 , and 75. We use each algorithm to produce a partition for each dataset, and we
approximate the Hamming distance to a closest 3-nested matrix by using the GreedyNested algorithm on each submatrix induced by the partition.

The results are shown in Figure 6.6, where each data point is an average of 30 samples. We observe that SVD- $k$-Sim has the lowest distances. Furthermore, at low noise levels the distances are roughly the same that the benchmark method Original produces, which suggests SVD- $k$-Sim is nearoptimal. At higher noise levels the partition from SVD- $k$-Sim describes the data even better than Original. At the same time, SVD- $k$-Baseline is close to SVD- $k$-Sim, and Agglo-Max is a bit behind. These three algorithms perform better than Mannila-Terzi, in which a bad early choice of splitting sets in partition might lead to poor results. The $k$-Cut algorithm has the worst performance, which is roughly the same as what a random partition with correct block sizes produces. The plots suggest that the overall behavior of the algorithms remains comparative regardless of noise model (symmetric or asymmetric). Of the three Agglo algorithms presented, we only show the results for Agglo-Max, which is the best of the three.

From now on, we include only SVD- $k$-Sim in further experiments, as it produces the best distances and is reasonably fast in practice.


Figure 6.6: Results of the distance test with symmetric noise (left) and asymmetric noise (right). On the $x$-axes the noise levels are shown: on the left symmetric noise $\operatorname{Pr}(1-$ to- 0$)=\operatorname{Pr}(0$-to- 1$)$; on the right missing data $\operatorname{Pr}(1-$ to- 0$)$. For the latter, the misclassification parameter is fixed to $\operatorname{Pr}(0-$ to -1$)=0.10$. On the $y$-axes are the approximated Hamming distances to closest 3-nested matrices. The plots show how the distances to closest 3-nested matrices change when the noise level increases. The plotted distances are averages of 30 samples.

### 6.6.3 Classification test

In this test we evaluate how well the partition produced by SVD- $k$-Sim matches with the underlying $k$-nested structure. To be more precise, we measure classification accuracy, which is the proportion of columns that a given partition assigns to the same sets as Original. We assume the correct $k$ is given, but the number of columns in each block is unknown.

For each noise level, we generate 50 samples of $r \times 150$ matrices, where the number of rows is $r=6,25,100,400,1,600$, and the matrices are almost 3 -nested with block sizes 25,50 , and 75 . For each dataset we run the SVD- $k$-Sim algorithm and compute the accuracy for its partition. To compare the sets in two partitions correctly, we try all bijections between sets and choose the one that results in maximum accuracy.

The results are displayed in Figure 6.7. The more rows the matrix has, the better accuracy SVD- $k$-Sim achieves. The columns that are full of either 1s or 0s can belong to any nested block. Despite this, SVD-k-Sim has high accuracy, and when the number of rows is low, we see satisfactory results. At high noise levels the underlying $k$-nested structure has vanished, and SVD- $k$-Sim produces partitions that fit better with the noisy data than with the $k$-nested structure that was used to generate the data.


Figure 6.7: Results of the classification accuracy test with symmetric (left) and asymmetric noise (right) for SVD- $k$-Sim. On the $x$-axes are the noise levels: on the left symmetric noise $\operatorname{Pr}(1-$ to- 0$)=\operatorname{Pr}(0-$ to- 1$)$; on the right missing data $\operatorname{Pr}(1-$ to- 0$)$. For the latter, the misclassification parameter is fixed to $\operatorname{Pr}(0$-to- 1$)=0.10$. On the $y$-axes classification accuracies are shown. Each line corresponds to a number of rows $r$, and the average accuracy from 50 samples of $r \times 150$ data matrices are shown for that line. The more rows in the data, the better the accuracy. The expected accuracy of a uniform random partition with correct block sizes is 0.39 .

### 6.6.4 MDL test

In this test we assess the reliability of MDL model selection, that is, test whether MDL is able to retrieve the correct $k$ from synthetic data when we use SVD- $k$-Sim to find a partition and GreedyNested to find nested blocks.

We generate 30 samples of $150 \times 150$ matrices that are $k$-nested. We repeat the generation process for each true value $k=0,1,2, \ldots, 10$, while keeping the sizes of $k$ nested blocks (almost) equal. With parameter $k=0$, we generate data that is uniformly random and has $50 \%$ fill of 1 s . We add symmetric noise to each dataset.

We consider both nestedness and uniform MDL-schemes, and use the GreedyNested method with the Hamming distance. From $k=1,2, \ldots, 20$, we choose the number of blocks that produces the shortest codelength in the nestedness scheme, or 0 in case the uniform scheme has the shortest codelength.

The results of MDL model selection with symmetric noise are shown in Figure 6.8. The general observation is that the method finds the true $k$


Figure 6.8: Results of the MDL test with symmetric noise. Displayed on the $x$-axis are the levels of symmetric noise; on the $y$-axis are the estimated numbers of nested blocks. The legend gives the correct value of $k$ for each line, and plotted values show the number of blocks selected by MDL. Each value is an average from 30 samples. If the uniform encoding scheme is preferred, the number of blocks is zero. Each line is divided into two parts, solid and dotted: the solid part is for noise levels where correct $k$ is recovered reliably, and the dotted part displays the divergent part.
reliably. If each almost nested block consists of only a few columns, or if noise levels are high, finding the correct $k$ is hard. In these situations the MDL method usually favors uniform scheme $k=0$ instead of choosing an incorrect positive value for $k$.

### 6.7 Experiments on real-world data

We next describe two real-world datasets and show that they have an almost $k$-nested structure, as found by the SVD- $k$-Sim method and MDL.

### 6.7.1 Mammals data

The Mammals datase ${ }^{1}$ consists of presence/absence records of European mammals: for 2,179 locations (columns) of size $40 \mathrm{~km} \times 40 \mathrm{~km}$ we have binary information about 124 mammal species (rows). If a mammal has been observed in a location, the corresponding entry has value 1.

We use SVD- $k$-Sim and MDL to analyze whether the locations have a $k$-nested structure. If the uniform MDL scheme produces the shortest codelength, the data is considered non-nested with $k=0$. We opted to use the Hamming distances in GreedyNested.

Figure 6.9 shows a sample partition of locations when MDL selects $k=16$. Geographically coherent areas are revealed without using spatial information, which asks for a detailed ecological investigation. For example, Figure 6.10 shows the submatrices that correspond to almost nested blocks in Western France, Bulgaria and Northern Finland. To our knowledge, the observed nested areas roughly agree with common knowledge about the distribution of mammals, for example with cluster analysis HFEM07.

Because of the randomized nature of the $k$-means++ algorithm, the value of $k$ selected by MDL is not always the same. From the 50 samples of running SVD- $k$-Sim and MDL on the locations, we obtain median 16 and standard deviation 4.7 for the number of blocks. The differences in MDL codelength are typically small with real-world data, and this is the case with values around 16 . We conclude that it is convenient to describe the Mammals data as a composite of $k$ almost nested blocks, but $k$ is not a single number but a range of numbers around 16.

On the other hand, the same methods suggest that the species in the Mammals data are 1-nested. The data is displayed in Figure 6.11, with rows and columns permuted to reveal the nested structure.

[^1]

Figure 6.9: Analyzing nestedness in the Mammals data. We display European locations in their 16-nested form, as selected by MDL. All points that share a color and symbol belong to the same almost nested block. We observe that the partition produces geographically coherent areas without any use of spatial information in the algorithms.


Figure 6.10: Three examples of almost nested blocks in Figure 6.9, from left to right: Western France (225 locations), Bulgaria (89), and Northern Finland (47). The rows are mammals and the columns are locations.


Figure 6.11: Mammals data with its rows and columns permuted to show its nested structure. Rows are mammal species, columns are European locations, and black dots indicate presence.

### 6.7.2 Paleontological data

The Paleontological dataset [For08] has binary information on fossil genera in Europe. There are 124 sites (rows) and 139 genera (columns), and value 1 indicates that a fossil of specific genus has been found on a site, whereas 0 means that it has not been found.

We assume that the data has lots of missing 1s, as is typical for this kind of data, and assign a weight parameter $w=4$, meaning that the weight on a 1-entry (1-to-0 flip) is four times that of a 0-entry (0-to-1 flip). These weights are used in GreedyNested to find nested matrices.

We use SVD- $k$-Sim and MDL to evaluate a good choice of $k$ for genera, and to determine whether an assumption of $k$-nestedness should be discarded (if the uniform scheme has the shortest codelength). The result is that MDL always selects $k=3$; the dataset and its partition into 3 almost nested blocks are shown in Figure 6.2. This corroborates an earlier claim MT07] that the genera are 3-nested.

[^2]
### 6.8 Conclusions and further research

While we have shown that it is an NP-complete problem to decide whether a binary matrix has Hamming distance to $k$-nestedness at most $d$, our experiments suggest that $k$-nestedness can be studied on real-world data with heuristic tools, such as the SVD-based algorithms. In this context we would like to highlight two directions for further research.

First, the possibility of rigorous approximation algorithms for $k$-nestedness should be investigated. Also the computational complexity of $d_{\mathrm{H}}$-ClOSEST Nested is still unknown, which is the same as $d_{\mathrm{H}}$-Closest $k$-NeSted with restriction $k=1$.

Second, we believe that the SVD-based algorithms would benefit from a more detailed analysis. In particular, we would like to highlight Figure 6.5. where the chains are easy to distinguish visually-why do such chains emerge, and what tools could be used to automatically detect such chainlike patterns in the presence of noise?

We have proposed an MDL-based model selection approach to discover $k$-nestedness in practice. In addition to sound performance on synthetic data, the tests on real-world data show that MDL is able to discover meaningful structures, such as geographically coherent European areas based on mammal occurrences, and a 3-nested structure in paleontological data. In this context we observe that MDL discovers a 1-nested structure for the mammal species and a 16-nested structure for the locations in the Mammals data. While a further analysis of the results from an ecological perspective is clearly warranted, it is also of theoretical interest to understand how the (almost) nestedness properties of a matrix and its transpose may interact.

A conceptual extension of nestedness that remains to be studied is laminarity: a collection of sets is a laminar family if any two sets in the collection are either disjoint or one set is a subset of the other.

## Chapter 7

## Bandedness

The concept of bandedness describes patterns in which we witness a variation of overlapping binary attributes. In this chapter we first give the definition of bandedness and outline potential applications where such a pattern may emerge. A theoretical study on bandedness provides combinatorial properties that can be used as the basis of algorithms. We then proceed to the recognition, distance, and permutation problems, and provide both exact and heuristic algorithms for these problems. Finally, we demonstrate the usefulness of the bandedness concept by applying our methods to synthetic datasets and several applications in life sciences: paleontological dataset, mammal dataset, DNA amplification data, and a dataset on phonological features of Finnish dialects.

### 7.1 The concept of bandedness

Informally, a binary matrix is banded if both the rows and columns can be permuted so that the nonzero entries exhibit a staircase pattern of overlapping rows. An illustration of a directly banded matrix is in Figure 7.1, also the matrix on the right in (3.1) (page 24) is directly banded.


Figure 7.1: An example of a directly banded matrix.

Next, we define three types of bandedness that differ in the way how the pattern can be observed: the banded pattern is either observable as is, or we allow a permutation of the rows to bring out the pattern, or we allow permutations on both the rows and columns.

Definition 7.1 (Directly banded) $A n m \times n$ binary matrix is directly banded if
(i) its row vectors are all consecutive (direct C1P),
(ii) $s_{1} \leqslant s_{2} \leqslant \cdots \leqslant s_{m}$, and
(iii) $e_{1} \leqslant e_{2} \leqslant \cdots \leqslant e_{m}$,
where $\left\langle s_{i}, e_{i}\right\rangle$ is the consecutive row vector on the ith row.
Definition 7.2 (Columns-banded) A binary matrix $A$ is columns-banded if there exists a permutation of the rows such that the permuted matrix is directly banded.

Definition 7.3 (Banded) A binary matrix $A$ is banded if there exist permutations of the rows and columns such that the permuted matrix is directly banded.

Perfectly banded matrices are not expected to arise in real-world (noisy) environments. Therefore we study the problem of determining the distance from the original matrix to bandedness. A simple example is shown in Figure 7.2. In its original form the matrix appears less structured, yet when permuted suitably, it displays a high concentration of 1 s in what is an almost banded pattern. Banded submatrices occur when only a subset of attributes belongs to a banded pattern.


Figure 7.2: An example of a binary matrix in its original form (a), and after permuting its rows and columns to uncover an almost banded structure (b).

Related work. The concept of banded matrices has its origins in numerical analysis, where the matrix entries can indicate coefficients of variables. From the computational point of view, working with banded matrices is always preferable: the work load involved in performing certain operations, such as multiplication, falls significantly for banded matrices [CM69], often leading to savings in terms of computation time.

Much research has focused on minimizing the bandwidth of a matrix by applying permutations APÇ04, CM69, Ros68. Roughly, the bandwidth of a binary matrix is the maximum distance of the 1-entries from the main diagonal. Noisy data is still a problem for the bandwidth pattern, as it requires that all 1 s must be close to the diagonal. The approach in this chapter allows some 1s in the banded pattern to deviate from the diagonal.

Finding a banded structure is closely related to biclustering problems MO04 and subspace clustering $\mathrm{MZK}^{+} 09$, PHL04]: the goal is to identify groups of columns and rows that display similar value patterns (for example, similar expression patterns in the case of microarray data). In other words, we interpret the data as a bipartite graph and describe it as a vertexdisjoint union of bicliques (complete bipartite graphs), if possible. Many combinatorial problems have been studied around biclustering. However, in our case the different biclusters (groups of columns and rows with 1s) do not have to be vertex-disjoint.

Our approach can also be seen as a ranking of clusters $\mathrm{BYGL}^{+} 08$ ]. Rather than simply partitioning a network into clusters, in cluster ranking we also order the clusters by their strength. In our problem, the different "clusters" or groups of rows are mapped into a one-dimensional rank provided by the columns of the same matrix. A difference with those approaches is that bandedness is a parameter-free pattern in the sense that we do not need to fix the number of clusters [CL09.

Applications. From the perspective of data analysis, banded structures occur in many applications. For example, banded patterns can be found in network datasets that consist of overlapping communities without cycles $\left[\mathrm{BKG}^{+} 05\right]$. Indeed, the permutations of rows and columns can reveal communities of nodes that are strongly connected in overlapping fashion. Consider the Football dataset [GN02]: a $115 \times 115$ binary matrix that tells us which US college football teams played against each other in year 2000. An almost banded pattern in Figure 7.3(a) reveals teams that frequently play against each other and are geographically close to one another; the data matrix has Hamming distance 534 to the closest directly banded matrix. Apart from the clusters of teams, the overlapping structure is negligible.


Figure 7.3: Almost banded patterns in two network datasets after suitable row and column permutations: Football (a) and Les Misérables (b). These permutations (from a heuristic method) do not establish symmetricity.

Another example comes from the network of characters Knu93 in the novel Les Misérables by Victor Hugo: an almost banded pattern of this $77 \times 77$ matrix displayed in Figure 7.3 (b) shows the coappearence patterns in the novel. The Hamming distance of this dataset to direct bandedness is 201. In both datasets the ordering of the rows and columns reveals clusters that are linked in an overlapping fashion. In Les Misérables data, we also observe characters that appear more independently across the chapters.

Not all network datasets are banded, but still they might contain communities. The notion of a community expresses a group of highly interacting nodes, which is more general. The idea of bandedness is that the locality structure of the communities can be mapped in an overlapping fashion. In general, bandedness conveniently describes linearly overlapping clusters.

For another application, consider the physical mapping problem of the human genome AKNW95. Genome biologists break the genome into pieces (clones) which by recursive breaking can eventually be sequenced together. Unfortunately, the information about the relative positions of clones is lost during the breaking process. The physical mapping process starts with the experimental data from which information about the clone overlaps can be derived. The biological community has invested considerable efforts in the analysis of clone-probe matrices, in order to determine useful properties of both clone and probe orderings AKNW95. In this genetic fingerprinting application, rows would correspond to probes and columns to clones

Banded patterns can also exist in species occurrence data, such as in presence/absence data from paleontology. Rows represent sites and columns represent species. A banded structure signifies an overlapping pattern be-
tween a set of species occurring in a spatially correlated set of sites. Or similarly, consider a dataset of dialect words used in several locations or municipalities, represented by a binary matrix. For this linguistic application a banded pattern provides a possible visualization of the spatial distribution of dialects across the municipalities of a country.

### 7.2 Properties of bandedness

This section studies the definition and combinatorial nature of banded matrices. We also define an intuitive binary relation between the rows which, under a suitable column permutation, will lead to a banded structure. Several results will be exploited later in algorithms.

Consider an $m \times n$ binary matrix $A$. It follows from the definition that bandedness is a hereditary property: submatrices of a banded matrix are also banded. Also, $A$ is banded if and only if its transpose $A^{T}$ is banded.

Direct bandedness has several alternative characterizations. For example, consider in a matrix grid two staircase paths that start from the top-left corner, move only down or right, and end up in the bottom-right corner. Two staircase paths define a directly banded matrix that has 1 s on entries that fall between these paths. Each directly banded matrix corresponds to such a pair of paths. We get a lower and upper bound for the number of directly banded $m \times n$ matrices by counting how many staircase paths there are. The lower bound $\binom{m+n}{m}$ comes from restricting to one path only, and upper bound $\binom{m+n}{m}^{2}$ comes from two independent paths. The latter is an upper bound, because for some directly banded matrices there are more than one suitable pair of staircase paths, since the paths may cross.

Also, recall the Definition 2.6 of zero-partitionable matrices. A matrix is directly banded if and only if its 0 s can be labeled with $R$ or $C$ so that (a) all entries above and to the right from an $R$-entry are $R \mathrm{~s}$, and (b) all entries below and to the left from a $C$-entry are $C$ s Wes98.

The adjacency matrices of certain interval graphs have a banded pattern, known as monotone consecutive arrangement in graph theory. The details of this connection were already covered in Section 2.4.

We observe that every columns-banded matrix has direct C1P (Definition 3.4), but the matrix is not necessarily directly banded under the current permutation of the rows. Also, each banded matrix has SC1P, but the converse does not hold. For example, consider the following matrices $F_{1}$ and $F_{2}$ : both of them have direct SC 1 P , but neither is banded.

$$
\left.\right], \quad\left[\begin{array}{llll}
1 & 1 & 0 & 0  \tag{7.1}\\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right]
$$

In fact, we can separate the family of banded matrices from both zeropartitionable matrices and SC1P matrices by using characterizations by forbidden submatrices.

Theorem 7.4 (Bandedness and zero-partitionability [LSW97]) If a binary matrix $A$ is zero-partitionable, then $A$ is banded if and only if it does not contain $F_{1}, F_{1}^{T}, F_{2}, F_{2}^{T}, F_{3}$, or $F_{3}^{T}$ as a submatrix, as in (7.1).

Theorem 7.5 (Bandedness and SC1P [LSW97]) If a binary matrix $A$ has SC1P, then $A$ is banded if and only if it does not contain $F_{1}, F_{1}^{T}, F_{2}$, or $F_{2}^{T}$ as a submatrix, as in 7.1.

Even if a matrix is banded, all column permutations that establish direct C1P will not lead to an overlapping sequence of rows. For an example, the following matrix in $(7.2$ ) has direct SC1P but it is not columns-banded (the last column should be placed first).

$$
\left[\begin{array}{llll}
0 & 0 & 0 & 1  \tag{7.2}\\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

Next we characterize exactly the relation of columns-banded matrices with C1P matrices. This will be possible via the following binary relation between rows that are not zero vectors.

Definition 7.6 (Proper consecutive inclusion) Let $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle$ be two consecutive vectors. We say that $\mathbf{r}_{j}$ is properly included in $\mathbf{r}_{i}$, denoted by $\mathbf{r}_{j} \prec \mathbf{r}_{i}$, if and only if both vectors are nonzero and $s_{i}<s_{j}$ and $e_{j}<e_{i}$. We write $\mathbf{r}_{j} \frown \mathbf{r}_{i}$ to indicate that $\mathbf{r}_{j} \nprec \mathbf{r}_{i}$ and $\mathbf{r}_{i} \nprec \mathbf{r}_{j}$.

As an example, the third row of the matrix in (7.2) is properly included in the second row. The rows of a directly C1P matrix $A$ form a Sperner family of consecutive rows if the row vectors have $\mathbf{r}_{i} \frown \mathbf{r}_{j}$ for all rows $i$ and $j$. The following result follows directly from Definition 7.6.

Lemma 7.7 For two consecutive nonzero row vectors $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=$ $\left\langle s_{j}, e_{j}\right\rangle$ we have $\mathbf{r}_{j} \frown \mathbf{r}_{i}$ if and only if at least one of the following holds: (1) $s_{i}=s_{j}$, (2) $e_{i}=e_{j}$, (3) $s_{i}<s_{j} \wedge e_{i}<e_{j}$, or (4) $s_{j}<s_{i} \wedge e_{j}<e_{i}$.

## Proof. We have

$$
\begin{aligned}
\mathbf{r}_{j} \frown \mathbf{r}_{i} & \Leftrightarrow \mathbf{r}_{j} \nprec \mathbf{r}_{i} \wedge \mathbf{r}_{i} \nprec \mathbf{r}_{j} \\
& \Leftrightarrow \neg\left(s_{i}<s_{j} \wedge e_{j}<e_{i}\right) \wedge \neg\left(s_{j}<s_{i} \wedge e_{i}<e_{j}\right) \\
& \Leftrightarrow\left(s_{j} \leqslant s_{i} \vee e_{i} \leqslant e_{j}\right) \wedge\left(s_{i} \leqslant s_{j} \vee e_{j} \leqslant e_{i}\right) \\
& \Leftrightarrow\left(s_{i}=s_{j}\right) \vee\left(e_{i}=e_{j}\right) \vee\left(s_{i}<s_{j} \wedge e_{i}<e_{j}\right) \vee\left(s_{j}<s_{i} \wedge e_{j}<e_{i}\right) .
\end{aligned}
$$

This Sperner property on the family of consecutive rows can be seen as a restricted version of the Sperner property ${ }^{1}$ on the family of row sets: even if two rows $i, j$ in a directly C1P matrix $A$ have a proper subset relation $R_{i} \subset R_{j}$ for their set interpretations, the row $j$ does not necessarily properly contain the row $i$, that is, $\mathbf{r}_{i} \nprec \mathbf{r}_{j}$ may hold. This depends on the column permutation of the directly C1P matrix $A$, which, in the end, determines the starting and ending positions of consecutive 1s on the rows. For example, the third row in the matrix in 7.2 would not be properly included in the second row if the last column was placed first. The following statement characterizes exactly this relation.

## Theorem 7.8 (Columns-banded and consecutive inclusion)

A binary matrix $A$ is columns-banded if and only if it has direct C1P and for every two rows $i$ and $j$ the row vectors satisfy $\mathbf{r}_{i} \frown \mathbf{r}_{j}$.

Proof. "If": Consider two consecutive row vectors $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=$ $\left\langle s_{j}, e_{j}\right\rangle$ in $A$. Because $\mathbf{r}_{i} \frown \mathbf{r}_{j}$, none of the rows properly contains another. By Lemma 7.7 we can establish a preorder of rows by sorting them in ascending order by their $s$-values, while resolving ties with the ascending $e$-values; ties on identical rows can be resolved arbitrarily. We obtain a row permutation under which $A$ is directly banded, as per Definition 7.1.
"Only if": Given that $A$ is columns-banded, we know that $A$ has direct C1P and that there exists a permutation of the rows so that $A$ is directly banded. It follows from Definition 7.1 and Lemma 7.7 that none of the rows in a directly banded matrix properly includes another row.

The result from Theorem 7.8 can also be expressed in terms of forbidden submatrices. Consider a directly C1P matrix $A$ and its $2 \times 3$ submatrix as in (7.3). The columns $a, b$, and $c$ in the submatrix occur in that order in $A$ (but not necessarily on consecutive indices). We call such matrices forbidden Sperner submatrices, regardless of the order and position of the

[^3]rows. If such a submatrix exists on two rows, we say that they have a Sperner-conflict.
\[

$$
\begin{gather*}
a \\
b  \tag{7.3}\\
{\left[\begin{array}{ll}
1 & 1
\end{array}\right.} \\
0
\end{gather*}
$$ 1
\]

Theorem 7.9 (Columns-banded C1P forbidden submatrices) $A b i$ nary matrix $A$ is columns-banded if and only if it has direct C1P and none of its submatrices is a forbidden Sperner submatrix (7.3), when the columns in the submatrix follow the same order as in $A$.

Proof. By Theorem 7.8, a directly C1P matrix $A$ is columns-banded if and only if we have $\mathbf{r}_{i} \frown \mathbf{r}_{j}$ for all row vectors $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle$. From Lemma 7.7 we see that this is a required and sufficient condition for the following: there are not three column indices $a, b$, and $c$ (in that order) that together form a forbidden Sperner submatrix (7.3).

### 7.3 Recognition of bandedness

In this section we study the problem of recognizing columns-banded and banded matrices. It turns out that both problems can be solved in polynomial time in the size $m \times n$ of the input matrix.

Problem 7.10 (Columns-Bandedness Recognition) Given a binary matrix A, determine whether it is columns-banded.

We can solve Problem 7.10 in time $\mathcal{O}\left(m n+m^{2}\right)$ by Theorem 7.8. We first check whether $A$ has direct C1P; if it has, then we check all row pairs, and $A$ is columns-banded if and only if no row properly contains another row, which by Lemma 7.7 takes constant time for each pair of rows.

Problem 7.11 (Bandedness Recognition) Given a binary matrix $A$, determine whether it is banded.

The set of permutations that satisfies direct bandedness is a subset of those satisfying direct C1P. Checking whether a matrix $A$ is banded would be infeasible if we had to go through all the permutations that establish consecutive rows: there might be exponentially many such permutations. We next describe polynomial-time algorithms for Problem 7.11.

For the first algorithm, we construct a band-conflict matrix $\widetilde{A}$ by inserting extra rows in $A$ and then check whether $\widetilde{A}$ has C1P. More precisely, for
every pair of rows $i, j$ in $A$ that have $R_{j} \subset R_{i}$ (in the set interpretation), we insert a binary row that has set interpretation $R_{i} \backslash R_{j}$. We notice that given a column permutation, this inserted row is consecutive if and only if rows $i, j$ do not properly include each other.

Theorem 7.12 (Band recognition through C1P) Let $A$ be a binary matrix and $\widetilde{A}$ its band-conflict matrix. Then $A$ is banded if and only if $\widetilde{A}$ has C1P.

Proof. "If": Since $\widetilde{A}$ has C1P, we may assume its column permutation establishes direct C1P. Because $A$ is a submatrix of $\widetilde{A}$ and direct C1P is a hereditary property, also $A$ has direct C1P. All the inserted rows in $\widetilde{A}$ are consecutive, too, which means that none of the rows in $A$ is properly contained in another row. By Theorem 7.8 the matrix $A$ is columns-banded.
"Only if": Assume without loss of generality that $A$ has already been permuted to be directly banded (these permutations always exist and permutations do not affect inserted rows). Since a directly banded matrix always has direct C1P, we need to show that also the inserted row vectors in $\widetilde{A}$ are consecutive under this column permutation. For each inserted row, there are rows $i, j$ in $A$ that have $R_{j} \subset R_{i}$. Let $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle$ be the row vectors. Because $A$ is directly banded and $R_{j} \subset R_{i}$, we have either $s_{i}=s_{j} \wedge e_{j} \leqslant e_{i}$ or $e_{i}=e_{j} \wedge s_{i} \leqslant s_{j}$. The inserted row, $R_{i} \backslash R_{j}$, is therefore either $\left\langle e_{j}, e_{i}\right\rangle$ or $\left\langle s_{i}, s_{j}\right\rangle$, which are both consecutive. Since this holds for all inserted rows, matrix $\widetilde{A}$ has direct C1P under the given column permutation.

The TestBanded method in Algorithm 12 uses Theorem 7.12 to recognize banded matrices. It relies on a subroutine TestC1P that tests whether a matrix has C1P, which can be done in linear time in the size of the matrix (Section 3.2). The number of inserted rows in the band-conflict matrix $\widetilde{A}$ is at most $m(m-1) / 2$, which gives time complexity $\mathcal{O}\left(m^{2} n\right)$ for TestBanded.

Another algorithm comes from Theorem 7.5. We first check if a matrix $A$ has SC1P by testing C1P on both $A$ and $A^{T}$. Then $A$ is banded if and only if it does not contain any forbidden submatrices mentioned in Theorem 7.5, which all have size $3 \times 4$ or $4 \times 3$. This algorithm has time complexity $\mathcal{O}\left(m^{3} n^{4}+m^{4} n^{3}\right)$. Lin and West [W95 present a series of improvements that lead to a time complexity $\mathcal{O}\left((m+n)^{2}\right)$. They also establish a result [LSW97] where the construction of Theorem 7.5 gives a linear-time $\mathcal{O}(m n)$ recognition algorithm for bandedness (under the name monotone consecutive arrangement). There is no pseudocode for either of these algorithms.

```
Algorithm 12 TestBanded
Input: \(m \times n\) binary matrix \(A\)
Output: is \(A\) banded?
    \(\widetilde{A} \leftarrow A\)
    for all row pairs \((i, j) \in[m] \times[m]\) such that \(R_{j} \subset R_{i}\) do
    Define \(\mathbf{r}\) as \(r_{k}=\left\{\begin{array}{ll}1 & \text { if } k \in R_{i} \text { and } k \notin R_{j}, \\ 0 & \text { otherwise },\end{array}\right.\) for all \(k=1,2, \ldots, n\).
        Insert row vector \(\mathbf{r}\) in \(\widetilde{A}\) // extra row
    end for
    return \(\operatorname{TestC1P}(\widetilde{A}) \quad / /\) "yes" if and only if \(\widetilde{A}\) has C1P
```


### 7.4 Distance to direct bandedness

In this section we study the problem of finding a closest directly banded matrix for a given matrix. We will give a polynomial-time algorithm for the problem.

Problem 7.13 (Closest Directly Banded) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a binary matrix $B$ that is directly banded and minimizes the distance $d_{W}(A, B)$.

Given an $m \times n$ matrix, Algorithm 13 solves Closest Directly Banded in time $\mathcal{O}\left(m n^{2}\right)$ by using dynamic programming much like in Algorithm 8 . Again, it is convenient to split the weight matrix into two parts $W=U+V$, where $U$ contains the weights of 1-entries and $V$ those of 0 -entries. Denote by $A^{r}$ the submatrix of $A$ that contains the rows $1,2, \ldots, r$.

The algorithm proceeds row by row and keeps track of the distance from $A^{r}$ to a closest directly banded matrix by computing a 3-dimensional array $C$. Each entry $C(r,\langle s, e\rangle)$ represents the minimum distance from $A^{r}$ to a directly banded matrix whose $r$ th row is $\langle s, e\rangle$. The algorithm relies on dynamic programming and uses previously computed distances to compute the distances on subsequent entries. We use consecutive vectors to represent rows in this directly banded matrix. Once the algorithm has computed the last row in $C$, the smallest distance on the last row is the minimum distance from $A$ to a directly banded matrix.

The algorithm applies the recurrence only to triplets of indices $r, s, e$ that satisfy $1 \leqslant r \leqslant m$ and $1 \leqslant s \leqslant e \leqslant n+1$, where $m$ is the number of rows and $n$ is the number of columns. To initialize the recurrence, the algorithm assigns consecutive vector $\langle 1,1\rangle$ (a row full of 0 s) to the first row; hence all 1s on the first row in $A$ contribute to the distance.

## Algorithm 13 FindDirectBanded

Input: $m \times n$ binary matrix $A$, and nonnegative weights $W$
Output: minimum distance from $A$ to a directly banded matrix
1: $U \leftarrow\left\{\begin{array}{ll}u_{i, j}=w_{i, j}, & \text { if } a_{i, j}=1 \\ u_{i, j}=0, & \text { if } a_{i, j}=0\end{array} \quad V \leftarrow \begin{cases}v_{i, j}=0, & \text { if } a_{i, j}=1 \\ v_{i, j}=w_{i, j}, & \text { if } a_{i, j}=0\end{cases}\right.$

2: Compute the 3 -dimensional array $C$ using the recurrence:

$$
\begin{aligned}
& C(1,\langle 1,1\rangle) \leftarrow \sum_{j=1}^{n} u_{1, j} \\
& C(r,\langle s, e\rangle) \leftarrow \min \{\operatorname{Ext}(r,\langle s, e\rangle), \operatorname{Trun}(r,\langle s, e\rangle), \operatorname{Move}(r,\langle s, e\rangle)\} \\
& \text { for } s=1,2, \ldots, n+1 \text { and } e=s, s+1, \ldots, n+1 \\
& \operatorname{Ext}(r,\langle s, e\rangle)=C(r,\langle s, e-1\rangle)+v_{r, e-1}-u_{r, e-1} \\
& \operatorname{Trun}(r,\langle s, e\rangle)=C(r,\langle s-1, e\rangle)-v_{r, s-1}+u_{r, s-1} \\
& \operatorname{Move}(r,\langle s, e\rangle)=C(r-1,\langle s, e\rangle)+\sum_{j=1}^{s-1} u_{r, j}+\sum_{j=s}^{e-1} v_{r, j}+\sum_{j=e}^{n} u_{r, j}
\end{aligned}
$$

return minimum value associated with the last row in $C$

There are three ways to reach a consecutive vector $\langle s, e\rangle$ on a row $r$ : by extending a consecutive vector $\langle s, e-1\rangle$, by truncating a consecutive vector $\langle s-1, e\rangle$, or moving from the row $r-1$ that is $\langle s, e\rangle$. Together these operators can produce any directly banded matrix. The minimum from these three operators provides the minimum distance to $C(r,\langle s, e\rangle)$. Of these three values we ignore the ones that are not available. We next describe these three operators Ext, Trun, and Move used in the recurrence.

- The value of $\operatorname{Ext}(r,\langle s, e\rangle)$ is available if and only if $s<e$. In effect, we add one 1 more to $\langle s, e-1\rangle$ on the row $r$, which becomes $\langle s, e\rangle$. The distance from $A^{r}$ then changes accordingly: we either add or subtract the weight $w_{r, e-1}$, depending on whether $a_{r, e-1}=0$ or $a_{r, e-1}=1$.
- The value of $\operatorname{Trun}(r,\langle s, e\rangle)$ is available if and only if $s>1$. We flip the leftmost 1 in $\langle s-1, e\rangle$ into 0 , which truncates the sequence of 1 s in the vector. The distance from $A^{r}$ then changes: we either add or subtract the weight $w_{r, s-1}$, depending on whether $a_{r, s-1}=1$ or $a_{r, s-1}=0$.
- The value of $\operatorname{Move}(r,\langle s, e\rangle)$ is available if and only if $r>1$. We fix the consecutive vector $\langle s, e\rangle$ on the row $r-1$ and move to the next row $r$. Initially, the consecutive vector on the row $r$ is identical to that of
the row $r-1$. We need to compute the distance from $A^{r}$ : it is the distance from $A^{r-1}$ plus the errors, that is, the sum of weights on all entries where $\langle s, e\rangle$ and the row $r$ in $A$ differ.

The minimum distance from $A$ to direct bandedness is then the minimum value among the last-row entries of $C: \min _{1 \leqslant s \leqslant e \leqslant n+1}\{C(m,\langle s, e\rangle)\}$. We can also construct a directly banded matrix that is closest to $A$ : trace a sequence of Ext, Trun, and Move used to obtain the minimum distance and deduce the consecutive vectors for every row.

The time complexity for FindDirectBanded is $\mathcal{O}\left(m n^{2}\right)$ and comes from computing the array $C$. Instead of using the weights in $U$ and $V$ directly, we construct cumulative weight matrices on the rows of $U$ and $V$ beforehand. With these cumulative matrices, we can evaluate in constant time all the sums in FindDirectBanded. Alternatively, we can implement the algorithm in $\mathcal{O}\left(n^{2}\right)$ space, if we represent $C$ as a 2 -dimensional array and we replace the distances for the row $r-1$ by the distances for the row $r$ as we compute them. Also, we need the weights and cumulative weights only for one row at a time. The time requirement remains unaffected, however.

### 7.5 Distance to columns-bandedness

This section deals with a problem that seeks a closest columns-banded matrix, that is, a directly banded matrix after a permutation of the rows.

Problem 7.14 (Closest Columns-Banded) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a binary matrix $B$ that is columnsbanded and minimizes the distance $d_{W}(A, B)$.

To reveal the structure in a banded matrix, we need row and column permutations that bring out direct bandedness. In Problem 7.14 we assume that the columns of $A$ have already been permuted, and all that is needed to reveal its almost directly banded structure is to permute the rows.

We next introduce polynomial-time algorithms for Closest ColumnsBanded and $d_{\mathrm{A}}$-Closest Columns-Banded. All the algorithms work in two phases. In the first phase we flip entries in the input matrix $A$ so that $A$ has direct C1P. In the second phase we flip entries in $A$ so that the resulting matrix is columns-banded. The first two algorithms are motivated by Theorem 7.8, and their second phase consists of eliminating all Spernerconflicts that prevent bandedness. In the third algorithm the second phase flips entries in order to eliminate forbidden Sperner submatrices that were introduced in Theorem 7.4 .

Only the first method FindColBandedAug (Algorithm 14), which solves $d_{\mathrm{A}}$-Closest Columns-Banded, is exact. The following two algorithms, FindColBandedConf and FindColBandedForb, give upper bounds for Closest Columns-Banded. These two heuristic algorithms do not come with any kind of performance guarantee. In general, it seems that Problem 7.14 would still be NP-hard for a fixed permutation of the columns, although no proof is known.

We obtain a distance from all these algorithms by comparing the input matrix $A$ to the output matrix $B$ that is columns-banded. It is also easy to find out a row permutation that establishes a directly banded pattern: sort the rows $\langle s, e\rangle$ of $B$ in ascending order of $s$, resolving ties with the ascending order of their $e$.

### 7.5.1 Augmentation algorithm

Algorithm 14 solves $d_{\mathrm{A}}$-Closest Columns-Banded (only 0-to-1 flips) in polynomial time. For notational convenience, we assume that all row vectors are nonzero. Indeed, rows that have only 0s affect neither bandedness nor the distance.

In the first phase we convert the input matrix $A$ into a directly C1P matrix. Knowing that only 0 -to-1 flips are allowed, it is enough to flip all 0 s that occur between two 1 s on the same row, as on Lines 24. We ob-

```
Algorithm 14 FindColBandedAug
Input: \(m \times n\) binary matrix \(A\)
Output: \(B\) is columns-banded and minimizes the distance \(d_{\mathrm{A}}(A, B)\)
    \(B \leftarrow A\)
    for all \(i=1,2, \ldots, m\) do
        Flip all 0s falling between 1 s on the row \(i\) in \(B\)
    end for
    for all \(i=1,2, \ldots, m\) do
        Denote by \(\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle\) the \(i\) th row vector of \(B\)
        \(\mathcal{C} \leftarrow\left\{\left\langle s_{j}, e_{j}\right\rangle \mid \mathbf{r}_{i} \prec \mathbf{r}_{j}\right\} \quad / /\) conflicting rows
        Set \(\mathbf{r}_{i}=\langle x, y\rangle\) from the following options so that \(y-x\) is minimum:
            (A) \(x=\min \left\{s_{j} \mid\left\langle s_{j}, e_{j}\right\rangle \in \mathcal{C}\right\}\) and \(y=e_{i}\)
            (B) \(x=s_{i}\) and \(y=\max \left\{e_{j} \mid\left\langle s_{j}, e_{j}\right\rangle \in \mathcal{C}\right\}\)
            (С) \(x=s_{j}\) and \(y=\max \left\{e_{k} \mid\left\langle s_{k}, e_{k}\right\rangle \in \mathcal{C}\right.\) and \(\left.s_{k}<s_{j}\right\}\),
                for every \(\left\langle s_{j}, e_{j}\right\rangle \in \mathcal{C} \quad / /\) several combinations of \(x\) and \(y\)
    end for
    return \(B\)
```

serve that this is the minimum number of flips needed. Because all directly banded matrices have direct C1P, all solutions make at least the same flips. In particular, this conversion still allows an optimal solution in terms of fewest flips.

In the second phase we eliminate all conflicts that prevent bandedness. Lines $5 \sqrt{12}$ ensure that row vectors are pairwise overlapping, that is $\mathbf{r}_{i} \frown \mathbf{r}_{j}$ for all rows $i \neq j$. Since only 0 -to- 1 flips are allowed, the only way to eliminate conflicts is to extend the row vectors. An extension of a consecutive vector $\mathbf{r}_{i}=\langle s, e\rangle$ means to flip 0s into 1 s in the vector and keep it consecutive; in other words, an extended row is $\left\langle s^{\prime}, e^{\prime}\right\rangle$ with $s^{\prime} \leqslant s \leqslant e \leqslant e^{\prime}$.

We say that $\mathbf{r}_{j}$ is a container of $\mathbf{r}_{i}$ if $\mathbf{r}_{j}$ properly contains $\mathbf{r}_{i}$, that is $\mathbf{r}_{i} \prec \mathbf{r}_{j}$. The algorithm finds out an optimal extension for each row vector $\mathbf{r}_{i}$. To do so it selects all containers of $\mathbf{r}_{i}$, tests all the potential extensions of $\mathbf{r}_{i}$, and chooses the extension that none of the containers properly contains.

An extension of $\mathbf{r}_{i}$ that will always resolve all Sperner-conflicts for that row can either be a left-hand side extension to the leftmost container (Line 9 (A)); a right-hand side extension to the rightmost container (Line 10 (B)); or, extending $\mathbf{r}_{i}$ to both left and right-hand sides with a combination of two containers (Line 11 (C)). This requires going through all containers $\mathbf{r}_{j}$ and pairing $s_{j}$ with the maximum $e_{k}$, where $\mathbf{r}_{k}$ contains $\mathbf{r}_{i}$ and $s_{k}<s_{j}$. Each (A), (B), and (C) eliminate all conflicts on row $i$. Eventually, for a row $i$ the algorithm takes the extension that represents the fewest flips.

Resolving the Sperner-conflicts for row $i$ does not change the optimal extension on the other rows $j \neq i$, that is, there is no cascading. To see this, consider a row vector $\mathbf{r}_{k}$ that is not properly included in $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ but is included in extended $\mathbf{r}_{i}^{\prime}=\left\langle s_{i}^{\prime}, e_{i}^{\prime}\right\rangle$. Let the row vector $\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle$ be a container from which the extension of $\mathbf{r}_{i}$ originates: we have either $s_{j}=s_{i}^{\prime}$ or $e_{j}=e_{i}^{\prime}$. Now the row vector $\mathbf{r}_{j}$ contains $\mathbf{r}_{k}$ by transitivity, and did that even before $\mathbf{r}_{i}$ was extended. This implies that when processing row $k$, its optimal extension is independent of a previous extension on row $i$.

The FindColBandedAug algorithm requires polynomial time to solve $d_{\mathrm{A}^{-}}$ Closest Columns-Banded exactly. The number of extensions is at most the number of rows $m$, and each extension takes at most time $\mathcal{O}\left(m^{2}\right)$ (especially Line 11 (c)), when we represent consecutive rows by the starting and ending positions of 1 s . The complexity of the algorithm is $\mathcal{O}\left(m^{3}\right)$, but a more detailed analysis gives a slightly better time complexity when $n<m$. An easy parallelization is also possible on Lines $5-12$, since there is no cascading: we can compute the extensions independently for each row.

As an example, we show how FindColBandedAug converts a small matrix into a columns-banded matrix.

$$
\left[\begin{array}{llll}
1 & 0 & 1 & 0  \tag{7.4}\\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & \mathbf{1} & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1
\end{array}\right]
$$

We use two flips (in bold). The first flip makes the matrix direct C1P; the second flip eliminates the Sperner-conflict between rows 2 and 3. This renders the matrix columns-banded, and in this case it is directly banded without reordering the rows.

### 7.5.2 Sperner-conflicts algorithm

Next we study an upper bound algorithm for Closest Columns-BANDED (Problem 7.14). The basic idea behind the algorithm is simple: first make the input matrix $A$ have direct C1P with minimum cost and then resolve all Sperner-conflicts between rows. Despite the distant similarity, the details are, however, largely different from Algorithm 14 . Algorithm 15 produces an upper bound for the problem. Again we may assume that all row vectors are nonzero.

```
Algorithm 15 FindColBandedConf
Input: \(m \times n\) binary matrix \(A\), and nonnegative weight matrix \(W\)
Output: \(\widehat{B}\) is columns-banded and the distance \(d_{W}(A, \widehat{B})\) is an upper
    bound for the minimum distance
    \((d, \widehat{B}) \leftarrow\) FindDirectC1P \((A, W)\)
    for all pairs of rows \(i, j\) in \(\widehat{B}\) do
        Let \(\mathbf{r}\) and \(\mathbf{t}=\langle s, e\rangle\) be the \(i\) th and \(j\) th row vectors in \(\widehat{B}\)
        if \(r \prec t\) then
        \(\mathbf{c} \leftarrow\left(c_{s}, c_{s+1}, \ldots, c_{e-1}\right)\), where \(c_{k}= \begin{cases}+w_{i, k} & \text { if } r_{k}=0 \\ -w_{i, k} & \text { if } r_{k}=1\end{cases}\)
        \((\) sum \(, a, b) \leftarrow\) MaximumSubvector \((\mathbf{c})\) such that \(s \leqslant a \leqslant b \leqslant e\)
        Flip entries on the row \(i\) in \(\widehat{B}\) so that the row remains consecutive
        and \(R_{j} \backslash R_{i}=\{a, a+1, \ldots, b-1\}\).
        end if
    end for
    return \(\widehat{B}\)
```

In the first phase we make $A$ have direct C1P with minimum cost (Line 11. We recall that given a matrix $A$, FindDirectC1P (Algorithm 4) finds a closest directly C1P matrix in linear time.

In the second phase (Lines 2/9), the matrix already has direct C1P, and the algorithm proceeds by removing the Sperner-conflicts between row
vectors in a pairwise fashion. One useful technical observation comes from Theorem 7.12 a matrix is banded if its band-conflict matrix with inserted rows has C1P. Therefore, to eliminate all possible Sperner-conflicts between the consecutive rows of $A$, the algorithm simply has to go through all the inserted rows in $\widetilde{A}$ and make them consecutive. When we propagate the changes back to $A$ we end up with a banded matrix. As before, we can make use of the MaximumSubvector algorithm on the extra rows of $\widetilde{A}$ to make them consecutive. It only remains to update the rows in $A$ so that they are kept consistent with the changes made over $\widetilde{A}$. The final obtained solution on $A$ will be columns-banded. Basically, this corresponds to selecting the lowweight flips that will eliminate Sperner-conflicts in a pairwise comparison of rows in $A$.

The time complexity for FindColBandedConf is $\mathcal{O}\left(m^{2} n\right)$. One pass through all the row pairs is enough to make matrix $\widehat{B}$ columns-banded: after resolving a conflict between two rows, they either share a starting or ending point of 1 s , or one of them becomes a zero vector. This also holds in the end.

Algorithm FindColBandedConf does not, however, give an exact solution for Problem 7.14. The reason resides in the second phase: rows are compared in a pairwise fashion and globally beneficial flips may be missed. As an example of how FindColBandedConf finds a columns-banded matrix, consider the following.

$$
\left[\begin{array}{llll}
1 & 0 & 1 & 0  \tag{7.5}\\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & \mathbf{1} & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
0 & 1 & 1 & \mathbf{1} \\
0 & \mathbf{0} & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

In the first phase, the algorithm flips one (bolded) entry to reach direct C1P. Then under pairwise comparisons on rows, we observe that Spernerconflicts occur between row pairs $(1,3),(2,4)$, and $(3,4)$. Two flips on rows 2 and 3 remove the conflicts, and the matrix is columns-banded. To make it directly banded, move the last row between the first and second.

We get better upper bounds if we allow flips on either row $i$ or $j$ on Line 7. which also allows truncating the 1 s on row $j$ from left or right. Empirical tests (not shown here) suggest that this method converges when all 0s share the same weight and so do all 1s, but a proof is missing. Furthermore, there is no guarantee this scheme works with arbitrary weights.

### 7.5.3 Forbidden submatrices algorithm

We recall the forbidden Sperner submatrices in (7.3) that separate C1P matrices from those that are columns-banded. We use Theorem 7.9 to develop an algorithm that eliminates forbidden submatrices by flipping entries until there are no forbidden submatrices left and the matrix is banded. Note that in case of bandedness, after we flip any entry in a forbidden submatrix, the resulting submatrix is no longer forbidden.

Again we assume that matrix $A$ already has direct C1P. If not, then we invoke the first phase of Algorithm 15.

Let us study the forbidden Sperner submatrices that occur between two consecutive row vectors $\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle$ and $\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle$ in a matrix that has direct C1P. If none of the rows properly contains the other row or either of them is a zero vector, then $\mathbf{r}_{i}$ and $\mathbf{r}_{j}$ do not form a forbidden submatrix. Assume the opposite, and let $\mathbf{r}_{j} \prec \mathbf{r}_{i}$. To make it easier to count the total number of forbidden submatrices between the rows $i$ and $j$, we partition the columns into five sets $S_{1}, S_{2}, S_{3}, S_{4}$, and $S_{5}$ as follows.

$$
\begin{array}{rlrl}
S_{1} & =\left\{c \mid c<s_{i}\right\}, & & \left|S_{1}\right|=s_{i}-1 \\
S_{2} & =\left\{c \mid s_{i} \leqslant c<s_{j}\right\}, & & \left|S_{2}\right|=s_{j}-s_{i} \\
S_{3} & =\left\{c \mid s_{j} \leqslant c<e_{j}\right\}, & \left|S_{3}\right|=e_{j}-s_{j}  \tag{7.6}\\
S_{4} & =\left\{c \mid e_{j} \leqslant c<e_{i}\right\}, & \left|S_{4}\right|=e_{i}-e_{j} \\
S_{5} & =\left\{c \mid e_{i} \leqslant c\right\}, & \left|S_{5}\right|=n-e_{i}+1
\end{array}
$$

For example, $S_{3}$ contains the columns in which both rows have 1s, and $S_{2}$ contains those columns $c$ where only row $i$ has 1 and $c$ occurs before the columns in $S_{3}$. We observe that picking one column from each $S_{2}, S_{3}$, and $S_{4}$ forms a forbidden Sperner submatrix on the rows $i$ and $j$. The number of forbidden submatrices between the two rows is $\left|S_{2}\right| \cdot\left|S_{3}\right| \cdot\left|S_{4}\right|$. In particular, the number of forbidden submatrices between two rows can be computed in constant time, given $s_{i}, s_{j}, e_{i}$, and $e_{j}$.

We concentrate on certain entries in the matrix, called border entries. A zero vector does not have border entries. Given a consecutive row vector $\mathbf{r}=\langle s, e\rangle$ that is nonzero, the entries on indices $s-1, s, e-1$, and $e$ are border entries. A row may have less than four border entries if $s=e-1$, $s=1$, or $e-1=n$. In other words, the border entries on a row represent the entries that occur next to the two borders of 0 s and 1 s on that row.

Theorem 7.15 A binary matrix $A$ is columns-banded if and only if it has direct C1P and none of its border entries belongs to a forbidden Sperner submatrix.

Proof. By Theorem 7.9 we only need to show that a directly C1P matrix $A$ has forbidden submatrices if and only there exists a border entry in $A$ that belongs to a forbidden submatrix.
"If": If a border entry belongs to a forbidden submatrix, then the submatrix is also in $A$.
"Only if': Assume that $A$ contains a forbidden submatrix on, say, columns $x, y, z$. Let the two associated consecutive row vectors be $\left\langle s_{1}, e_{1}+1\right\rangle$ and $\left\langle s_{2}, e_{2}+1\right\rangle$. This situation looks like this:

$$
\begin{aligned}
& \cdots 00 \cdots 0 \cdots 01 \cdots 1 \cdots 10 \cdots 0 \cdots 00 \cdots
\end{aligned}
$$

We observe that if the columns $x, y, z$ form a forbidden submatrix, so do the columns $s_{1}, y, e_{1}$. In particular, border entries on columns $s_{1}$ and $e_{1}$ belong to this forbidden submatrix.

This result gives rise to Algorithm 16 that flips border entries until all forbidden submatrices have been eliminated. After each flip, the matrix still has direct C1P, and Theorem 7.9 can be used. In particular the forbidden submatrices are independent of the other rows: when we flip an entry, we can count the exact number of eliminated forbidden submatrices by examining the submatrices of that row alone.

If the consecutive row vectors are stored by the starting and ending positions of 1 s , then the subroutine NumBandForbOnRow (Algorithm 17), takes time $\mathcal{O}(m)$ on a single row. Since each row has at most four border entries, Algorithm 16 calls the NumBandForbOnRow method $\mathcal{O}(m)$ times per flip. We can ensure convergence by never flipping an entry twice, which leads to direct bandedness after at most $m n$ flips. Without the restriction there is no guarantee of convergence, although empirical tests indicate (not shown here) that the algorithm produces a solution when 0s have a common weight and 1s likewise.

An easy extension to the algorithm is to consider multiple flips at once: for example, entries $s_{i}, s_{i+1}, s_{i+2}$ on row $i$ may be flipped at the same time. This results in a small improvement in the upper bound, but in practice the running time increases significantly.

There is also an algorithm that eliminates different kinds of forbidden submatrices. We know that a C1P matrix is also zero-partitionable, and therefore the matrix is banded if and only if none of its submatrices is one of those listed in Theorem 7.4. The algorithm counts for each entry in how many forbidden submatrices it participates in, and then flips the entry with the best elimination efficiency with respect to the weight of the entry. The time complexity with a simple implementation is dominated by

```
Algorithm 16 FindColBandedForb
Input: \(m \times n\) binary matrix \(A\), and positive weight matrix \(W\)
Output: \(\widehat{B}\) is columns-banded and the distance \(d_{W}(A, \widehat{B})\) is an upper
    bound for the minimum distance
    \((d, \widehat{B}) \leftarrow\) FindConsecutiveMatrix \((A, W)\)
    while forbidden submatrices exist do
        \(F \leftarrow\) zero matrix of size \(m \times n / /\) number of eliminated submatrices
        for all \(i=1,2, \ldots, m\) do
            \(t \leftarrow \operatorname{NumBandForbOnRow}(\widehat{B}, i) \quad / /\) forb. submatrices on the row \(i\)
            for all border entries \(\widehat{b}_{i, j}\) on the row \(i\) do
            flip the entry \(\widehat{b}_{i, j}\)
            \(f_{i, j} \leftarrow t-\operatorname{NumBandForbOnRow}(\widehat{B}, i)\)
            flip the entry \(\widehat{b}_{i, j} \quad / /\) cancel the latest flip
            end for
        end for
        \((r, c) \leftarrow \operatorname{argmax}_{(i, j)} \quad f_{i, j} / w_{i, j} \quad / /\) best elimination efficiency
        flip the entry \(\widehat{b}_{r, c}\)
    end while
    return \(\widehat{B}\)
```

```
Algorithm 17 NumBandForbOnRow
Input: \(m \times n\) matrix \(A\) that has direct C1P, and row index \(i\)
Output: number of forbidden Sperner submatrices on the row \(i\) in \(A\)
    \(c \leftarrow 0 \quad / /\) number of forbidden submatrices on the row \(i\)
    Let \(\mathbf{r}_{i}=\left\langle s_{i}, e_{i}\right\rangle\) be the \(i\) th row vector in \(A\)
    if \(s_{i}<e_{i}\) then // is not a zero vector?
        for all nonzero rows \(j \neq i\) in \(A\) do
            Let \(\mathbf{r}_{j}=\left\langle s_{j}, e_{j}\right\rangle\) be the \(j\) th row vector in \(A\)
            if \(\mathbf{r}_{j} \prec \mathbf{r}_{i}\) then
                \(c \leftarrow c+\left(s_{j}-s_{i}\right) \cdot\left(e_{j}-s_{j}\right) \cdot\left(e_{i}-e_{j}\right)\)
            else if \(\mathbf{r}_{i} \prec \mathbf{r}_{j}\) then
                \(c \leftarrow c+\left(s_{i}-s_{j}\right) \cdot\left(e_{i}-s_{i}\right) \cdot\left(e_{j}-e_{i}\right)\)
            end if
        end for
    end if
    return \(c\)
```

the number of such forbidden submatrices, which is $\mathcal{O}\left(\min \left\{m^{3} n^{4}, m^{4} n^{3}\right\}\right)$. This algorithm is probably slow for practical purposes.

### 7.6 Distance to bandedness

In this section we seek a closest banded matrix for a given matrix. In other words, we are allowed to permute both the rows and columns to reveal an almost banded pattern. We show that the problem is NP-hard.

Problem 7.16 (Closest Banded) Given a binary matrix $A$ and a nonnegative weight matrix $W$, find a binary matrix $B$ that is banded and minimizes the distance $d_{W}(A, B)$.

To illustrate how difficult it is to find a closest banded matrix, consider the following two examples. On the left we use only 0 -to- 1 flips to make the matrix banded, whereas on the right both types of flips are allowed.

$$
\left[\begin{array}{llll}
1 & 0 & 1 & 0  \tag{7.7}\\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{array}\right] \leadsto\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

On the left only one flip (in bold) is enough to transform the matrix into a banded matrix: the third column in the matrix can be placed between the first and second to show direct bandedness. On the right we observe the same: direct bandedness appears by flipping one entry (in bold) and reordering the columns as on the left.

Before proving that Closest Banded is NP-hard, recall the definition of incidence matrices from page 14. Given an undirected graph $G=(V, E)$ with $|V|=m$ and $E=n$, we construct an $m \times n$ binary matrix with vertices as rows and edges as columns; entry at the row $v$ and column $e$ is 1 if $v$ and $e$ are incident in $G$. For an example, see the matrix in 7.8 .

The decision version of Closest Banded asks whether there exists a banded matrix such that the distance from the input matrix is at most a given $d$. Next we establish the NP-completeness of this decision problem.

Theorem 7.17 The decision version of Closest Banded is NP-complete.
Proof. The problem is in NP because we can recognize banded matrices in polynomial time with the algorithms in Section 7.3. To show that the problem is NP-hard, we use a reduction from the well-known NP-complete problem Hamiltonian Path (Problem 2.5).

In particular, we show that given an undirected graph $G=(V, E)$ with $m$ vertices and $n$ edges, $G$ has a Hamiltonian path if and only if its incidence matrix has deletion distance $n-(m-1)$ to a closest banded matrix (minimum number of 1-to-0 flips).
"If:" Consider the $m \times n$ incidence matrix $A$ of $G$. We notice that after making one 1-to-0 flip on a column, the column has only one 1 left, and can be included in any banded submatrix. Therefore the deletion distance from $A$ is the same as the number of columns on which flips are needed. Because $A$ has deletion distance $n-(m-1)$, in total $m-1$ columns are left intact in the flipped matrix. Since we know that the flipped matrix is banded and no edge appears twice, the intact $m-1$ columns must be like $e_{1}, e_{2}, \ldots, e_{m-1}$ in matrix (7.8), apart from row and column permutations. Interpreted as edges, those columns define a Hamiltonian path in the graph from which $A$ was constructed. We obtain the actual order of vertices by restricting ourselves to the intact columns (the ones that still have two 1s) and setting as end-vertices the two rows ( $v_{1}$ and $v_{m}$ ) that have just one 1 on the intact columns. After this, there is a unique way to order the rest of the vertices so that they form a Hamiltonian path.

$$
\begin{gather*}
 \tag{7.8}\\
v_{1} \\
v_{2} \\
v_{3} \\
v_{4} \\
\vdots \\
v_{m-2} \\
v_{m-1} \\
v_{m}
\end{gather*}\left[\begin{array}{cccccc|ccc}
e_{1} & e_{2} & e_{3} & \cdots & e_{m-2} & e_{m-1} & e_{m} & \cdots & e_{n} \\
1 & 0 & 0 & & 0 & 0 & 1 & & 0 \\
1 & 1 & 0 & & 0 & 0 & 0 & & 1 \\
0 & 1 & 1 & & 0 & 0 & 1 & & 0 \\
0 & 0 & 1 & & 0 & 0 & 0 & & 0 \\
& & & \ddots & & & & \\
0 & 0 & 0 & & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & & 0 & 1 & 0 & 0
\end{array}\right]
$$

"Only if:" Let $v_{1}, v_{2}, \ldots, v_{m}$ and $e_{1}, e_{2}, \ldots, e_{m-1}$ be the vertices and edges that appear in a Hamiltonian path (in that order), and let the rest of the edges be $e_{m}, e_{m+1}, \ldots, e_{n}$ in arbitrary order. Assuming these permutations, the incidence matrix of $G$ looks like the matrix in (7.8).

We observe that the edges in the path form a banded submatrix. We flip one 1 on each edge that is not included in the path. After these $n-(m-1)$ deletion-flips the resulting matrix is banded. Therefore $n-(m-1)$ is an upper bound for the deletion distance.

The said distance is also a lower bound. To see this, consider a subset of edges and the induced submatrix $S$ of the incidence matrix $A$. Because there are no duplicate columns in $A$, having more than $m-1$ columns in $S$ leads (after careful examination) to a Tucker's forbidden submatrix

Tuc72 that prevents consecutive columns. If $S$ is banded, it can contain at most $m-1$ columns. Thus, there are at least $n-(m-1)$ edges that violate bandedness, each of which needs one 1-to-0 flip to make the matrix $A$ banded.

By the previous result, the decision versions of both Closest Banded and $d_{\mathrm{D}}$-Closest Banded are NP-complete. The time complexity for $d_{\mathrm{A}}$ and $d_{\mathrm{H}}$ remain open questions, but nonetheless, we expect both of them to be hard. The basis of this assumption arises from Theorem 7.12 and the result that computing the $d_{\mathrm{A}}$-distance on C1P is an NP-complete problem GJ79, Prob. SR16]. Also a problem related to bandedness, Bandwidth Minimization of binary matrices is NP-complete Pap76. Section 2.4 established the connection between bandedness and interval graphs.

### 7.7 Heuristic algorithms for closest banded

Since Closest Banded (Problem 7.16) is NP-hard, there is no polynomialtime algorithm for the problem unless $\mathrm{P}=\mathrm{NP}$. Thus we develop heuristic algorithms for practical use that scale well with the size of an input matrix, although no guarantees can be given for performance.

The first class of algorithms works in two phases: (i) finding a permutation of columns that establishes almost direct C1P, and (ii) flipping entries in the directly C1P matrix until the matrix becomes banded. Given an input matrix, we simply use the heuristic algorithms in Section 3.6 to solve Closest C1P on the matrix, from which we obtain a column permutation that establishes almost direct C1P. Given this permutation for columns, we employ the columns-banded algorithms in Section 7.5 to make the matrix banded, namely, SpectralOrdering or HamiltonianOrdering is combined with the algorithms FindColBandedAug, FindColBandedConf, or FindColBandedForb.

Using the Jaccard coefficient in heuristic algorithms seems convenient, as it captures the particularities of bandedness where columns should be increasingly overlapping one with the other. Indeed, for identical columns the coefficient is 1 and for non-intersecting columns it is 0 .

The second class of algorithms considers both row and column permutations simultaneously, instead of splitting Problem 7.16 into two parts. The algorithms of the second class are likely to lead to algorithms that find smaller distances. We introduce three such algorithms: Alternating and Simulated Annealing are new algorithms, whereas Barycentric is a pre-existing method, now adapted to solve problems on bandedness.

### 7.7.1 Alternating

The first of the algorithms follows from the observations that matrix $A$ is banded if and only if its transpose $A^{T}$ is banded, and transposing $A$ does not affect its distance to a closest banded matrix. This means that in practice we can solve the Closest Banded problem on either $A$ or $A^{T}$. This suggests the following alternating approach: Given the current column permutation, we solve the columns-banded Problem 7.14 with any algorithm in Section 7.5 and obtain a good row permutation. Then we transpose the matrix and keep on solving Problem 7.14 on transposed matrices until convergence, or until a certain number of iterations is reached. The pseudocode of this AlternatingBand method is shown in Algorithm 18 .

```
Algorithm 18 AlternatingBand
Input: \(m \times n\) binary matrix \(A\), nonnegative weight matrix \(W\), and number
    of iterations \(t\)
Output: permutation \(\sigma\) for the rows and \(\tau\) for the columns such that the
    permuted matrix \(A\) is almost directly banded.
    Let \(\sigma\) be a random permutation for the rows
    \(M \leftarrow A ; V \leftarrow W ; d_{\text {best }} \leftarrow \infty\)
    for all \(i=1,2, \ldots, t\) do
        \(M \leftarrow M^{T} ; V \leftarrow V^{T} ; \tau \leftarrow \sigma \quad / /\) transpose, rows become columns
        \(\widehat{B} \leftarrow\) AnyColBandedAlgorithm \((\tau(M), \tau(V)) \quad / /\) any such algorithm
        Sort the rows \(\langle s, e\rangle\) of \(\widehat{B}\) in nondecreasing order of \(s\), resolving ties
        with nondecreasing \(e\); let \(\sigma\) be the corresponding row permutation.
        \(d \leftarrow\) FindDirectBanded \((\sigma(\tau(M)), \sigma(\tau(V)))\)
        if \(d<d_{\text {best }}\) then
            \(d_{\text {best }} \leftarrow d\) and let \(\left(\sigma_{\text {best }}, \tau_{\text {best }}\right) \leftarrow\left\{\begin{array}{ll}(\sigma, \tau) & \text { if } i \text { is even } \\ (\tau, \sigma) & \text { if } i \text { is odd }\end{array} /\right.\) new best
        end if
    end for
    return \(\left(\sigma_{\text {best }}, \tau_{\text {best }}\right)\)
```

Notice that the alternating strategy just described does not necessarily converge for all matrices. Indeed, it is not possible to guarantee that the distance to the closest banded matrix will decrease after each iteration. To stop the alternating process, we bound the number of iterations by an input parameter $t$. The output of this algorithm is a pair of permutations for the rows and columns that achieved the minimum distance among the $t$ iterations. Given these permutations, we use FindDirectBanded (Algorithm 13) to obtain the minimum distance and a closest directly banded matrix.

For example, the banded structures in Figure 7.3 were found by the AlternatingBand algorithm.

### 7.7.2 Barycentric

Another strategy that transposes the matrix is presented by the Barycentric algorithm, used previously for example to draw graphs [STT81], to seriate paleontological data BK88, and more recently to reorder binary matrices [MS05. In essence, the Barycentric algorithm finds permutations for both rows and columns such that 1s reside close to each other. It is based on a barycenter measure, which is the average position of 1 s in a row/column. Given a binary matrix $A$, let the barycenter of row $i$ be defined as follows:

$$
\operatorname{Barycenter}(i)=\frac{\sum_{j=1}^{n} j \cdot a_{i, j}}{\sum_{j=1}^{n} a_{i, j}}
$$

The Barycentric algorithm first computes the barycenter for all rows, then it orders (stable ordering) the rows from smallest to largest barycenter, and finally, it transposes the matrix $A$ to iterate again following the same strategy until convergence. Notice that this sorting process does not use flips or compute in any way the borders of a direct band at any iteration. Indeed, Barycentric only orders the rows and columns according to the barycenter measure in an iterative fashion; one of its advantages is its simplicity.

### 7.7.3 Simulated annealing

The third algorithm for Closest Banded (Problem 7.16) is simulated annealing KGV83, which is a general stochastic optimization method. It has been used successfully to solve various combinatorial problems.

The origin of simulated annealing comes from physics and metallurgy: when the temperature of metal is decreased, the molecular structure tends to move to a state that has low energy. If this annealing process is performed slowly enough, the lowest-energy state is finally found.

To apply this method in finding banded patterns, we use states to reflect the permutations of the rows and columns of the input matrix. The energy value of a state is the distance from the permuted matrix to a closest directly banded matrix. We seek permutations of the rows and columns (states) such that the distance from the permuted matrix $A$ to a directly banded matrix (energy) is minimum. The search space includes all permutations of rows and columns.

```
Algorithm 19 SimulatedAnnealingBand
Input: \(m \times n\) binary matrix \(A\), nonnegative weight matrix \(W\), number of
    iterations \(t\), temperature \(T\), and temperature multiplier \(\alpha\)
Output: permutation \(\sigma\) for the rows and \(\tau\) for the columns such that the
    permuted matrix \(A\) is almost directly banded.
    \(\left(\sigma_{\text {cur }}, \tau_{\text {cur }}\right) \leftarrow\) random permutations for the rows and columns in \(A\)
    \(E_{\text {best }} \leftarrow \infty ; E_{\text {cur }} \leftarrow \infty\)
    for all \(i=1,2, \ldots, t\) do
        \((\sigma, \tau) \leftarrow \operatorname{Neighbor}\left(\sigma_{\text {cur }}, \tau_{\text {cur }}\right) \quad / /\) generate a neighbor state
        \(E \leftarrow\) FindDirectBanded \((\sigma(\tau(A)), \sigma(\tau(W))) \quad / /\) candidate energy
        if \(E<E_{\text {best }}\) then // best solution so far?
            \(E_{\text {best }} \leftarrow E ;\left(\sigma_{\text {best }}, \tau_{\text {best }}\right) \leftarrow(\sigma, \tau)\)
        end if
        With probability \(\min \left\{1, e^{\left(E_{\text {cur }}-E\right) / T}\right\}: E_{\text {cur }} \leftarrow E ;\left(\sigma_{\text {cur }}, \tau_{\text {cur }}\right) \leftarrow(\sigma, \tau)\)
        \(T \leftarrow \alpha T \quad / /\) decrease temperature
    end for
    return \(\left(\sigma_{\text {best }}, \tau_{\text {best }}\right)\)
```

Algorithm 19 describes the simulated annealing method. The algorithm starts with a random state and a large temperature parameter $T$, such as 10 . The algorithm keeps track of the current state (permutations) of the system all the time. The temperature is decreased at each iteration of the algorithm until a pre-determined number of iterations has passed; a common choice is to multiply the temperature by $\alpha \in[0.95,1)$. At each iteration, a new candidate state (permutations) is generated stochastically by a function Neighbor. The candidate state is then accepted as a new current state with a probability that depends on the difference of their energy values and on the temperature: the lower the temperature, the more the algorithm favors reductions in energy. In our case, the polynomial-time Algorithm 13 , FindDirectBanded, serves as the exact energy function.

We next define the details for the auxiliary method Neighbor for the simulated annealing algorithm. The most important requirement for the function Neighbor is that all states (in our case, permutations) in the search space should be accessible by repeating the candidate generation process repeatedly. We consider several candidate generation methods TMZ99] for finding good permutations and we apply them in our 2-dimensional permutation problem. Given permutations for the rows and columns, all the following methods describe how the permutations of the underlying matrix change. We treat an ordering as a cycle: after the last row the first row follows. We summarize the methods in the following.

- Swap-k: Choose two random rows and swap them; do the same for two random columns. Repeat $k$ times.
- Adj-swap- $k$ : Randomly choose a row index $r$, then swap the (adjacent) rows $r$ and $r+1$; do the same for a randomly chosen column. Repeat $k$ times.
- Reverse: Choose two random row indices $r$ and $r^{\prime}$. Starting from $r$, move forward in row order until $r^{\prime}$ is found. Reverse the order of all encountered rows, including $r$ and $r^{\prime}$. Do the same for columns.
- Relocate: Choose two random row indices $r, r^{\prime}$, and a random integer $k \in\{1, \ldots, n\}$. Starting from $r$, move forward in row order until $r^{\prime}$ is found. Shift all encountered rows $k$ steps forward in row order. Do the same for columns.
- Reverse+Relocate: Apply both Reverse and Relocate methods simultaneously: first choose an interval of rows, then relocate the rows and reverse their order. Do the same for columns.

We do not expect this stochastic method to be as competitive in terms of running time as the other algorithms presented this far for the problem. In practice the simulated annealing strategy comes with a high computational cost, but yields near-optimal results when implemented properly. For this reason we use this strategy as a benchmark method for comparing the different algorithms for bandedness.

### 7.8 Exact algorithms for closest banded

Next we give an exact MAX-SAT method for Closest Banded (Problem 7.16). As with all exponential-time exact methods, we do not expect this method to be practical with matrices that have more than 20 rows or columns.

Recall the SAT formulae for C1P in Section 3.7.1 and for nestedness in Section 4.5. Given an $m \times n$ binary matrix $A$, we construct a propositional logic formula in CNF that is satisfiable if and only if $A$ is banded.

- To ensure consecutive rows, we need all the variables and clauses from the C1P formula in Section 3.7.1. There are $m n+n(n-1)$ entry and pairwise order variables; antisymmetry, transitivity, and consecutivity require $n(n-1)+n(n-1)(n-2)+m n(n-1)(n-2)$ clauses.
- Add band clauses for each ordered pair of rows $(i, j)$ and each ordered triplet of columns $(a, b, c)$ in $A$.

No forbidden Sperner submatrices:

$$
\neg\left(Z_{a<b} \wedge Z_{b<c} \wedge e_{i, a} \wedge e_{i, b} \wedge e_{i, c} \wedge \neg e_{j, a} \wedge e_{j, b} \wedge \neg e_{j, c}\right)
$$

Same clause in CNF:

$$
\left(\neg Z_{a<b} \vee \neg Z_{b<c} \vee \neg e_{i, a} \vee \neg e_{i, b} \vee \neg e_{i, c} \vee e_{j, a} \vee \neg e_{j, b} \vee e_{j, c}\right)
$$

The band clauses ensure that, given consecutive rows and a total order on the columns, no forbidden Sperner submatrices exist as in (7.3). Contributes $m(m-1) n(n-1)(n-2)$ clauses.

If a given assignment on this formula satisfies all its antisymmetry, transitivity, consecutivity, and band clauses, the corresponding matrix is banded. We require all these to be satisfied, and allow leaving some entry clauses unsatisfied. Then a partial MAX-SAT solver finds an assignment that corresponds to a banded matrix that is $d_{\mathrm{H}^{-}}$closest from $A$, and the actual Hamming distance is the number of unsatisfied entry clauses. Moreover, Closest Banded can be solved by a weighted MAX-SAT solver: the entry clauses have weights equal to the weights $W$ of the corresponding entries in $A$ and the other clauses have weights larger than the sum of all weights. Using this formula, the minimum distance is the sum of the weights on the entry clauses that are unsatisfied, when a weighted MAX-SAT solver produces an assignment.

### 7.9 Banded submatrices

Sometimes only a part of a dataset is banded, but not the whole dataset. Then it makes sense to find submatrices that are (almost) banded.

Problem 7.18 (Maximum-Size Banded Submatrix) Given a binary matrix $A$, find in $A$ a submatrix that is banded and maximizes $a+b$, where $a$ is the number of rows in the submatrix and $b$ that of columns.

## Theorem 7.19 Maximum-Size Banded Submatrix is NP-hard.

Proof. Let $\mathcal{M}$ be the collection of all banded matrices. We note that $\mathcal{M}$ is nontrivial: upper triangular matrices (page 35) are banded, but zero diagonal matrices of size at least $3 \times 3$ are not banded. Collection $\mathcal{M}$ is closed under permutation of rows and columns by definition. It is also closed under deletion of the rows and columns, because bandedness has a
forbidden submatrix characterization. The result follows from Theorem 2.8, because $\mathcal{M}$ contains upper triangular matrices with unbounded ranks.

As in Section 2.7, we introduce the problem of finding almost banded submatrices that are useful with respect to a utility function $f$.

Problem 7.20 (Almost Banded Submatrix) Given a binary matrix $A$, a nonnegative weight matrix $W$, and a fixed distance d, find a submatrix $S$ of $A$ that has distance to bandedness at most $d$ and maximizes the utility $f(S)$.

Solving Problem 7.20 is useful on datasets that contain several independent band structures, and also when noise is too high to identify a banded structure from the complete dataset. In essence, a solution extracts the most relevant banded pattern in a dataset. Removing the rows and columns that appear in a banded submatrix allows us to run the algorithm several times and obtain a distinct submatrix every time.

For finding banded submatrices, we use FindSubmatrix (Algorithm 1) that removes rows and/or columns one by one until the distance is within acceptable range. We settle for measures recall, precision, and accuracy, and leave the development of utility functions for bandedness as future work.

### 7.10 Experiments on synthetic data

In this section we demonstrate that our algorithms for bandedness are fast in practice and tolerate noise in synthetic datasets.

### 7.10.1 Data generation

Given the number of rows $m$, that of columns $n$, and a width parameter $2 w$, we describe how to generate a synthetic matrix that is banded. We rely on generating a staircase path by a random walk along the matrix grid of an $m \times n$ zero matrix. Starting at coordinate ( 0,0 ), the random walk chooses to move either one step down (i.e. from $(i, j)$ to $(i+1, j))$ or one step to the right (i.e. from $(i, j)$ to $(i, j+1)$ ) with equal probabilities. Whenever a step right is chosen, we will set to 1 all the $w$ entries above the current position and all the $w$ entries below the current position (or less than $w$, if $i<w$ ). The random walk always reaches the final position $(m, n)$, and when it does, the matrix has a clear solid band of maximum thickness $2 w$ like shown in Figure 7.1 .

Additionally we can introduce noise, as in Section 2.5, by flipping the original values from 0 to 1 , or from 1 to 0 , according to given probabilities $\operatorname{Pr}(0$-to- 1 ) and $\operatorname{Pr}(1$-to- 0$)$.

We generate samples of $50 \times 55$ binary matrices, which are used in all synthetic data experiments. The width parameter is $2 w=30$, which yields approximately a $50 \%$ fill of 1 s . Before we run the experiments on these matrices, we add noise and randomize the permutations on the rows and columns. We prepare a variety of test settings, including both symmetric noise $(\operatorname{Pr}(0$-to- 1$)=\operatorname{Pr}(1$-to- 0$))$ and asymmetric noise, and different distance measures.

In all synthetic experiments we generated 30 sample matrices for each one of our parameter settings. The plotted values in the figures of this section are the averages of the values obtained from the samples. We will next summarize the performance of our algorithms on synthetic data.

### 7.10.2 Methods

The algorithms used in the synthetic experiments include the following: AlternatingBand, Barycentric, and SimulatedAnnealingBand, as well as FindColBandedAug and FindColBandedConf coupled with several similarity measures and column-ordering methods. We obtained the distances for the algorithms by letting the algorithms choose the permutations for rows and columns, and then running FindDirectBanded to evaluate the minimum distance to direct bandedness.

In order to make the evaluation of algorithms more reliable, we introduce two new benchmark methods, Random and Original. In the Random method, the permutations for the rows and columns are selected randomly. Another competitor is the Original method, which has access to the original "correct" permutations. By correct we mean that the original directly banded structure was generated under these permutations. Once noise has been added, the matrix is no longer perfectly banded, but Original gives good permutations nonetheless.

As expected, whenever noise exists, FindColBandedConf outperforms FindColBandedAug, so we decided to leave FindColBandedAug out of the results presented next. Preliminary results from FindColBandedForb suggest that it performs slightly better than FindColBandedConf, but it is also slower, and was not included in extensive experiments. Also the other submatrix-eliminating algorithm in Section 7.5 .3 was tried: the preliminary results from a simple implementation were promising, but the time consumption hindered large-scale experiments.

For FindColBandedConf, we sorted the columns via SpectralOrdering (Section 3.6.1) with three similarity measures: Pearson correlation, dot product, and Jaccard similarity. We also experimented with finding the column permutations with HamiltonianOrdering (Section 3.6.2) that uses
either the Hamming or Jaccard distance measure on columns. For visual clarity, only the best results are shown: SpectralOrdering using the dot product and HamiltonianOrdering with the Jaccard distance.

For SimulatedAnnealingBand, we first compared the neighbor schemes: Swap- $k$ and Adj-swap- $k$ for $k \in\{1,2,4\}$, as well as Reverse, Relocate, and Reverse+Relocate. The results are shown in Figure 7.4(a). Using one million iterations and starting temperature 10 produced results that we consider near-optimal. In terms of convergence speed, Swap-1 proved to be the fastest, as seen in Figure 7.4(a). This scheme was chosen to be the neighbor scheme for all experiments that include SimulatedAnnealingBand.

Because of the 2-dimensional nature of bandedness, the number of iterations that SimulatedAnnealingBand needs is larger than other ordinary permutation problems of the same size. We studied the convergence of SimulatedAnnealingBand with the Swap-1 scheme extensively by using different numbers of iterations and temperature multipliers. Using a large multiplier requires significantly more iterations, which makes the largest multiplier values impractical for this experimental setting. We chose a running-time limit of 2 minutes (per sample) and settled for the multiplier $\alpha=0.9999$ with 100,000 iterations. Other parameter choices that satisfy


Figure 7.4: Displayed on the left (a) is the convergence analysis of SimulatedAnnealingBand with different Neighbor schemes; on the right (b) is the analysis of AlternatingBand. On the $y$-axes are the minimum Hamming distances to bandedness; on the $x$-axes are the iterations used.
the time limit were tested but they failed to produce better results. The chosen parameter combination is conservative: the temperature is allowed to drop low enough so that further improvement is unlikely, thus reducing variance. These parameters yield Hamming distances that are, on average, $3 \%$ higher than those from one million iterations.

In most cases, both AlternatingBand and Barycentric converge fast, taking on average less than 30 iterations to find good permutations, regardless of the matrix size and initial permutations. After the first iterations, the AlternatingBand algorithm does not strictly converge towards an optimal solution, but starts oscillating, as seen in Figure 7.4(b). Because of this, we always return the best solution among the first 100 iterations.

### 7.10.3 Results

We performed two types of tests. In the first test we studied the Hamming distances obtained from the algorithms when the banded datasets contained symmetric or asymmetric noise. In the second test we compared the groundtruth permutation to the ones obtained from the algorithms.

We added symmetric noise to a sample of 30 synthetically generated banded matrices and then ran each algorithm to obtain an upper bound for $d_{\mathrm{H}^{-}}$Closest Banded. The average results from the 30 runs for each method are shown in Figure 7.5 (a). We observe that both AlternatingBand and SimulatedAnnealingBand consistently perform as well as the Original method, and at high noise levels, they perform even better. This is a good sign since only Original has access to the original permutations. The other methods do not beat Original until extreme noise levels. Whenever we talk about Spectral or Hamiltonian, we mean the FindColBandedConf method that uses either SpectralOrdering or HamiltonianOrdering to preorder the columns. We noticed that non-optimal cycle-to-path transformations cause Hamiltonian to have a large variance.

In the asymmetric noise case we chose to fix one of the noise probabilities as $\operatorname{Pr}(0$-to- 1$)=0.1$ and added different levels $(\operatorname{Pr}(1$-to- 0$))$ of asymmetric noise to the input matrices; again, with a sample of 30 matrices in total. To make the comparison reliable, we use the Hamming distance. As in the symmetric noise case, the average result of 30 runs was collected for each method; the results are shown in Figure 7.5(b). Again, the AlternatingBand algorithm and SimulatedAnnealingBand perform very well, beating Original at noise levels $\operatorname{Pr}(1-$ to- 0$)>0.25$. Overall it seems that AlternatingBand produces the best results on average, although we noticed its variance to be a bit larger than that of SimulatedAnnealingBand. Curiously, the Barycentric method performs poorly here: at high noise lev-


Figure 7.5: Displayed on the left (a) are the average Hamming distances from the synthetic experiment with symmetric noise; on the right (b) the same with asymmetric noise $\operatorname{Pr}(1$-to- 0$)$ when $\operatorname{Pr}(0$-to- 1$)=0.1$. On the $y$ axes are the Hamming distances (average of 30 samples); on the $x$-axis symmetric and asymmetric noise probabilities. Algorithms AlternatingBand and SimulatedAnnealingBand are the best performers.
els, the results barely beat a random permutation. The Spectral method performs a bit better, whereas the results for Hamiltonian are mixed: mediocre results at low noise levels; good results at high noise levels.

In addition to distance measurements, we want to know how well our methods can recover the original permutations after we have added noise and randomly reordered the rows and columns. For this we use the Spearman rank correlation, which compares two sets of rankings and computes a correlation coefficient that describes the similarity of the rankings. Here we understand a ranking as an ordering of rows and columns. We compare two rankings, namely original and recovered: the original ranking is the same as the row order in the generation process of noiseless data; the recovered ranking comes from a row ordering retrieved by any of our algorithms. The correlation value 1.0 means perfect agreement between the rankings; values close to 0.0 indicate that there is no correlation between the two.

The results of the rank correlation experiment with symmetric noise are shown in Figure 7.6(a). We see that none of the methods dominates the others: at low noise levels under 0.15 , the Spectral method is able to recover


Figure 7.6: Displayed on the left (a) are the results of rank correlation on symmetric noise: correlations between the original row permutation and a permutation from an algorithm. Displayed on the right (b) are the results of rank correlation on asymmetric noise $\operatorname{Pr}(1$-to- 0$)$ when $\operatorname{Pr}(0$-to- 1$)=0.1$. On the $y$-axes are the mean measurements of Spearman rank correlation from 30 samples; on the $x$-axes are the symmetric and asymmetric noise probabilities. The weight parameter was passed to the methods with "+Weights".
the original order almost perfectly; from 0.15 to 0.30 , the AlternatingBand algorithm seems to be the best choice; at levels of noise over 0.30, the Barycentric method is the best. Overall, these three methods are good in recovering the original row order. Hamiltonian, however, is able to find the original order only at the lowest noise levels. Occasionally the AlternatingBand method converges towards local minimum, as demonstrated by the correlation value below 1.0 with noiseless data.

The results of correlation with asymmetric noise are shown in Figure 7.6(b). To better deal with asymmetric noise, we analyze the input data and pass a weight parameter to the methods (except for Barycentric). We use a simple but effective weighting scheme: compute the relative proportion of 1 s and 0 s in the input matrix, namely $p_{1}$ and $p_{0}$, where $p_{1}+p_{0}=1$. If the weight for a 0 -entry is 1 , then the weight of a 1-entry is $\log \left(p_{1}\right) / \log \left(p_{0}\right)$.

Unlike the other methods, Barycentric is almost unaffected by the type of noise (symmetric, asymmetric), and needs no weight parameter. Once we have analyzed a weight parameter from the input data, AlternatingBand and Spectral perform well. Until noise level 0.6 these methods are the best

| Runtime (ms) <br> Matrix size | Barycentric <br> $(100$ iterations $)$ | Alternating <br> $(100$ iterations $)$ | Hamiltonian | Spectral | Simulated <br> Annealing |
| ---: | :---: | :---: | :---: | :---: | :---: |
| $50 \times 50$ | 2 | 12 | 4 | 8 | 136,000 |
| $200 \times 200$ | 24 | 150 | 120 | 170 | - |
| $800 \times 800$ | 240 | 2,110 | 4,850 | 12,050 | - |
| $3200 \times 3200$ | 4,250 | 44,300 | 344,800 | $1,163,000$ | - |

Table 7.1: Running times for the algorithms (in ms) with matrices that have $50 \%$ fill and $10 \%$ symmetric noise.
at recovering original permutations that establish almost direct bandedness. As was the case with symmetric noise, the Hamiltonian method has larger variance and has difficulties in recovering the original order.

Table 7.1 shows running-time examples for the algorithms. The fastest methods are Barycentric and AlternatingBand, even though both perform 100 iterations. Their running times increase steadily with the size of an input matrix, whereas the increase is more pronounced for Hamiltonian and Spectral. Overall, most of the methods are able to handle large matrices in reasonable time.

### 7.11 Experiments on real-world data

In the next sections we will present a variety of real-world datasets, especially from life sciences. We show that our algorithms discover almost banded patterns and the results have meaningful interpretations.

### 7.11.1 Mammals data

The Mammals dataset was described in Section 6.7.1. We use its transpose: we have presence/absence records of 124 European mammals (columns) in 2,179 locations (rows).

Figure 7.7(a) shows the band obtained by the AlternatingBand algorithm that uses the Hamming distance. We see an almost nested structure of locations and mammals so far unknown in the dataset. The correlation between the ordering of the sites and the temperature variable is 0.64 , which affirms that the temperature of a location heavily affects the diversity of mammal species living there. Furthermore, the nested structure is dense: of the 54,155 total 1 s in the dataset, $70 \%$ of them are accumulated within the direct band retrieved by AlternatingBand (Figure 7.7(b)). The matrix has Hamming distance 23,997 to a banded matrix (upper bound).

For comparison, Figure 7.7 (c) shows the data as seen by the Barycentric


Figure 7.7: Permuted Mammals data. Displayed on the left (a) is the data permuted by AlternatingBand that uses the Hamming distance; in the middle (b) is a depiction of the borders of the band, that is, all the 1 s in the Mammals data (70\%) that belong to the pattern; on the right (c) is the Mammals data as permuted by Barycentric. The permutation of the locations (rows) has strong correlations with latitude (0.92) and average temperatures $(-0.85)$ of the locations.
method. The Hamming distance from this matrix to a banded matrix is 42041 (upper bound). Nonetheless, the row ordering has high correlation with certain variables associated with the location, such as latitude (0.92) and average temperature $(-0.85)$.

It seems that both AlternatingBand and Barycentric produce reasonable, yet visually different results here: AlternatingBand prefers large dense clusters of 1 s , whereas Barycentric assumes that all the rows and columns belong to the banded pattern. Which shape is preferable depends on the application. Note that assigning different weighting schemes causes the AlternatingBand method to change the shape of the band.

### 7.11.2 Dialect data

The Dialect dataset EW00, originally published in 1940, contains data about the usage of dialectical features in spoken Finnish language. The data is in binary form and represents 1,334 phonological features and their usage in 506 municipalities.

The basic division of Finnish dialects has long remained static among linguistics. The division into two dialects results in the Western and Eastern dialects; further divisions bring out more detail inside these two main dialects. Figure 7.8 (a) displays the known division into eight dialect areas.


Figure 7.8: Displayed on the left (a) is the traditional division of the Finnish-speaking municipalities into eight areas by their dialects; on the right (b) is a visualization of an ordering of the municipalities, obtained from AlternatingBand. The position of a municipality in the band-ordering is depicted by its color, ranging from black to white. For each area in (a) the associated municipalities share roughly the same grayscale color in (b). The ordering of the band has captured the main variation between the Western and Eastern dialects without any use of spatial data.

We used both AlternatingBand and Barycentric on the Dialect data to uncover a band structure. In Figure 7.9(a) we display the best ordering found by AlternatingBand after 1,000 iterations. It visually indicates a band where $65 \%$ of the original 1s belong to the banded pattern, despite the noise in the data. For comparison purposes, Figure 7.9 (b) shows the band of the Barycentric method. The two bands are very different: while AlternatingBand aims at creating dense bands of 1s, the Barycentric method aims at creating wider banded patterns.


Figure 7.9: Displayed on the left (a) is the Dialect data permuted by AlternatingBand; on the right (b) is the data permuted by Barycentric. The Hamming distances to direct bandedness are 54,461 and 105,410.

From AlternatingBand we obtain a permutation for municipalities, which can be interpreted as a crude estimate of the dialect spoken in a municipality: the ordering captures the variation from the Western dialects to Eastern dialects. Indeed, the municipalities interpolated from the ordering are plotted in Figure 7.8 (b). We can see that this interpolation is similar to the known division shown in Figure 7.8(a), despite some outliers. The outliers are those municipalities that have exceptionally small number of data points (1s). Of course the dialectical variation cannot be fully described by a single ordering: some municipalities do not fit anywhere in the linear order, for example those in Karelia. The results show many geographically coherent dialect areas, although the algorithm did not have access to spatial information about the municipalities.

### 7.11.3 Paleontological data

Recall the Paleontological data in Section 6.7.2; we have binary information on 139 fossil genera (columns) from 124 sites (rows). The banded structure found in the Paleontological dataset is shown in Figure 7.10. The result is given by the AlternatingBand method, and the ordering of the rows reflects the relative ages of the sites.


Figure 7.10: The Paleontological data permuted by AlternatingBand where the weights for the 1-entries are four times those for the 0 -entries.

As is common with data gathering in real-world, the Paleontological data has more missing 1 s than false 1 s . Therefore 0 -entries should have smaller weights than 1-entries. In general it is difficult to select the best weights for a real-world application, and many criteria for "correct" bandshape can be given. On this dataset, we decided that each 1-entry has a weight that is four times that of a 0-entry, as it matches our estimation of error rates.

### 7.11.4 DNA amplification data

The DNA amplification data is available upon request from the authors of $\mathrm{MHB}^{+} 06$. It contains information on the DNA copy number amplifications recorded in 4,590 cases (rows) and 393 specific chromosomal locations (columns). A 0-entry denotes no DNA copy number amplification in the corresponding chromosomal location, and a 1-entry denotes a finding in the DNA copy number amplification in the location. More than this we also have available the neoplasm labels (cancer label) coupled to the cases of the matrix.

The goal is to investigate DNA amplifications in different neoplasms types. This justifies a solution where different subsets of columns and rows
can be evaluated separately, so we will run FindSubmatrix (Algorithm 1) to find such banded submatrices. We use SpectralOrdering with dot product to reorder the columns, and FindColBandedConf to obtain ground-truth matrices. As utility measures, we use the performance measures accuracy and precision, while allowing a Hamming distance of at most 100 to a banded submatrix.

Figures 7.11(a,b) show the two submatrices retrieved from the original data, found by accuracy and precision. For both submatrices we observe immediately that the distance to a directly banded submatrix is relatively small, with almost no noise outside the band. The submatrices are largely distinct: they identify different reduced collections of cancer types.


Figure 7.11: Two submatrices from the DNA data. Displayed on the left (a) is a $1,402 \times 282$ submatrix, found by FindSubmatrix that uses accuracy as the utility function; on the right (b) is a $291 \times 244$ submatrix (with precision). Both submatrices have their Hamming distances to direct bandedness at most 100. We used a combination of FindColBandedConf, SpectralOrdering, and dot product to compute accuracy and precision.

### 7.12 Conclusions

We introduced a new data mining concept, banded patterns in binary matrices, which illustrates the variation of attributes in the data. In particular, bandedness is a generalization of nested patterns, and a special case of SC1P matrices. The theoretical results on bandedness, both old and new, give rise to polynomial-time recognition algorithms as well as exact and
heuristic algorithms for finding a closest banded matrix. The idea is to use a combinatorial view on a dataset to uncover hidden banded structures from the data.

The first set of algorithms relies on fixing a column permutation beforehand. We then lift this column permutation requirement and propose two new algorithms that search for both column and row permutations at the same time. We use synthetically generated data to show that the proposed algorithms are able to detect almost banded structures in reasonable time.

Experiments on real-world datasets show that bands occur in a wide range of applications, from life sciences to dialect data. For two of the datasets, we discover previously unknown banded structures that have natural interpretations in the final ordering of the rows and columns. Our results suggest that a hierarchy of mammals exists in Mammals occurrence data. For the word dialect data we have discovered that the banded structure has captured the main variation between the Eastern and Western dialects of the spoken Finnish language.

We see several directions for future work. First, relaxing the requirement of binary values opens an opportunity to form banded patterns from, say, positive integers or real values. The structure in a banded pattern can then be described through the variation from large to small values within the pattern. Second, finding banded submatrices more efficiently ABJ10 allows analyzing larger datasets. Third, analyzing TestBanded (Algorithm 12 ) and the inserted rows more closely may improve the time complexity. Fourth, for applications it would be crucial to develop a null model for bandedness: is the banded structure statistically significant in data?

## Chapter 8

## Discussion

We have described a framework of reorderable patterns that considers different permutations of the rows and columns of a matrix. The goal is not to modify the data, but to reorganize the data so as to reveal its hidden structure.

The reorderable patterns presented in this thesis form a sequence in which a pattern includes all matrices that have a more specific pattern, namely, let $\mathcal{N}, \mathcal{B}, \mathcal{S}, \mathcal{C}, \mathcal{Z}$, and $\mathcal{M}$ be the following patterns: nested, banded, SC1P, C1P, zero-partitionable, and all binary matrices. Then we have the following chain of proper inclusions.

$$
\begin{equation*}
\mathcal{N} \subset \mathcal{B} \subset \mathcal{S} \subset \mathcal{C} \subset \mathcal{Z} \subset \mathcal{M} \tag{8.1}
\end{equation*}
$$

Of course, this selection of patterns is incomplete and many patterns are missing; for example, the pattern of $k$-nestedness cannot be included in the chain. Another matrix pattern not studied here, but related to $k$ nestedness, is laminarity: in a collection of sets each two sets are either disjoint or one is a subset of the other.

To see that the inclusions are proper, we give examples of minimum-size matrices that separate the patterns in (8.1). The first matrix in 8.2 is not in $\mathcal{N}$ but is in $\mathcal{B}$, and the last one is not in $\mathcal{Z}$ but it is in $\mathcal{M}$; the rest of the matrices fall between the patterns similarly.

$$
\left[\begin{array}{ll}
{ }^{\mathcal{B}} & 0  \tag{8.2}\\
0 & 1
\end{array}\right] \quad\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] \quad\left[\begin{array}{lll}
1 & 1 & 1 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right] \quad\left[\begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right] \quad\left[\begin{array}{lcl}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

By studying the combinatorial properties of consecutive, nested, $k$ nested, and banded patterns, we developed efficient algorithms for recog-
nizing these patterns in noise-free binary matrices. For example, there exist polynomial-time algorithms for recognizing the following patterns: C1P, SC1P, nestedness, $k$-nestedness, and bandedness. If the dataset contains noise, however, the problem becomes that of finding a closest matrix that has the reorderable pattern. Alas, the results on computational complexity suggest that such problems are often NP-hard, and we need to settle for heuristic or approximative approaches.

When solving some matrix-related problems it is convenient to view a binary matrix as a bipartite graph, and vice versa. Thus, we can have the best from both worlds, which helps to develop both theory and algorithms. The field of data analysis has long been dominated by real-valued methods such as principal component analysis and clustering. Therefore it is intriguing to see that purely combinatorial methods find meaningful patterns in real-world datasets. However simple datasets binary matrices may present, matrix decomposition methods designed for binary data perform well [MMG ${ }^{+}$08] in comparison to more established decomposition methods.

Some notable problems remain open. In this thesis we concentrated on weighted distances, but we can consider each specific distance separately, such as the augmentation, deletion and Hamming distances. Indeed, the computational complexity results are known only for some of these distances. One notable open problem is the time complexity of $d_{\mathrm{H}}$-CLOSEST Nested. In addition, we do not know the complexity of computing the $d_{\mathrm{H}^{-}}$distance to a closest C1P, SC1P, or banded matrix. Same holds for $d_{\mathrm{A}}-$ Closest Banded and Closest Columns-Banded. We expect that all these problems are NP-hard. On the other hand, there is a polynomialtime algorithm Mül97 for recognizing whether a graph is a directed interval graph. Since zero-partitionable matrices and adjacency matrices of directed graphs differ only by diagonal entries (self-loops), this could lead to a polynomial-time algorithm for checking zero-partitionability.

The experimental results reported in this thesis show that a variety of structures that appear in real-world datasets can be described by reorderable patterns. Furthermore, new heuristic algorithms are able to detect these patterns automatically. Once detected, these patterns offer a different view on the dataset, which often helps to understand the hidden structure and processes behind the data. In particular, tests on synthetic data verify that the heuristic methods find reorderable patterns reliably. However, since reordering the rows and columns only produces one linear order for each set of attributes, the descriptive power of reorderable patterns is limited in cases where the structure is richer than that.

Detecting that a real-world dataset almost has a pattern is not enoughwe need a statistical significance test to assess whether the pattern is exceptional or a mere occurrence of random chance. In this thesis we concentrated on nestedness and showed that the selection of a null model is not straighforward. The other patterns would benefit from a null model, too: for example, Contin could be used to test whether bandedness is significant.

Even if we find a pattern in a real-world dataset, we cannot tell whether the pattern has an important meaning or if it is just a by-product of another pattern. For example, we can see a nested dataset as a C1P matrix, if we are looking for such consecutive patterns, but consecutiveness alone cannot explain all the processes behind the dataset. Of course, simple models and patterns cannot fully explain real-world datasets, but they still give a direction. To distinguish better between different pattern classes, such as C1P and nestedness, we need specifically developed null models.

The distance from a matrix to a pattern is an absolute measure. In addition to using statistical inference, we could also develop a relative measure. To measure how strong a pattern is in a matrix, we can take into account, for example, the distance, the dimensions of the matrix, and the number of 1s. We can employ also a null model as a part of the measure, like in nestedness intensity.

It is worthwhile to ask whether there are any alternatives to the flipsbased distance measure used. The approach in this thesis is based on earlier work on edit distances that assume independent entries and flips. Still, in some applications it might be beneficial to fine-tune the distance measure to deal with known dependencies in the dataset. Indeed, adding dependency to the error models may produce more realistic matrices, which increases the relevancy of synthetic tests. Developing such a dependent error model is of course application-sensitive, and requires expertise on the topic at hand.

A generalization from binary patterns to multivariate patterns is possible. For example, a generalization from binary nestedness into multivariate values could contain any nonnegative integers, with largest values in the innermost layer (top-left corner) and 0s in the outermost layer of values. We can also consider generalizing the patterns into higher dimensions: the patterns described in this thesis appear on two-dimensional matrices, but also more general patterns on $n$-dimensional tensors can be studied. For example, a three-dimensional tensor could contain two-dimensional data at several points in time. In addition to global patterns and submatrices, we could also consider datasets that consist of two parts: pattern-part and noise-part. The challenge would be to identify the rows and columns of the data that have relevant structure, despite noisy rows and columns.
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## Index

accuracy, 20
acyclic inclusion graph, 51, 76
adjacency matrix, 8, 15
Agglo, 87
agglomerative clustering, 87
AlternatingBand, 119
anti-nestedness, 54
antisymmetry, 32
ApproxAugNested, 46
asymmetric noise, 17
augmentation distance $d_{\mathrm{A}}, 9$
band-conflict matrix, 104
banded, 97, 98
bandwidth, 99
Barycentric, 120
binary, 7
bipartite graph, 8
branch and bound, 33, 50
consecutive-ones property, C1P, 24
chain, 16, 38, 74,78
circular-ones, 25, 26
closest columns-banded pattern, 108
closest direct pattern, 11, 22, 27, 42, 106
closest pattern, 12, 28, 44, 78, 116
columns-banded, 98
conflict-weight, 87
Conjugate, 41
conjugate integer partition, 39
conjunctive normal form, CNF, 31
consecutive vector, 22
correlation similarity, 30,128
CountingSort, 40
data mining, 2
deletion distance $d_{\mathrm{D}}, 9$
direct, 11
direct C1P, 24
direct SC1P, 25
directly banded, 98
directly nested, 37
distance, 9
distance graph, 28
distance to a pattern, 10
distance vector, 23
dot product, 30
dynamic programming, 22, 42, 51, 106
error, 16, 18
Ferrers diagram, 38
FindColBandedAug, 109
FindColBandedConf, 111
FindColBandedForb, 115
FindConsecutive, 23
FindDirectC1P, 27
FindDirectBanded, 107
FindDirectNested, 43
FindSubmatrix, 20
fixed permutation, 11
flip, 9
forbidden submatrix, $13,24,26,39,102$
103, 113, 123
GreedyNested,48
Hamiltonian, 127
Hamiltonian path, 14, 30, 116
Hamming distance $d_{\mathrm{H}}, 9$

Hamming distance on vectors, 30
HamiltonianOrdering, 30
hereditary, 13
incidence matrix, 14,79
included in a consecutive vector, 22
inclusion graph, 51, 76
integer partition, 38
interval graph, 15,26
Jaccard, 30
$k$-consecutive, 25
$k$-Cut, 86
$k$-means++, 85
$k$-nested, 74
LowerBoundAugNested, 45
Mannila-Terzi, 85
matrix, 7
MaximumSubvector, 23
minimum description length, MDL, 87
misclassifications, 16
missing data, 16
Neighbor, 121
nested, 38
nestedness intensity, 60
noise, 16
nontrivial, 19
null model, 18, 57
Original, 17, 87, 125
$p$-value, 17, 18,60
pattern, 10
permutation, 8
precision, 20
proper inclusion, 102
Random, 87, 125
Rasch model, 61
recall, 20
recognition, 11, 26, 40, 76, 104
reject, 17
reorderable pattern, 10
reordering, 10, 12

Ryser class, 39
satisfiability, SAT, 31, 49, 82, 122
segmented nestedness, 74
set interpretation, 8
significance test, 17
similarity graph, 28
simulated annealing, 13, 120
SimulatedAnnealingBand, 121
simultaneous consecutive-ones, SC1P, 25
singular value decomposition, SVD, 85
Spearman rank correlation, 128
Spectral, 127
spectral methods, 29
SpectralOrdering, 29
Sperner, 102, 103, 113, 123
Sperner-conflict, 104
staircase path, 38, 40, 42, 88, 101, 124
statistical significance, 17, 60
submatrix, 7, 18, 35, 50, 123
subset-similarity matrix, 85
subvector, 22
SVD- $k$-Baseline, 85
SVD- $k$-Sim, 85
switch box, 39
symmetric noise, 17
synthetic data generation, 16, 61, 89, 124

TestBanded, 106
TestC1P, 26
TestNested, 41
Type I error, 18
Type II error, 18
upper triangular, 35
utility, 19
vector, 7
zero diagonal, 35
zero matrix, 7
zero vector, 7,22
zero-partitionable, 15,24

## Notation

| Notation | Explanation |
| :--- | :--- |
| $\subseteq, \subset$ | subset, proper subset |
| $[k]$ | set $\{1,2, \ldots, k\}$ |
| a | vector |
| $a_{i}$ | entry of the vector a at index $i$ |
| $A$ | matrix, set, or list |
| $a_{r, c}$ | entry of the matrix $A$ at row index $r$, column index $c$ |
| $A^{T}$ | transpose of a matrix $A$ (for all entries $\left.a_{r, c}^{T}=a_{c, r}\right)$ |
| $\|s\|$ | $s$ is a number: absolute value of the number $s$ |
| $\|S\|$ | $S$ is a set: cardinality of the set $S$ (the number of elements) |
| $\widetilde{A}$ | band-conflict matrix constructed from a matrix $A$ |
| $\widehat{A}$ | matrix that is in some sense close to a matrix $A$ |
| $R_{i}, C_{j}$ | set interpretation of the row $i$ and column $j$ (positions of 1s) |
| $\langle s, e\rangle$ | consecutive binary vector with 1 s on the indices |
| $m \times n$ | $s, s+1, \ldots, e-1$ and 0 s elsewhere |
| $U \times V$ | size of a matrix: $m$ rows, $n$ columns |
| $d_{W}(A, B)$ | cartesian product of two sets $U$ and $V$ |
| $d_{\mathrm{A}}, d_{\mathrm{D}}, d_{\mathrm{H}}$ | distance from the matrix $A$ to $B$ relative to weights $W$ |
| $G=(V, E)$ | augmentation, deletion, and Hamming distance on matrices |
| $G=(R \cup C, E)$ | graph with the vertex set $V$ and edge set $E$ |
|  | bipartite graph with vertex sets $R$ (rows) and $C$ (columns) |
| $\mathcal{P}$ | and edge set $E \subseteq R \times C$ |
| $\pi, \sigma, \tau$ | pattern: set of binary matrices that have a certain property |
| PROBLEM | permutation; $\sigma$ for rows, $\tau$ for columns |
| Method | font used for problems |
| Other | font used for algorithms and methods |
|  | font used for other technical elements |
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Pages 46 and 47: Algorithm 10, Theorems 4.9 and 4.10 The reasoning in the proof of Theorem 4.9 has a flaw. The entry $\left(r_{3}, c_{3}\right)$ used in the proof is assumed to have value 1 in the input matrix. Yet, it is possible that the entry has been flipped from 0 to 1 by Algorithm 10. There are matrices where Algorithm 10 generates a new switch box, which makes the resulting matrix non-nested.

An example: Given the matrix $A$ below, Algorithm 10 transforms it to $B$, which contains a switch box.

$$
A=\left[\begin{array}{llll}
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0
\end{array}\right] \quad B=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

Consequences:

1. The proofs for Theorems 4.9 and 4.10 are not valid. Both Theorems may still be true, but no proofs or counter-examples are known for them.
2. Tight examples (in the proof of Theorem 4.10) hold nonetheless.
3. Repeating Algorithm 10 will lead to a nested matrix. This works because a submatrix full of 1 s is nested.
4. On page 48, the corrective move in Algorithm 11 can be implemented by repeating Algorithm 10 (instead of running it only once).
5. The rest of the thesis remains unaffected.

[^0]:    Algorithm 5 SpectralOrdering
    Input: $m \times n$ binary matrix $A$, symmetric similarity measure $f$ on columns
    Output: column permutation $\tau$ that establishes almost direct C1P
    1: Construct $n \times n$ similarity matrix $S$ :
    $s_{c, d} \leftarrow f(\mathbf{c}, \mathbf{d})$, where $\mathbf{c}$ and $\mathbf{d}$ are the $c$ th and $d$ th column vectors of $A$
    Construct a diagonal matrix $D$ with $d_{i, i}=\sum_{j=1}^{n} s_{i, j}$
    Let $L \leftarrow D-S \quad / /$ an $n \times n$ Laplacian matrix
    Compute the eigenvectors and eigenvalues of $L$, and let $\mathbf{e}_{2}$ be an eigenvector associated with the second-smallest eigenvalue (Fiedler vector).
    5: Sort the values in $\mathbf{e}_{2}$ in nondecreasing order (break ties arbitrarily) and let $\tau$ be the corresponding permutation of columns.
    return $\tau$

[^1]:    ${ }^{1}$ The preprocessing of the data is described in HFEM07. The dataset is available by request from Societas Europaea Mammalogica: http://www. european-mammals.org/

[^2]:    ${ }^{1}$ From August 31, 2007, the version of the dataset selects all columns with at least 10 occurrences and all rows with at least 10 genera present.

[^3]:    ${ }^{1}$ In the context of sets, a Sperner family is an antichain: a collection of sets such that none of the sets is a subset of another. We depart from the original definition for technical reasons.

