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2.2 Hückel and Möbius aromaticity and antiaromaticity . . . . . . . . . . 9
2.3 Generalized Hückel rules for arbitrary spin states . . . . . . . . . . . . 11
2.4 Aromaticity indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Aromaticity - the elephant and the blind scientists? . . . . . . . . . . . 17

3 Quantum chemical calculations 18
3.1 Molecular properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Nuclear shieldings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 The NMR experiment . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Computing NMR shieldings . . . . . . . . . . . . . . . . . . . . 21

3.3 Gauge-including atomic orbitals . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Gauge-including magnetically induced currents . . . . . . . . . . . . . 24
3.5 Electron spin resonance . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5.1 The ESR experiment . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.2 Computational ESR . . . . . . . . . . . . . . . . . . . . . . . . 26

3.6 Electronic structure methods . . . . . . . . . . . . . . . . . . . . . . . 27
3.6.1 Wavefunction-based methods . . . . . . . . . . . . . . . . . . . 27
3.6.2 Density functional theory methods . . . . . . . . . . . . . . . . 30
3.6.3 Nuclear shielding calculations and DFT . . . . . . . . . . . . . 32
3.6.4 Basis sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.7 Software used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Results 36
4.1 Investigated systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.1.1 The endohedral fullerene Sc3C2@C80 . . . . . . . . . . . . . . . 36
4.1.2 Nanorings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.3 [n]Cycloparaphenylenes . . . . . . . . . . . . . . . . . . . . . . 37
4.1.4 Bianthraquinodimethane-stabilized [16]annulene . . . . . . . . 39
4.1.5 Hexaphyrins . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.6 Open-shell applications . . . . . . . . . . . . . . . . . . . . . . 42

4.2 Analysis and discussion of the results . . . . . . . . . . . . . . . . . . . 44

iv



v

4.2.1 Dynamics and magnetic properties of Sc3C2@C80 . . . . . . . . 44
4.2.2 Aromatic, antiaromatic, and homoaromatic systems from the

ring-current point of view . . . . . . . . . . . . . . . . . . . . . 46
4.2.3 Current localization and delocalization in multiring

molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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1 Introduction

The response of molecules to external fields, that can be measured in different spec-
troscopies, provides a vast amount of data. Analysis of the data yields detailed
information about molecular properties. In a nuclear magnetic resonance (NMR) or
an electron spin resonance (ESR) experiment the molecule is subjected to a magnetic
field. The NMR and ESR spectra give information about geometry, electronic struc-
ture, spin state, spin localization, etc [1–4]. When an electron situated in the region
around a nucleus is subject to a magnetic field, classical electrodynamics predicts that
a current is induced. This local atomic current induces a secondary magnetic field
which causes the nucleus to become shielded or deshielded [5,6]. Since the electronic
structure in the vicinity of the nucleus depends on the character of the nearest chem-
ical bonds, measurements of the nuclear shielding constants can be utilized to probe
the molecular structure.

In molecules that possess one or several circular pathways with delocalized elec-
trons, the external magnetic field can also give rise to ring currents along the molec-
ular framework [7–11]. A further magnetic field is induced by the ring current. If
this induced magnetic field is antiparallel to the external field, locally the magnetic
field will be weaker than the external field and the nuclei are said to be shielded.
If the induced magnetic field is parallel to the external field, thus giving a locally
stronger magnetic field, the nuclei will be deshielded. The direction of the secondary
magnetic field depends on the direction of the ring current. In compounds where the
diatropic ring current dominates, the nuclei outside the molecular ring are deshielded
while the region inside the ring is shielded. Such compounds are said to be aromatic,
with benzene as an obvious example. In antiaromatic molecules, e.g., cyclobutadiene,
a paratropic ring current is induced, and the nuclei on the outside of the ring are
shielded while the inside of the ring is deshielded.

In this thesis, the current delocalization pathways in conjugated hydrocarbons,
fullerenes and small metal clusters are investigated. The concept of aromaticity is
closely related to the existence of ring currents. Aromaticity is, however, a concept
lacking an unequivocal definition, and this work will not provide one either. Instead,
the ring currents themselves together with NMR chemical shifts are the main topic.
The aromaticity of the investigated systems will be discussed in light of the mag-
netic properties. The results have been published in eight papers, referred to as
Paper I-VIII in the text. In addition, some previously unpublished results on the
ring currents in Sc3C2@C80 and in coronene are presented. Paper I describes the
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magnetic resonance parameters and the dynamical nature of Sc3C2@C80. In Paper
II, the ring-current strengths in a series of nano-sized hydrocarbon rings are related
to static polarizabilities and to 1H NMR shieldings; a direct relationship between
ring-current strengths and 1H NMR shieldings is confirmed. Paper III is a case study
on the possible aromaticity of a novel Möbius-shaped [16]annulene. In Paper IV,
aromatic, homoaromatic, antiaromatic, and nonaromatic ring-shaped hydrocarbons
are characterized from the ring-current point of view. Paper IV provides a valida-
tion of the GIMIC method as a probe for possible aromaticity. The case studies on
hexaphyrins and [n]cycloparaphenylenes in Papers V and VI show that explicit cal-
culations are needed to unravel the ring-current delocalization pathways in complex
multiring molecules. In Papers VII and VIII, the total ring currents and the spin
currents are calculated for single-ring and bi-ring molecules with open shells.



2 Molecular magnetic

properties and aromaticity

The International Union of Pure and Applied Chemistry (IUPAC) has defined aro-
maticity within the framework of theoretical organic chemistry as a property of sys-
tems that are thermodynamically stabilized as a consequence of cyclic electron delo-
calization [12]. This suggests that aromaticity is primarily to be defined based on the
observable energy, and that the underlying reasons for the stabilization of so called
aromatic compounds is the electron delocalization. Bond length equalization as well as
the ”existence of the diamagnetic ring current induced in a conjugated cyclic molecule
by an external magnetic field and manifested by an exaltation and anisotropy of mag-
netic susceptibility”, are complementary criteria of aromaticity, according to IUPAC.
In this thesis, the magnetic criterion is adopted in a pragmatic manner: A molecule
that has a net diatropic ring current may be aromatic. Similarly, a net paratropic
ring current is descriptive for possibly antiaromatic molecules, whereas molecules with
a zero ring current are considered nonaromatic. The correlation between diatropic
ring currents and aromatic character is not exclusive, which is evident by consider-
ing cyclopropane that has a ring current as a consequence of the forced overlap of σ
orbitals due to ring strain.

The stabilization of aromatic molecules can be realized by considering the phe-
nomenon of resonance. Slater used the term ”shared valence” to describe how the
structure of the benzene molecule appears to be a combination of two Kekulé struc-
tures [13]. Pauling and Wheland considered all the canonical structures of benzene
and naphthalene and obtained a measure of the resonance energy [14]. As a con-
sequence of the ”shared valence”, the total energy of the benzene molecule will be
lower than that of any single Lewis structure [15]. Although benzene is an obvious
example, the same phenomenon is naturally observed in more complex molecules,
too. Pauling writes, regarding higher condensed ring systems, that ”The stabilization
of the molecules by resonance gives them aromatic character in the same way as for
benzene” [15].

The delocalized electronic structure of aromatic compounds also yields enhanced
planarity, equalized bond lengths, enhanced stability due to resonance, favoring of
substitution instead of addition that would be typical for isolated double bonds, and
the ability to sustain ring currents when exposed to external magnetic fields. In
this thesis, the focus is not so much on the nature of the aromaticity, but on the

3



2.1. Ring currents and delocalization 4

ring currents. Ring currents are not observed directly in the experiment but the
effect thereof is seen in many experimental observables, as discussed below. The
nuclear magnetic shieldings and NMR chemical shifts of the hydrogen nucleus play
a special role in assessing ring currents. There is generally a small electron density
around the protons and therefore the 1H NMR chemical shifts are sensitive to external
factors such as ring currents. In the following Sections, different methods to assess
aromaticity will be discussed with emphasis on approaches related to ring currents.

2.1 Ring currents and delocalization

The modern understanding of the ring currents in aromatic molecules is based on
the Pauling-Lonsdale-London model. Pauling [7] and Lonsdale [8] calculated mag-
netic susceptibilities of benzene and condensed conjugated hydrocarbon molecules,
assuming that the π electrons were able to move independently from the bonding
electrons in the σ framework. The theory was built upon the molecular orbital theory
by Hückel [16–18]. London presented the first quantum mechanical description of the
ring current [9].

It is not only derivatives of benzene and condensed hydrocarbons that can have
ring currents. Compounds such as Al2−4 [19], the golden fullerene Au32 [20], B−3 [21],
and the B20 toroid [22] have been shown to be able to have time-independent ring
currents that arise due to electron delocalization.

Pople showed in 1956 that the increased 1H NMR chemical shifts in benzene and its
derivatives can be explained by a diamagnetic current circulating around the benzene
ring [23]. A molecular orbital theory of ring currents was subsequently published in
1958 by Pople [11].

Musher [24,25] argued against the connection between ring currents and electron
delocalization. Musher showed that the anisotropic susceptibilities for 16 aromatic
hydrocarbons could be reliably calculated from anisotropic Pascal’s constants for aro-
matic carbon atoms. Fleischer et al [26] showed that the NMR shielding tensors and
magnetic susceptibility tensors for benzene and cyclohexatriene give evidence for a
ring-current effect in benzene. They used the individual gauge for localized orbitals
(IGLO) method in the calculations. The shortcomings of Musher’s anti-theory have
also been analyzed by Lazzeretti [27]. The ring-current effect on the proton NMR
shieldings has been questioned by proposing that the deshielding of the protons in
benzene is due to the σ electrons [28,29]. On the other hand, the σ electrons do cause
deshielding of the benzene protons, even though the ring current of the π electron
cloud is the major contribution to the deshielding [30]. In Paper II, we show a direct
relationship between the shielding of inner hydrogens in large delocalized hydrocarbon
ring-shaped molecules and the size of the ring-current susceptibility. In the studied
molecules, the effects on the shieldings caused by the molecular framework can be
expected to be the same. Although the ring currents have a notable impact on 1H
NMR shieldings, also structural effects, solvent, and non-bonded interactions must
be taken into account when analyzing anomalous NMR chemical shifts of protons, as
shown in Paper V and elsewhere [31,32].
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The London-type theories for ring current came short in not accounting for the
electron repulsion. This was a deficiency of the Hückel theory that the London model
was built upon. An improvement was to introduce the coupled and uncoupled Hartree-
Fock methods in the calculation of ring-current contributions to magnetic suscepti-
bilities and nuclear shieldings [33, 34]. Later on, semiempirical methods based on
the Biot-Savart law have been used by Haddon [35, 36]. In this thesis, the gauge
including magnetically induced current (GIMIC) method [37] is used to calculate the
magnetically induced ring-current susceptibilities explicitly.

In Figures 2.1 and 2.2 the ring current in benzene obtained from GIMIC calcu-
lations is visualized in three different ways. The signed modulus of the ring-current
density vectors gives the three-dimensional scalar distribution of the ring current. The
isocurve cut-through of the 3D-current density shows that a large part of the ring cur-
rent flows in the ring plane and not only in the π space as traditionally claimed [38].
The gradient of the ring-current with respect to the x coordinate is shown in Figure
2.2. The ring-current gradient along the x axis gives an idea about the distribution
of the paratropic and the diatropic ring currents. When the x axis is turned in the
xy plane so that it is at an angle of 10◦ to the nearest C–H bond, the diatropic ring
current can be seen to take the path around the hydrogen. The paratropic ring cur-
rent profile for the axis cutting the C–C bond at the middle and for the axis cutting
the C–C bond close to the carbon are very similar, which shows that the ring current
is not merely a superposition of bond currents but it is delocalized along the ring. To
get a quantitative measure of the ring current at any given bond in the molecule, one
has to integrate the current density over a grid cutting that bond.

Although the GIMIC method strictly defined yields a susceptibility, in practice
the term ”current strength” will be used here. The relationship between the current
strength and the current susceptibility is linear in the magnetic field strength in units
of Tesla.
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(a)

Homotropylium consists of a rather planar tropylium (C7H7
+)

ring with almost equal carbon-carbon distances and an out-
of-plane CH2 moiety fused to one of the C-C bonds. The
C1-C7 distance is 214 pm, indicating an attractive interaction
between the carbon atoms. The small bond-length alternation
for C8H9

+ suggests that it sustains a stronger ring current than
the neutral homoaromatic molecules studied.

Cycloheptatriene has a structure similar to C8H9
+ and might

be an example of a neutral homoaromatic molecule. Calculations
of the molecular structure of C7H8 show that the C1-Cn-1

distance is significantly longer than for C8H9
+ which might affect

its aromaticity because the ring current is expected to cross that
gap instead of taking a detour via the CH2 moiety. To check
whether van der Waals interactions shorten the C1-C6 distance,
we optimized the structure at the MP2 level because dispersion
interactions are not well-described at the DFT level with today’s
functionals. A comparison of the C-C distances of C7H8

calculated at the B3LYP and MP2 values is given in Table 1.
The table shows that the two computational levels yield almost
identical structures having a maximum deviation of about 1-2
pm for the C-C bond lengths. The C-C bonds of the almost
planar part of the ring have a bond-length alternation of 10 pm,
whereas the C-C bond connecting the CH2 moiety is a typical
single bond of 150 pm. The bond-length alternation is smaller
at the MP2 level. The C1-C6 distance calculated at the MP2
level is 7 pm shorter than the distance of 244 pm obtained in
the B3LYP calculation. The small difference of 7 pm is not
expected to have any significant effect on the aromaticity. The
C1-C6 distance at the B3LYP level is somewhat shorter than
the bond distance previously obtained at the DFT level using
the generalized gradient approximation.22 The C1-Cn distances
for the two C11H12 isomers are 253 and 255 pm, indicating an
even weaker C1-Cn-1 interaction. The Cartesian coordinates
are given as Supporting Information.

IV. Ring Currents
A. C6H6. The computational methods are first applied on

benzene, which is here used as the reference aromatic hydro-
carbon. The modulus of the current density passing the
integration plane at the center of a C-C bond of benzene
perpendicularly to the ring is shown in Figure 5a. In the Figure,

the ring center is at the origin, and the C-C bond is pointing
out from the plane of the picture at [x, y] ) [122, 0.0] pm. The
y coordinate denotes the distance from the molecular plane, and
x is the distance from the ring center. The direction of the
external magnetic field is perpendicular to the ring. The contour
and modulus plots in Figure 5a and b71 as well as the ring-
current profile in Figure 6 show that a diatropic ring current
flows around the molecule on the outside. Inside the benzene
ring, the current is paratropic. Qualitatively similar results were
obtained in previous studies of the current density for
benzene.37,72,73 Here, we find that the largest current density
appears in the molecular plane and not in the π electron density
above and below the ring, as generally claimed, whereas Steiner
and Fowler73 estimated that about 80% of the current is
transported by the π orbitals. Kutzelnigg et al. noted that addition
of the current contributions from the σ and π orbitals destroys
the picture of the circular π system.72 The present current
calculations challenge the widespread notion that the ring current
is transported by the π electrons on both sides of the ring.24,74-76

Numerical integration of the current strength passing the C-C
bond yields a net current strength of 11.8 nA T-1 consisting of
a diatropic current of 16.7 nA T-1 and a paratropic contribution
of -4.9 nA T-1. The net ring-current strength can be used to

Figure 4. The optimized molecular structure of (a) the lowest C11H12

isomer and (b) of the second-lowest C11H12 isomer.

TABLE 1: A Comparison of the C-C Distances (in pm) for
C7H8 Calculated at the B3LYP/def2-TZVP and MP2/
def2-TZVP Levels

method C1-C7 C1-C2 C2-C3 C3-C4 C1-C6

B3LYP 150.5 134.5 144.3 135.9 243.7
MP2 149.5 135.7 143.3 137.3 236.7

Figure 5. (a) The contour plot (in Å, 1 Å is 100 pm) shows the cross
section of the modulus of the ring current of benzene. The benzene
ring lies in the yz plane. The ring center is at the origin. The C-C
bond is perpendicular to the xy plane with the center of the bond at
[x, y] ) [122, 0.0] pm. The smaller cross section area inside the ring
corresponds to the paratropic component of the ring current. The larger
cross section area mainly outside the benzene ring shows the diatropic
contribution to the ring current giving rise to its aromaticity. (b) In the
blue region, the current is diatropic and in the red area, it is paratropic.
Part b is plotted with Jmol.71

Figure 6. The ring current profile along the arrow passing through a
bond of the benzene molecule. The origin is at the center of the ring.
The center of the C-C bond is passed at x ) 122 pm. Paratropic
currents are assumed to be negative.

8670 J. Phys. Chem. A, Vol. 113, No. 30, 2009 Fliegl et al.

(b)

Homotropylium consists of a rather planar tropylium (C7H7
+)

ring with almost equal carbon-carbon distances and an out-
of-plane CH2 moiety fused to one of the C-C bonds. The
C1-C7 distance is 214 pm, indicating an attractive interaction
between the carbon atoms. The small bond-length alternation
for C8H9

+ suggests that it sustains a stronger ring current than
the neutral homoaromatic molecules studied.

Cycloheptatriene has a structure similar to C8H9
+ and might

be an example of a neutral homoaromatic molecule. Calculations
of the molecular structure of C7H8 show that the C1-Cn-1

distance is significantly longer than for C8H9
+ which might affect

its aromaticity because the ring current is expected to cross that
gap instead of taking a detour via the CH2 moiety. To check
whether van der Waals interactions shorten the C1-C6 distance,
we optimized the structure at the MP2 level because dispersion
interactions are not well-described at the DFT level with today’s
functionals. A comparison of the C-C distances of C7H8

calculated at the B3LYP and MP2 values is given in Table 1.
The table shows that the two computational levels yield almost
identical structures having a maximum deviation of about 1-2
pm for the C-C bond lengths. The C-C bonds of the almost
planar part of the ring have a bond-length alternation of 10 pm,
whereas the C-C bond connecting the CH2 moiety is a typical
single bond of 150 pm. The bond-length alternation is smaller
at the MP2 level. The C1-C6 distance calculated at the MP2
level is 7 pm shorter than the distance of 244 pm obtained in
the B3LYP calculation. The small difference of 7 pm is not
expected to have any significant effect on the aromaticity. The
C1-C6 distance at the B3LYP level is somewhat shorter than
the bond distance previously obtained at the DFT level using
the generalized gradient approximation.22 The C1-Cn distances
for the two C11H12 isomers are 253 and 255 pm, indicating an
even weaker C1-Cn-1 interaction. The Cartesian coordinates
are given as Supporting Information.

IV. Ring Currents
A. C6H6. The computational methods are first applied on

benzene, which is here used as the reference aromatic hydro-
carbon. The modulus of the current density passing the
integration plane at the center of a C-C bond of benzene
perpendicularly to the ring is shown in Figure 5a. In the Figure,

the ring center is at the origin, and the C-C bond is pointing
out from the plane of the picture at [x, y] ) [122, 0.0] pm. The
y coordinate denotes the distance from the molecular plane, and
x is the distance from the ring center. The direction of the
external magnetic field is perpendicular to the ring. The contour
and modulus plots in Figure 5a and b71 as well as the ring-
current profile in Figure 6 show that a diatropic ring current
flows around the molecule on the outside. Inside the benzene
ring, the current is paratropic. Qualitatively similar results were
obtained in previous studies of the current density for
benzene.37,72,73 Here, we find that the largest current density
appears in the molecular plane and not in the π electron density
above and below the ring, as generally claimed, whereas Steiner
and Fowler73 estimated that about 80% of the current is
transported by the π orbitals. Kutzelnigg et al. noted that addition
of the current contributions from the σ and π orbitals destroys
the picture of the circular π system.72 The present current
calculations challenge the widespread notion that the ring current
is transported by the π electrons on both sides of the ring.24,74-76

Numerical integration of the current strength passing the C-C
bond yields a net current strength of 11.8 nA T-1 consisting of
a diatropic current of 16.7 nA T-1 and a paratropic contribution
of -4.9 nA T-1. The net ring-current strength can be used to

Figure 4. The optimized molecular structure of (a) the lowest C11H12

isomer and (b) of the second-lowest C11H12 isomer.

TABLE 1: A Comparison of the C-C Distances (in pm) for
C7H8 Calculated at the B3LYP/def2-TZVP and MP2/
def2-TZVP Levels

method C1-C7 C1-C2 C2-C3 C3-C4 C1-C6

B3LYP 150.5 134.5 144.3 135.9 243.7
MP2 149.5 135.7 143.3 137.3 236.7

Figure 5. (a) The contour plot (in Å, 1 Å is 100 pm) shows the cross
section of the modulus of the ring current of benzene. The benzene
ring lies in the yz plane. The ring center is at the origin. The C-C
bond is perpendicular to the xy plane with the center of the bond at
[x, y] ) [122, 0.0] pm. The smaller cross section area inside the ring
corresponds to the paratropic component of the ring current. The larger
cross section area mainly outside the benzene ring shows the diatropic
contribution to the ring current giving rise to its aromaticity. (b) In the
blue region, the current is diatropic and in the red area, it is paratropic.
Part b is plotted with Jmol.71

Figure 6. The ring current profile along the arrow passing through a
bond of the benzene molecule. The origin is at the center of the ring.
The center of the C-C bond is passed at x ) 122 pm. Paratropic
currents are assumed to be negative.
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Figure 2.1: The ring current density in benzene consists of a paratropic current on the

inside and a diatropic current on the outside of the ring. In the molecular plane the two

contributions are equal and cancel while the diatropic component dominates above and below

the ring. (a) The contour plot shows the cross section of the modulus of the ring current.

The C–C bond of benzene is at (1.22,0.0) Å and it is perpendicular to the xy plane, and the

center of the ring is at the origin. (b) The signed modulus of the ring current vector. The

paratropic current is shown in red and the diatropic component is blue.
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(a)

(b)

Figure 2.2: The ring current density in benzene consists of a paratropic current on the

inside and a diatropic current on the outside of the ring. In the molecular plane the two

contributions are equal and cancel while the diatropic component dominates above and below

the ring. (a) The ring-current gradient along the arrow passing through the C–C bond in

benzene gives the derivative ∂J/∂x of the cumulative integrated current strength J from the

center of the ring outwards along the x direction. The ring-current region is extended to

about 3.0 Å from the ring center. (b) The ring-current gradient along the axis passing close

to a C nucleus. The angle between the axis and the closest C–H bond is 10 degrees.

The ring current induces a secondary magnetic field which in paratropic regions
enhances the external magnetic field and in diatropic regions opposes the external
field. Consequently, nuclei in the paratropic region become further shielded and,
consequently, the chemical shift is smaller. The enhanced shielding in the paratropic
current region is demonstrated in Figure 2.3, where the NMR shielding of protons
residing inside the ring-current pathway is compared to the ring current strength.

Since it is not yet possible to directly measure the ring-current strength in
molecules, the ring-current has to be observed indirectly through other observables.
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Figure 2.3: Comparison of the global ring current (in nA/T) and the 1H NMR shieldings
(in ppm) in the hydrocarbon nanorings of Paper II. The nuclear shieldings are calculated
for the hydrogen in the corner group directed towards the center of the main ring. The
molecules are shown in Figures 4.2-4.5.

The pioneering ring current models by Pauling [7], Lonsdale [8], London [9], and
Pople [11] were constructed based on observations of magnetic susceptibilities and
NMR chemical shifts. The magnetic susceptibility tensor χ and the NMR shielding
tensor σ can be directly related to the current density tensor J Bδγ (r) through Eqs.
(2.1) and (2.2). [39]

χαδ =
1
2c
εαβγ

∫
d3r rβJ Bδγ (r) (2.1)

σIαβ = −1
c
εαβγ

∫
d3r

rβ −RIβ
|r−RI |3

J Bδγ (r) (2.2)

In Eqs. (2.1) and (2.2), c is the speed of light. The Levi-Civita symbol εαβγ takes the
value of one for even permutations α,β,γ = (1,2,3), (3,1,2), (2,3,1), minus one for odd
permutations α,β,γ = (3,2,1), (1,3,2), (2,1,3), and zero if two elements are the same,
i.e., if α = β, α = γ, or β = γ.

An excessive electron delocalization increases the planarity of multiring hydrocar-
bons. It might still be quite easy to twist these molecules. For example for naphtha-
lene, which is the simplest acene, the barrier for a twist around its ’waist’ by 20o is as
low as 13.4 kJ/mol at the B3LYP/6-31G(d) level [40]. As pointed out by Haddon and
Scott [41], the collinearity of the π-orbital axis vector (POAV) at adjacent atoms is
a more rigorous measure of maintained conjugation than merely the geometrical tor-
sion angle. Biphenyl, C6H5–C6H5, has a torsional angle between the two arene rings
of 39◦ [42], but in its triplet state biphenyl is planar and the ring-current density is
delocalized over the whole molecule, as shown in Paper VII.

Electron delocalization is manifested in several ways. There are therefore many
different aromaticity probes that all to some extent rely on the prerequisite of an
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increased delocalization of electrons. These aromaticity indices are further discussed
in Subsection 2.4.

2.2 Hückel and Möbius aromaticity and antiaro-

maticity

The archetypal aromatic compound is benzene, first discovered by Faraday in 1825
[43]. In 1872, Kekulé explained the structure of benzene with six equivalent carbon
atoms by assuming that the carbon atoms vibrated [44]. The modern understanding
of the bonding situation with the six delocalized electrons was captured by Crocker in
1922 [45] and a few years later by Amit and Robinson [46]. The electronic structure
of benzene was explained by Hückel in a series of papers in 1931-1932 [16–18] starting
from the special stability caused by the six electrons in benzene and in related het-
erocycles such as furan, pyridin, pyrrole and tiophene and ending up in formulating
the Hückel molecular orbital (HMO) method. The general (4n+ 2) rule for aromatic-
ity was also formulated by Hückel, in 1938 [47]. Von Doering found that the same
stability holds also for cycloheptatrienylium oxide [48]. The term Hückel aromaticity
has in recent years been extended also to non-planar conjugated systems.

The Möbius band is a well-known concept in mathematics. If one takes a strip
of paper, twist its end by 180 degrees around the axis parallel with the long side of
the strip, and then attaches the ends to each other, then one will have a one-sided
surface — a Möbius band. It was introduced, apparently independently, by Möbius
and Listing [49], in the 19th century. Heilbronner brought the concept of Möbius
molecules into chemistry proposing that 4n π electrons would make up a filled shell
in a twisted conjugated molecular ring resulting in an aromatic stabilization [50].

In conjugated molecules, the π orbitals can be thought to form a ribbon. In Hückel
molecules, the ribbon has no twists and, consequently, has two sides. As proposed by
Zimmermann in 1966 [51], classical Möbius molecules have one twist in the π orbital
ribbon, which makes them one-sided. Zimmermann points out that there is a sign
inversion in the adjacent pz orbitals at the twist. From Heilbronner’s original paper,
no sign inversion is directly deducible [50]. Heilbronner showed that the unstable
open-shell electron configuration which arises from 4n π electrons in a planar Hückel
type of molecule is stabilized by a Möbius twist. The twist can be evenly distributed
by tilting every pz orbital by an angle of πn , where n is the total number of pz orbitals
in the molecule. Solving the secular equation in the framework of Hückel molecular
orbital theory yields a stable closed-shell configuration [50]. Another way to obtain
the same result is to solve the HMO secular equation with two resonance integrals
equal to −β instead of β to account for the phase change of the orbitals [49]. The
secular equations within HMO theory for annulenes with Hückel and Möbius topology
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are shown in Eq. (2.3) below.

Hückel :

∣∣∣∣∣∣∣∣∣∣∣

α− E β · · · · · · β

β α− E β
...

...
. . . . . . β

β · · · · · · β α− E

∣∣∣∣∣∣∣∣∣∣∣
; Möbius:

∣∣∣∣∣∣∣∣∣∣∣

α− E β · · · · · · −β

β α− E β
...

...
. . . . . . β

−β · · · · · · β α− E

∣∣∣∣∣∣∣∣∣∣∣
(2.3)

As the Möbius ribbon was born within the field of mathematical topology, also meth-
ods of classifying the Möbius structures have been incorporated into chemistry from
mathematics. According to the Cǎlugǎreanu-White-Fuller theorem [52–55], one can
define the twist Tw and the writhe Wr such that the sum is an integer, the linking
number Lk.

Lk = Tw +Wr (2.4)

The twisting number Tw is a measure of how much the ribbon is twisted about its
own axis while the writhe indicates how much of the strain caused by the twist is
compensated for by non-planarity along the ribbon [56]. For molecular rings, Tw is
a sum of the local relative twists of the atoms in the molecular ring. In conjugation
chemistry, the writhe is a measure of how much adjacent pz orbitals overlap and thus
compensate the strain caused by the local twists. Generally, Möbius molecules are
twisted by nπ radians around the ring, where n is a non-zero integer [57, 58]. Con-
ventional Möbius molecules are twisted only once, by π radians. If the center line
lies in a plane, then the writhe is zero and the linking number will equal the twisting
number, Lk = Tw = 1. The Möbius twist of the molecular ring significantly affects the
electronic structure. As found by Heilbronner, conjugated molecules with Hückel and
conventional 2D Möbius topology have different π-electron count rules for aromaticity
because of the changed degeneracy of the frontier orbitals. Thus, conventional conju-
gated molecules follow the following π electron count rules for aromaticity [47,48]:

4n π electrons: Aromatic when Lk = 1

(4n+ 2) π electrons: Aromatic when Lk = 0

Wannere and coworkers define conjugated π ribbons with Lk > 1 as higher-order
Möbius structures with a non-planar three-dimensional center line. These structures
will have a non-planar three-dimensional center line and are claimed to be aromatic
according to: [58]

4n π electrons: Aromatic when Lk = 2n+ 1

(4n+ 2) π electrons: Aromatic when Lk = 2n

where n is an integer. Antiaromaticity can analogously be expected for molecular
rings with 4n π-electrons and even Lk or when the number of π-electrons is (4n+ 2)
and Lk is odd.
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2.3 Generalized Hückel rules for arbitrary spin

states

Similarly to the reversed aromaticity criterion that is valid for Möbius twisted
molecules, it is also possible to formulate ”Hückel rules” for open-shell systems. In
1972, Baird showed by means of semiempirical calculations that there is an enhanced
resonance energy in delocalized π systems with 4π electrons in the triplet state [59].
Soncini and Fowler recently generalized this rule [60]. They found that (4n + 2)
π electrons correspond to aromaticity when the total spin S =

∑
i si is even, i.e.,

S=0,2,4,. . . and to antiaromaticity for odd S such as S=1,3,5,. . . . For delocalized
systems with 4n π electrons, odd S yields aromaticity and even S points to antiaro-
maticity.

2.4 Aromaticity indices

In this Subsection, different aromaticity probes are discussed. These probes are based
on geometry, energy, magnetic response, and electric response. In Subsection 2.5, the
different indices are discussed in a common context.

Geometrical aromaticity indices

The geometrical criteria for aromaticity rely on the bond-length equalization that is
a consequence of the electron delocalization in conjugated π systems. An intuitive
measure of bond length equalization would be the bond-length alternation (BLA).
The harmonic oscillator model of aromaticity (HOMA) developed by Krygowski is
a popular measure of the bond-length equalization. The HOMA index is calculated
using Eq. (2.6) [61], for n bonds included in the summation:

HOMA = 1− α

n

n∑
i

(Ropt−Ri)
2 (2.5)

Bonds including heteroatoms must be taken into account separately. For a conjugated
hydrocarbon that contains nitrogen atoms, such as a porphyrin, the HOMA expression
becomes

HOMA = 1− 1
n

[
αCC

∑
i

(RCC,opt −RCC,i)2 + αCN

∑
i

(RCN,opt −RCN,i)2

]
. (2.6)

The optimal bond length Ropt and the α parameter are determined empirically for
each kind of bond X-Y, where X and Y are the same or different element. In the
original HOMA-paper by Krygowski [61], the parameters for common bond types
X-Y in organic molecules are listed.

For aromatic rings with a small BLA, the HOMA index is about 1. Very small
or negative HOMA values mean that the ring consists of localized single and dou-
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ble bonds suggesting that they are non- or antiaromatic [61, 62]. Herges has shown
that the aromaticity trends predicted by HOMA do not correlate with calculated
nucleus-independent chemical shift (NICS) values [63]. The inability to make ulti-
mate predictions about ring-current delocalization paths using HOMA values is also
demonstrated in Paper IV and discussed in Section 4.2.4. Ring currents that are
a typical feature of aromatic molecules are sustained due to electron delocalization
and bond-length equalization. Thus, it is not unexpected that also antiaromatic
molecules with paratropic currents often will have a HOMA value that is closer to
one than zero. It has also been shown that the aromatic character of benzene and
higher annulenes is largely retained also for bond-localized structures [64, 65]. The
dianions of the [n]cycloparaphenylenes [Paper VI], are quinoid and have a larger BLA
than the neutral ones that consist of benzenoid arene rings connected by single bonds.
Arene rings with a small bond length alternation can be classified as benzenoid. The
average bond order of the C–C bonds is close to 1.5. Arene rings that have C–C
bonds with a high double bond character and four single C–C bonds combined with
two exocyclic double bonds are classified as quinoid. The dianions are aromatic with
a strong ring current delocalized along the molecular ring, while the neutral [n]CPs
are more or less nonaromatic. The first triplet state of biphenyl [Paper VII] is planar
and quinoid with a current-density delocalization ranging over both rings. The sin-
glet ground state is composed of two benzenoid phenyl rings that are staggered with
a torsion angle of 39◦. The two phenyl rings sustain individual ring currents. For
coupled arene rings the electronic structure seems to be more important for the ring
currents than the geometry. In the cross-linked phenol-imidazole anion in Paper VII,
elongation of the C-N cross link from 136 to 142 pm affected the current strength
along the bridge by only 2%.

Energetic aromaticity indices

The aromaticity was defined as the enhanced stability of a ring-shaped electron-
delocalized molecule as compared to a bond-localized aliphatic counterpart [12]. The
resonance energy arises from the fact that no single Lewis structure describes the elec-
tronic structure of some molecules alone. Instead, the real structure of the molecule is
a weighted average of the contributing Lewis structures. Empirically the existence of
a stabilizing resonance energy can be demonstrated by comparing the measured heat
of formation of a compound with the heat of formation of any single valence-bond
structure of the molecule in question, calculated from tabulated bond energies. For
resonance hybrids the measured heat of formation will always be greater than the cal-
culated one [15]. By constructing a method related to the HMO theory, Pauling and
Wheland were able to determine the contribution of different valence-bond structures
of benzene to the total energy [14].

The aromatic stabilization energy, ASE, was proposed by Dewar and Schmeis-
ing [66] as a measure of the aromatic stabilization of benzene. In the original version,
they compared the energy of aliphatic butadiene with that of benzene. Different
applications of the ASE model have been developed in order to establish the aro-
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matic stabilization of delocalized π systems [67, 68]. The ASE is often calculated as
the energy difference between the delocalized system and the same molecular frame-
work with an enforced localization of the π electrons, e.g., by saturation or by adding
doubly-bonded atoms to the aromatic ring [67,69]. Experimentally, the ASE is deter-
mined by homodesmotic reactions [70]. If the delocalized system is less stable than
the localized reference system, the ASE will be positive and the delocalized molecule
is considered antiaromatic. For aromatic systems, the ASE is negative.

The major challenges in estimating the magnitude of the stabilization of aromatic
compounds due to delocalization have been discussed in reviews by George [71] and
Cyrański [72]. The main issue is to find the suitable reference compound with all the
features of the compound to be analyzed, but which has no π electron conjugation.
Depending on method of choice, the stabilization is found to be roughly between
84 and 209 kJ/mol for benzene [72]. George [71] has summarized a wide range of
experimental results yielding stabilization energies for benzene of between 134 and
205 kJ/mol. At the DFT level, Schleyer and coworkers have calculated the resonance
energy to be 138 kJ/mol [73].

Havenith [65] calculated the magnetizability and the polarizability for single
Kekulé structures of benzene and pyracyclene and showed that already a single Kekulé
structure has the same first-order response properties as the RHF structure. Thus, a
direct relationship between resonance energy and response properties was disputed.

Nuclear magnetic resonance

The first attempt to compute the ring current contribution to the NMR shielding was
made by Pople in 1956 [23], and the method was shown to give satisfactory predictions
for the 1H NMR shieldings in benzene and condensed systems [74]. The model was
based upon the approach used by Pauling 20 years earlier to compute the diamagnetic
susceptibilities of a range of aromatic molecules [7].

The NMR shielding is very sensitive to molecular structure, while this is not always
the case for ring current strengths [65], see also Paper VII. Therefore, relative ring-
current strengths should only be deduced from nuclear shieldings within the same
molecule or in similar molecules [75]. For instance, the difference in NMR chemical
shifts between inner and outer protons in dehydro[n]annulenes, where n is even and
ranges from 14 to 30 (except 28), correlates approximately linearly with the calculated
resonance energy per π electron [76].

Apart from the existence of ring currents, by means of NMR one can obtain
information about electron delocalization and bond localization specifically from the
spin-spin coupling constants [75].

The use of shielding constants as a measure of ring current strengths has been
criticized by pointing out that it is the out-of-plane component of the shielding tensor
that is mostly effected by the magnetic field, given the magnetic field is directed
perpendicularly to the molecular plane [39]. Even though the effect on the isotropic
shielding constants might be of the order of one ppm, the ring current contribution to
the out-of-plane component of the shielding tensor for 13C is 10-15% in naphthalene



2.4. Aromaticity indices 14

and anthracene [77].
Hall and Hardisson [33] were the first to treat the ring current effect on diamagnetic

anisotropies and nuclear shieldings at the SCF level, using Coupled Hartree-Fock
(CHF) perturbation theory. Amos and Roberts [34] showed that reliable results can
also be obtained by the simpler Uncoupled Hartree-Fock (UCHF) perturbation theory.
Lazzeretti and Taddei subsequently applied the UCHF procedure to compute the
ring-current contribution to the proton NMR chemical shifts of substituted benzenes
[78,79].

The NMR shielding probes the local magnetic field and is dependent on the local
current density. This makes it possible to calculate the shielding in any point of space
using dummy atoms. Several methods have been built upon this feature.

The nucleus-independent chemical shift, or NICS [80], is the most widely used
aromaticity index based on NMR shieldings of dummy atoms. The NICS value is the
negative of the shielding at the position of a dummy atom. NICS(0) is obtained in
the molecular plane, while NICS(1) is computed at 1Å above the ring, in order to
probe the ring-current in the σ and the π regions. Lazzeretti has pointed out that
one should be careful in using isotropic NICS values as aromaticity indices. Rather
the out-of-plane component of the NICS tensor should be considered with care [39].
A negative NICS value should point to diatropic ring currents and aromaticity, but in
some cases such as the hydrogen-bonded HF trimer, NICS [81] has been shown to give
erroneous predictions about the ring-current strength [82,83]. Several more elaborate
NICS-based procedures have been proposed. Morao [84] and Stanger [85] computed
the NICS value in several points along a line in their respective approaches to assess
aromaticity. In the NICS-rate method, it is the derivative of the NICS values with
respect to the z coordinate perpendicular to the aromatic ring that is computed [86].

The aromatic ring-current shieldings (ARCS) method [87] is similar to NICS,
but it also gives the current strength. In the ARCS method, the NMR shielding is
calculated for dummy atoms along a line, thus yielding the long-range asymptotic
behavior of the shielding function. Then, the ring-current strength can be calculated
from classical electrodynamics based on the Biot-Savart law using the expression [87]

σ(z) = −µ0

2
∂Iring

∂Bext

R2

(z2 +R2)3/2
(2.7)

where ∂Iring
∂Bext

is the ring-current susceptibility, µ0 is the vacuum permeability, R is
the radius of the molecular ring and z is the distance from the ring plane along the
perpendicular z direction.

The secondary magnetic fields that arises due to the ring current in aromatic or
antiaromatic molecules have been studied by Merino and coworkers [88]. The ring-
current effect on the local magnetic field has also been probed by the means of nuclear
magnetic shielding density maps introduced by Jameson and Buckingham [89,90]. The
method has been applied to map the regions of shielding and deshielding in benzene,
cyclooctatetraene and pentaprismane [91–93].
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Magnetic susceptibility

In the early ring-current investigations by Pauling and Lonsdale, it was the anisotropy
of magnetic susceptibility that was examined [7, 8]. Pauling computed the diamag-
netic anisotropy of benzene and aromatic multiring molecules in 1936 based on the
assumption that every carbon atom of benzene contribute one electron that is free
to move from carbon to carbon [7]. Pauling and Lonsdale also suggested how the
currents in condensed hydrocarbons would be delocalized. The ring currents affect
the out-of-plane component of the magnetic susceptibility, and thus the anisotropy
of the susceptibility tensor, Eq. (2.8), can be taken as a measure of the ring current
strength [7, 8, 94].

∆χ = χzz −
1
2

(χxx + χyy) (2.8)

The relationship is however not necessarily direct, since the anisotropy ∆χ con-
tains both local and nonlocal contributions [95]. The interpretation of the obtained
anisotropies can be greatly assisted by maps of the ring-current densities [94]. The
exaltation of diamagnetic susceptibility, Λ, can be calculated using Eq. (2.9)

Λ = χM − χ′M (2.9)

where χM is the measured molar magnetic susceptibility and χ′M is the estimated
susceptibility calculated from an additive formula for the non-delocalized counterpart
of the molecule under scrutiny [96]. The isotropic molar magnetic susceptibility was
easier to measure than the anisotropy of the magnetic susceptibility, which made the
exaltation an appealing measure of ring currents. It has been shown that there is a
good agreement between the magnetic exaltation and the nonlocal contributions to
the magnetic susceptibility [97].

Methods to visualize the current density

During the last twenty years, theoretical methods to calculate current densities
directly have been developed. The individual gauges for atoms in molecules, IGAIM,
method [98] and its refinement, the continuous set of gauge transformations, CSGT,
method uses multiple gauge origins [99]. The continuous transform of the current-
density approach, CTOCD [27, 100–108], is related to the CSGT method. In both
methods, a different gauge origin is used for every point where the current den-
sity is calculated. The applications of the CTOCD method are based on the cou-
pled Hartree-Fock approach, and the recently developed open-shell version [60, 109]
is similarly based on unrestricted Hartree-Fock. Recently, CTOCD calculations at
the density-functional theory level have been reported [60]. The ACID method,
anisotropy of the current-induced density [110], provides a measure of electron delocal-
ization from the current density by plotting the anisotropic part of the current density
obtained from CSGT calculations. The stagnation graph method visualizes the cur-
rent density topology by identifying the points where the current density vector field
is zero [27,111]. The GIMIC method falls into the same category as CTOCD, aiming
at visualizing the current density, but with GIMIC the level of electronic-structure
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Figure 2.4: Static polarizabilities of the nanoring molecules in Paper II. (a) The in-plane
polarizabilities αxx = αyy, (b) the out-of-plane component αzz. Note the different scales
of the y-axis. The in-plane polarizabilities are two orders of magnitude stronger than the
out-of-plane component. The numbering of the molecules is the same as in Paper II.

theory can be extended beyond Hartree-Fock. Furthermore, GIMIC also gives the
absolute strength of the ring current susceptibility. This is advantageous, since by the
sole interpretation of ring-current density distributions as vector plots or isosurfaces
of the moduli of the current density it is not possible to obtain a quantitative mea-
sure of the ring current strengths [39]. The GIMIC code is presently only interfaced
to programs allowing non-relativistic calculations which excludes heavy-element com-
pounds from the range of molecules that can be studied. The ring-current strengths
and ring-current densities have also been calculated at the four-component relativistic
level in the recent study by Bast and coworkers [112].

Electric polarizability as aromaticity index

Several suggestions about how to relate aromaticity to electric polarizability have
been proposed [39]. Fowler and Soncini showed that in-plane polarizability correlates
with the ring-current contribution from the π orbitals in monocycles [113]. They
argue that the correlation does not hold for antiaromatic molecules. In aromatic
monocyclic molecules with (4n + 2) π electrons, the ring current is dominated by
the same HOMO-LUMO transition as the in-plane polarizability. In antiaromatic
molecules, the paratropic ring current would arise from a HOMO-LUMO transition,
that is dipole forbidden and thus can not contribute to the polarizability [113,114].

The static polarizabilities of the nanoring molecules of Paper II are shown in Figure
2.4. As typical for planar aromatic molecules, the in-plane polarizabilities, αxx, αyy,
are larger than the out-of-plane component. The out-of-plane polarizability increases
with increasing size of the molecule, while the shape of the αxx = αyy curve more
closely follows the same trend as the ring currents and the 1H NMR shieldings. As
previously pointed out [39], there is some discrepancy between the polarizability and
the magnetic aromaticity criteria. The trends obtained in Paper II support the notion
that the polarizability only can be used as a qualitative descriptor of aromaticity.
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2.5 Aromaticity - the elephant and the blind scien-

tists?

The lack of common acceptance of how to unequivocally define aromaticity can be
described by an allegory of the Indian story about six blind men describing what an
elephant is. Depending on which part of the elephant each of the men happened to
find, he would give a completely different description of the animal from that of the
other men. The bottom line is that an elephant has all the features that the men
described [115]. The main problem stems from the fact that aromaticity is not an
observable of itself, but it is more a descriptive concept. Often it is suggested that
aromaticity is in reality a multidimensional property which should not be determined
using only one index [116–118].

If the energetic criterion is taken as dominant, as IUPAC does [12], then aromatic-
ity is a property of the molecule as a whole. Sometimes the geometric and magnetic
criteria such as NICS and HOMA are also used to define ”local aromaticity” [119].
In some condensed systems, e.g., coronene, the NICS of the central ring is affected by
distant ring currents in the same molecule, which calls for care when characterizing
”local aromaticity” by means of NICS calculations [120]. In synthetic organic chem-
istry, the aromaticity concept is used to characterize local structures that stabilize
reacting species [84, 121]. In Paper II, we discuss the localization of ring-currents to
”aromatic moieties” of the nanoring molecules. The polycyclic antiaromatic hydro-
carbons, PAAH, are another class of condensed multi-ring molecules where the ring-
current strengths of individual rings suggest local differences in aromaticity [122]. One
of the PAAHs is a molecule where two hexadehdro[12]annulenes are linked by a ben-
zene ring. Although the molecule has 26 π electrons and should be aromatic, all the
three rings have paratropic ring currents. Despite the local currents that seem to give
the molecule its antiaromaticity, the explanation is ”global”: the lack of resonance
structures is suggested to yield the destabilization and antiaromaticity. The term
”local aromaticity” is, as discussed by Lazzeretti [39], valid if one can obtain a certain
measure of diatropicity or paratropicity, such as the ring current, and furthermore, if
one defines aromaticity by the existence of a diatropic or paratropic ring currents.



3 Quantum chemical

calculations

3.1 Molecular properties

In chemistry, the electrons are the main actors. Electrons are particles but due to
their small mass, they also have the characteristics of waves. Thus, they obey the
laws of quantum mechanics and can be described by the wavefunction ψ. The one-
electron wavefunction contains all information about the state of the electron and it
corresponds to the spin orbital in an atom or a molecule. The link between observables
of the macroscopic and the microscopic worlds is an operator. The Hamilton operator
H = T + V containing the kinetic and potential terms is the most fundamental
operator in quantum chemistry.

When an eigenoperator operates on the wavefunction, the outcome is a number
times the same wavefunction. Solving the Schrödinger equation (3.1) means in prac-
tice finding a wavefunction that is an eigenfunction of the Hamilton operator.

Hψ = Eψ (3.1)

In Equation (3.1) ψ is the wavefunction and E is the energy eigenvalue.
The operator corresponds to an observable, i.e., a measurable quantity in the

macroscopic world. The outcome of a macroscopic measurement corresponds to expec-
tation values. For a general operator Ω, the expectation value is

〈Ω〉 =
∫
ψ∗Ωψ dr∫
ψ∗ψ dr

. (3.2)

The complex conjugate of ψ is ψ∗ and the expectation values are real numbers. For
normalized wavefunctions,

∫
ψ∗ψ dr = 1.

When the Hamilton operator operates on the wavefunction, the obtained eigen-
value is the energy. Energy can be considered to be the most fundamental quantity in
chemistry, as well as in other natural sciences. The chemistry of atoms and molecules
is ultimately determined by energy differences and energy content.

The computation of molecular properties is lacking a universal recipe [123].
Whereas some properties such as equilibrium structures, harmonic force constants,
and vibrational frequencies are obtained directly from the energy as a function of the

18
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structure, many properties involve the interaction of the wavefunction with external
magnetic or electric fields, with magnetic moments of nuclei etc.

When the molecular system is put in an external field, the response is often man-
ifested as small changes in the total energy and the interaction can therefore be
described as a perturbation that can be expanded in a Taylor series in the perturba-
tion strength. A direct route to molecular properties is to obtain them as expectation
values in the formalism of perturbation theory. Another main approach to molec-
ular properties is to calculate them as energy derivatives of the perturbation using
response theory [124].

3.2 Nuclear shieldings

3.2.1 The NMR experiment

Electrons and some nuclei possess an intrinsic magnetic moment denoted as spin.
The magnitude of the spin angular momentum of the electron, ms, along an axis is
+ 1

2~ or − 1
2~, where ~ is the Planck constant h divided by 2π. The electrons in these

spin states are often denoted as α and β electrons, or alternatively ”spin up” and
”spin down” electrons, respectively. The unit of ~ is usually left out when discussing
the magnitude of the spin. The spin magnetic moment of a nucleus is the sum of
the contributions of the magnetic moments of the nucleons. In the following we will
consider the simplest nucleus, i.e., the proton, with the spin I = 1

2 .
Consider a sample containing a nucleus N with a permanent magnetic moment

µN , which requires a non-zero spin I. The nucleus will align its magnetic moment µN
along the magnetic field B. More precisely, the magnetic moment vector will precess
around the axis defined by the external magnetic field. The magnetic moment is
proportional to the nuclear magnetic spin IN and the magnetogyric ratio γN . The
magnetic moment can also be expressed in terms of the nuclear magneton βN and the
nuclear g factor [1],

µN = γN~IN = gNβNIN . (3.3)

The nuclear magneton in SI units JT−1 is defined as βN = e~
2mp

, where e is the
elementary charge and mp is the mass of the proton. The counterpart for the electron
is the Bohr magneton, where mp is replaced by the mass of the electron, me.

The interactions of the nuclear magnetic moment µN and the external magnetic
field H induce a splitting of the energy levels corresponding to the nuclear spin vectors
being aligned along the field such that the z component is either parallel or antiparallel
with the field, assuming that the field is in the z direction. This phenomenon is known
as the Zeeman effect, which similarly splits the energy levels of otherwise degenerate
α and β electrons. At thermal equilibrium, the population ratio of the β and α states
is given by the Boltzmann distribution Nβ/Nα = e∆E/kT , where k is Boltzmann’s
constant, T is the temperature in K and ∆E is the energy gap between the two
levels. The energy ∆E can be overcome by absorbing an energy quantum from an
electromagnetic field perpendicularly to the static magnetic field. An electromagnetic
field with the radio frequency ν, induces a transition between the spin levels when
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the energy difference is given by

∆E = hν = gNβNB = µNB. (3.4)

The resonance frequency ν, at which the quantum is absorbed, is called the Larmor
frequency. At this resonance frequency, a signal is obtained in the nuclear magnetic
resonance (NMR) spectrometer.

In 1938, Rabi and coworkers reported ”A New Method of Measuring Nuclear
Magnetic Moment” [5]. They described the application of the NMR technique on
a beam of LiCl molecules. However, there was a need to improve the theory in
order to deal with complex molecules. One refinement was introduced by Lamb in
1941 [6], taking into account the secondary magnetic field induced by the electrons
in the atom, whose magnetic moment one was about to measure. When an atom is
exposed to an external magnetic field, the electrons will through induction make up
an electric circuit around the atom thereby inducing a secondary magnetic field. This
diamagnetic contribution will cause a shift in the resonance frequency at which the
transition between the energy levels takes place. The nucleus becomes ”shielded”.
This reasoning holds for spherical isotropic atoms, and also approximately for light
atoms in molecules. For high accuracy and for dealing with heavier elements, this
isotropic picture is not adequate. Since the shielding of the nucleus is very sensitive
to the local electronic structure, a very valuable spectroscopic tool is at hand if one
can get beyond the isotropic shielding picture.

Ramsey formulated in 1950 a concise theory for the nuclear magnetic shielding
in molecules [125] including also the anisotropy which arises because of other atoms
in the molecule. The complete shielding expression consists thus of two terms, the
diamagnetic term by Lamb, and a paramagnetic term which is formally dependent
on the excited states and their energies [125–127]

σK = 〈0|hdia
BK|0〉 − 2

∑
ns 6=0

〈0|horb
B |ns〉〈ns|(h

pso
K )T |0〉

Ens − E0
(3.5)

The paramagnetic term contains the coupling of the magnetic field to the orbital
motion of the electrons through the horb

B operator as well as the coupling of the spin
and orbital motion of the electrons via the hpso

K term.
The effect of the nuclear shielding is that the local magnetic field Bloc at the

nucleus will differ from the external magnetic field B0

Bloc = (1− σK)B0 (3.6)

In the NMR experiment, the nuclear shielding is not obtained directly, but rather as
the difference between the nuclear shielding of the sample and a reference compound.
This entity is called the NMR chemical shift, δK .

δK =
σK,ref − σK
1− σK,ref

≈ σK,ref − σK (3.7)
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The approximation in Eq. (3.7) is 1 − σK,ref ≈ 1, which is mostly justified since
σK,ref � 1.

3.2.2 Computing NMR shieldings

The interactions that are detected in a NMR experiment can be collected in the
effective NMR spin Hamiltonian [4, 128].

HNMR = − 1
2π

∑
K

γKIK · (1− σK) ·B0 (3.8)

+
∑
K<L

IK · (DKL + JKL) · IL

+
∑
K

IK ·BK · IK

The first term describes the interaction between the local magnetic field, which is
defined through the nuclear shielding σ and the external field B0, and the magnetic
moments of the nuclei. The second term describes the dipole interaction between
nuclear magnetic momenta. The interaction can be direct, which is described by the
DKL coupling tensor, or indirectly coupled via the electrons, as described by the JKL
coupling tensor. The third term, the nuclear quadrupole coupling, is of relevance for
nuclei with spin quantum numbers larger than 1

2 . The chemical shift measured in an
NMR experiment probes the interaction described by the first term. The forthcoming
discussion will consider this term.

The NMR shielding is a second-order property arising from the response of the
energy to the magnetic moment of the nucleus and to the external magnetic field.
The external field and the magnetic moments are introduced into the Schrödinger
equation as vector potentials AB and AmI , respectively.

AB =
1
2
B × (r−RO) (3.9)

AmI = α2 mI × (r−RI)
|r−RI |3

The gauge origin RO is the origin of the vector potential AB describing the external
magnetic field and α is the fine structure constant. Every nuclear spin I 6= 0 positioned
at RI is described by a vector potential AmI . In the following, Am will be used for
the sum Am =

∑N
I AmI of all N nuclear magnetic moments in the molecule.

In the Hamiltonian, the vector potentials are substituted into the kinetic energy
term, so that the linear momentum p is replaced by p + A, where A = AB + Am.

E = 〈ψ|T + V |ψ〉 = 〈ψ|(p + A)2 + V |ψ〉 (3.10)

= 〈ψ|p2 + p ·Am + Am · p + p ·AB + AB · p

+Am ·AB + AB ·Am + Am ·Am + AB ·AB + V |ψ〉

A vector potential has its origin somewhere, and in practical applications using finite
basis sets the results will depend on where this origin is situated. This leads to the
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”gauge-origin problem”, which will be addressed in Subsection 3.3.
The magnetic shielding tensor is obtained as the second derivative of the energy

with respect to the external magnetic field Bυ and the magnetic moments of the nuclei
mKτ . The Cartesian components (x,y,z) are denoted by υ,τ .

σKυτ =
∂2E

∂Bυ∂mKτ
(3.11)

The Hellmann-Feynman theorem [129, 130] holds for optimized variational wave-
functions and also for coupled-cluster wavefunctions within the unitary coupled-
cluster theory [131]. The theorem states that the derivative of the energy with respect
to a parameter λ equals the expectation value of the derivative of the operator with
respect to the same parameter:

∂

∂λ
〈ψ|H|ψ〉 = 〈ψ|∂H

∂λ
|ψ〉. (3.12)

This is used when calculating the derivative of the energy with respect to the magnetic
moments:

∂E
∂mKτ

= 〈ψ|p · ∂Am

∂mKτ
+

∂Am

∂mKτ
· p (3.13)

+
∂Am

∂mKτ
·AB + AB · ∂Am

∂mKτ

+
∂Am

∂mKτ
·Am + Am · ∂Am

∂mKτ
|ψ〉.

When Eq. (3.14) is subsequently differentiated with respect to the magnetic field,
the Hellmann-Feynman theorem is not valid anymore, and also the ∂ψ

∂Bυ
terms have

to be taken into account. The expression for the shielding constant σ then becomes

σKυτ =
∂2E

∂Bυ∂mKτ
(3.14)

= 2Re
[
〈ψ| ∂Am

∂mKτ
· ∂AB

∂Bυ
|ψ〉
]

+ 2Re
[
〈 ∂ψ
∂Bυ
| ∂Am

∂mKτ
· p|ψ〉

]
+ 2Re

[
〈 ∂ψ
∂Bυ
|p · ∂Am

∂mKτ
|ψ〉
]

+ 2Re
[
〈 ∂ψ
∂Bυ
| ∂Am

∂mKτ
·AB |ψ〉

]
+ 2Re

[
〈 ∂ψ
∂Bυ
|AB · ∂Am

∂mKτ
|ψ〉
]

where Re[X] is the real part of X. The first term on the right-hand side correspond
to the diamagnetic part in Ramsey’s expression for the shielding, Eq. (3.5), while the
rest of the terms correspond to the paramagnetic part.

For liquid samples, only the isotropic shielding constant is obtained from the
NMR experiment. The shielding constant is obtained as the average of the sum of
the diagonal elements of the tensor, i.e., as one third of the trace of the tensor.

σKiso =
1
3
(
σKxx + σKyy + σKzz

)
(3.15)
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The open-shell case

For open-shell systems, the nuclear shielding tensor consists of three terms:

σKυτ = σorbital,K
υτ + σcontact,K

υτ + σdipolar,K
υτ (3.16)

The contact term σcontact,K
υτ arises from the interaction of the nuclear magnetic

moment with unpaired electron spin at the position of the nucleus. The interaction
is isotropic and thus only s-electrons contribute, unless the molecule has multiple
centers with unpaired spin.

HK
FC =

4π
3
geα

2
∑
i

δ(riK) Si ·mK (3.17)

The anisotropic interaction between the spin magnetic dipoles of the electron and the
nuclei gives rise to the spin-dipole term

HK
SD =

1
2
geα

2
∑
i

mK ·
3 riKriK − 1r2

iK

r3
iK

· Si (3.18)

The contributions of the aforementioned interactions to the nuclear shielding are
within the leading-order non-relativistic theory given by

σcontact,K
υτ =

∂2〈HK
FC〉

∂mKυ∂Bτ

∣∣∣∣
mKυ =0
Bτ=0

(3.19)

σdipolar,K
υτ =

∂2〈HK
SD〉

∂mKυ∂Bτ

∣∣∣∣
mKυ =0
Bτ=0

(3.20)

where 〈H〉 denotes the expectation value for the Hamiltonian operators. The shielding
contributions in Eqs. (3.19) and (3.20) can be expressed using the isotropic hyperfine
coupling constant (Aiso,K) and the components of the spin-dipolar hyperfine coupling
tensor (Adip,K

υτ )

σcontact,K
υτ = −πAiso,Kδυτge

S(S + 1)
3kT

(3.21)

σdipolar,K
υτ = −πAdip,K

υτ ge
S(S + 1)

3kT
(3.22)

The temperature dependence of these terms arise from a Boltzmann average of the
different spin states, the degeneracy of which are split by the applied external magnetic
field [132–134]. In Eqs. (3.21) and (3.22), ge is the g value of a free electron. The
orbital contribution to the nuclear magnetic shielding tensor of open-shell molecules
is obtained as for closed-shell systems [133].

3.3 Gauge-including atomic orbitals

In the magnetic shielding calculations, the external magnetic field is represented by a
vector potential. This vector potential must have a specified origin, and the obtained
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result is dependent on where the origin is, unless the calculation is done using an
infinite basis set.

To cope with this problem, London suggested [9] to use a separate vector potential
for every basis function with the gauge origin included in the basis function. The
London orbitals, or gauge-including atomic orbitals (GIAOs), have the form

χµ(r) = e−
i
2 (B×[Rµ−RO]·r)χ(0)

µ (r). (3.23)

The nucleus is situated at Rµ while the gauge origin is at RO. The field-free basis
function is χ(0)

µ .
There are also other similar solutions to the gauge-origin problem. IGLO stands for

”individual gauge for localized orbitals” and was proposed by Kutzelnigg [135,136]. A
similar approach is LORG, ”localized orbital/localized origin” by Hansen and Bouman
[137]. These approaches are not used very frequently today because of the high
accuracy and fast basis-set convergence that can be achieved with GIAOs.

In the GIMIC method, London orbitals are utilized in order to obtain a better
convergence of the current density and to reduce errors due to lack of true gauge
invariance. In common-gauge calculations there is a divergence of the current density.
The divergence is significantly reduced by using London orbitals [37].

3.4 Gauge-including magnetically induced currents

In the presence of an external magnetic field, the current density J(r) in a molecular
system is

J(r) =
i

2

∫
dr2 . . . drN (ψ∗∇ψ − ψ∇ψ∗ + 2iAψ∗ψ) (3.24)

where A is the vector potential of Eq. (3.9).
The current density can be related to the nuclear shielding σKυτ tensor through the

expression [27,37]

σKυτ = −ευδγ
∫

rδ −RIδ
|r−RI |3

J Bτγ dr. (3.25)

In Eq. (3.25), the derivative of the current density with respect to the magnetic field,
i.e., the magnetically induced current-density tensor, is expressed by [37]

J Bτγ (r) =
∂Jγ(r)
∂Bτ

=
∑
µν

Dµν

∂χ∗µ(r)
∂Bτ

χν(r) (3.26)

+
∑
µν

Dµνχ
∗
µ(r)

∂h̃

∂mKυ

∂χν(r)
∂Bτ

+
∑
µν

∂Dµν

∂Bτ
χ∗µ(r)

∂h̃

∂mKυ
χν(r)

−ευτδ

[∑
µν

Dµνχ
∗
µ(r)

∂2h̃

∂mKυ∂Bδ
χν(r)

]
.
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Eq. (3.26) is the working expression for the GIMIC method. Thus, to obtain the
magnetically induced current density one needs the density matrix Dµν , the magnet-
ically perturbed density matrix ∂Dµν

∂Bβ
, and the derivatives of the one-electron basis

functions in the AO representation h̃ taken with respect to the magnetic field Bβ and
with respect to the magnetic moments of the nuclei mKα. Magnetic-field dependent
GIAOs are used in the calculation.

For visualization of the current density or for numerical integration of current
strengths, the components of the magnetically induced current tensor are evaluated
in discrete grid points r. For the general open-shell case the current-density contri-
bution of α and β electrons are treated separately. The vector expression for the
spin contributions to the tensor components of the current density in each grid point
(J Bυ,κ

τ ) is given by

J Bτ ,κ
υ = vTPκ

τdυ − bT
τ Dκdυ + vTDκqυτ − ευτφ

1
2

(vTDκv)rφ. (3.27)

where κ refers to α or β electrons, Dκ are the AO density matrices, Pκ
τ are the

corresponding perturbed AO density matrices, and rφ the Cartesian directions x, y,
and z. The derivatives of the basis functions (bτ , dυ, and qυτ ) are given by

bτ =
∂v
∂Bτ

; dυ =
∂v
∂rυ

; qυτ =
∂2v

∂rυ∂Bτ
; (υ,τ = x,y,z). (3.28)

In closed-shell molecules, the expression for the current density is the same as in
Eq. (3.27), but with the α and β components equal. The working equation in vector
form is then

J Bτ
υ = vTPτdυ − bT

τ Ddυ + vTDqυτ − ευτφ
1
2

(vTDv)rφ. (3.29)

Using Eq. (3.29) one obtains the magnetically induced current density suscepti-
bility in units of nA/T.

The GIMIC method makes it possible to represent the ring current in several
ways. The integrated current strength is obtained by cutting a bond with a planar
grid positioned perpendicularly to the bond half-way between the bonded atoms and
then integrating the current density over the grid. The obtained current strength
can be used as a qualitative yardstick for assessing aromaticity. The ring-current
delocalization pathways can in principle be explored by calculating the integrated
ring-current strength at several bonds. The delocalization is however more intuitively
seen in graphical representations. The current density can be visualized using vec-
tor or isodensity contour plots. Since vector plots might become very crowded and
hard to interpret, it is sometimes more illustrative to plot the signed modulus of the
current density. The ring-current distribution in coronene and circumcoronene shown
in Figure 4.12 illustrate this feature. Finally, the ring-current profile is obtained by
calculating the gradient of the ring current strength with respect to the coordinate
crossing a bond perpendicularly in the plane of the molecular ring. The current pro-
file simultaneously shows the delocalization and gives the strength of the dia- and
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paratropic ring current components. The ring-current profile across a C–C bond in
benzene is shown in Figure 2.1.

3.5 Electron spin resonance

3.5.1 The ESR experiment

Similarly to nuclei with a non-zero spin, also the spin magnetic moment µe of unpaired
electrons interacts with external magnetic fields. This is called the Zeeman interaction
In open-shell molecules, the external magnetic field splits the energy levels of α and β
electrons due to the Zeeman effect. The peaks in an ESR spectrum appear at energies
equal to the Zeeman shift. In open-shell molecules, the net magnetic moment of the
electrons will be non-zero. This unpaired electron spin can interact with the external
magnetic field and with the magnetic moments of nuclei. These interactions give rise
to the electron spin resonance (ESR) spectrum.

The spin angular momentum vector of the electron, ~S is related to the magnetic
moment through the expression

µe = −geβS (3.30)

where the Bohr magneton β = e~
2me

and ge is the electron g factor. The mass and
charge of the electron are me and −e, respectively.

When an external magnetic field H is applied in the z direction and a oscillating
field with the frequency ν is applied perpendicularly to this, the transitions from the
lower Zeeman level to the upper take place at resonance, when

hν = gβH (3.31)

The ge value for a free electron is 2.002319. In atoms and molecules, the local
electronic structure alters the energy difference between the Zeeman levels. The
measure of the effect of the surroundings is the g factor, that in all atoms and molecules
will differ from the free electron g value.

3.5.2 Computational ESR

The effective ESR spin Hamiltonian is often expressed with two terms [4]. These are
the two first terms in Eq. (3.32). The g value determines the position of the peaks in
the ESR spectrum, while the hyperfine coupling tensor, or isotropically the hyperfine
coupling constant, A, is a measure of the fine structure in the spectrum. A comparison
to NMR can be readily made: The g value corresponds to the chemical shift, while
the hyperfine coupling constants give a similar effect as the spin-spin coupling. Since
the variations in the g value with respect to the free-electron value are usually small,
often the relative ∆g = ge − gmeasured value is reported. It is often given in parts
per thousand, ppt. Taking also the zero-field splitting and the nuclear quadrupole
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coupling into account, the ESR hamiltonian becomes

HESR =
1
2
S · g ·B0 + S ·

∑
K

AK · IK + SK ·D · SK +
∑
K

IK ·BK · IK (3.32)

The first term describes the interaction between the unpaired electron spin and the
magnetic field while the second term gives the coupling between the electron spin and
the nuclear magnetic moments of the nuclei. The third term is the zero-field splitting
which in the absence of an external magnetic field gives rise to (2S + 1) energy levels
when the total spin S > 1

2 . The fourth term is the nuclear quadrupole interaction
which makes a very small contribution to the ESR energy.

3.6 Electronic structure methods

In this Section, the methods used in the thesis to obtain the molecular energy by
means of quantum mechanics are described. The main workhorse method is DFT,
density-functional theory, which provides a cost-effective means of including the effects
of electron correlation. A more systematic way of increasing the amount of dynamical
electron correlation is provided by the Hartree-Fock based wavefunction methods.

The most efficient way to obtain the molecular energy in quantum chemical cal-
culations is through the variational principle. The expectation value of the Hamilton
operator calculated with Eq. (3.2) and representing the wavefunction ψ by an arbi-
trary function φ yields an energy E(φ)

〈H〉 =
∫
φ∗Hφ∫
φ∗φ

≥ E0. (3.33)

The optimal representation of the wavefunction ψ is thus the function φ that mini-
mizes the energy E(φ).

3.6.1 Wavefunction-based methods

Hartree-Fock self-consistent field

A hierarchy of standard quantum chemical electron-structure methods used to solve
the Schrödinger equation is built upon the Hartree-Fock self-consistent field theory
(HF-SCF). Within the HF-SCF framework, the eigenequation, Eq. (3.1), is recast
into

Fiφi = εiφi (3.34)

where Fi is the so-called Fock operator, φi is the canonical molecular orbital (MO),
and εi is the orbital energy. The wavefunction is within the Hartree-Fock based
methods usually represented by a single Slater determinant, which for a system with
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N electrons in N spin orbitals φ takes the form

Ψ(x1,x2, . . . ,xN ) = (N !)−1/2

∣∣∣∣∣∣∣∣∣∣
φi(x1) φj(x1) · · · φk(x1)
φi(x2) φj(x2) · · · φk(x2)

...
...

...
φi(xN ) φj(xN ) · · · φk(xN )

∣∣∣∣∣∣∣∣∣∣
(3.35)

In practical calculations, each MO φ is described by a linear combination of atomic
orbitals χα, each weighted by a factor cαi:

φi =
M∑
α

cαiχα (3.36)

Then, the working equation of the HF-SCF theory becomes, by inserting the basis
set expansion (3.36) into (3.34)

Fi

M∑
α

cαiχα = εi

M∑
α

cαiχα (3.37)

By multiplying from the left with a basis function χα, the Fock equation is obtained.
In matrix form, it can be written

FC = SCε. (3.38)

where the Fock matrix elements are Fαβ = 〈χα|F |χβ〉 and the overlap matrix elements
are Sαβ = 〈χα|χβ〉.

The optimal wavefunction is then obtained by minimizing the energy with respect
to the coefficients cαi. Eq. (3.37) is solved iteratively by improving the Fock matrix
Fi and the MO coefficient vectors cαi such that the energy εi changes by less than a
preset convergence criterion in subsequent cycles.

Møller-Plesset perturbation theory

One can improve the results of the HF-SCF method by taking the difference between
the true ground-state Hamiltonian and its representation in HF-SCF theory to be
small and treat it as a perturbation. This is the basic idea behind the Møller-Plesset
many-body perturbation theory [138]. The Schrödinger equation can then be for-
mulated by adding a perturbation H ′ on top of the HF-SCF Hamiltonian H0 and
by expressing the wavefunction as a linear combination of the HF-SCF wavefunction
and higher-order perturbations. Likewise, the energy E can be decomposed into the
zeroth-order energy and the higher-order corrections. The λ parameter determines
the strength of the perturbation. This approach is called many-body perturbation
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theory.

HΨ = (H0 +H ′)Ψ = EΨ (3.39)

Ψ = λ0ψ0 + λ1ψ1 + λ2ψ2 + . . . (3.40)

E = λ0E0 + λ1E1 + λ2E2 + . . . (3.41)

The Schrödinger equation then becomes

(H0+H ′)(λ0ψ0+λ1ψ1+λ2ψ2+. . .) = (λ0E0+λ1E1+λ2E2+. . .)(λ0ψ0+λ1ψ1+λ2ψ2+. . .)
(3.42)

The nth order perturbation equation is obtained by collecting all terms that are up to
n in the power of λ. The two first terms in the energy expansion, E0 +E1, correspond
to the Hartree-Fock energy.

Generally, the nth order wavefunction yields the energy corrections up to (2n+1)th
order in the perturbation expansion. The second-order energy correction depends on
doubly excited determinants Φabij and the corresponding excitation energies Eabij . This
gives the Møller-Plesset perturbation theory of second order (MP2).

E2 =
occ∑
i<j

virt∑
a<b

〈Φ0|H ′|Φabij 〉〈Φabij |H ′|Φ0〉
E0 − Eabij

(3.43)

In the Møller-Plesset perturbation theory of the second order, MP2, Eq. (3.43) is used
to obtain a energy correction on top of the HF-SCF energy [138]. Roughly 80-90% of
the correlation energy is captured at the MP2 level [124].

Coupled-cluster theory

In the coupled-cluster (CC) theory, the Schrödinger equation becomes

HeTΦ0 = EeTΦ0 (3.44)

where the wavefunction is ψcc = eTΦ0 and Φ0 is a Hartree-Fock wavefunction. T =
T1+T2+. . .+TN is the cluster operator. When Ti operates on the reference state, i.e.,
on Φ0, all the ith excited Slater determinants are generated. The general coupled-
cluster theory is exact as long as the complete cluster operator is used, since it includes
all excited states. This becomes utterly expensive even for small molecules, and
therefore the cluster operator has to be truncated. If T = T1, then the coupled-cluster
singles (CCS) method would be obtained. For the ground state, CCS is however
equivalent to Hartree-Fock. Including double excitations, using T = T1 +T2 gives the
coupled-cluster singles and doubles method, CCSD, that can be considered the first
improvement upon MP2. In MP2 theory, the single excitations T1 are not included,
and thus MP2 would be equivalent to CCD with fixed amplitudes. CCSDT is obtained
by using T = T1 + T2 + T3, etc, giving a systematic improvement of the molecular
energy, but at the same time the computational cost rises, being N6 for CCSD and
N8 for CCSDT with N the system size expressed in terms of basis functions.



3.6. Electronic structure methods 30

One can take a short-cut in improving the accuracy by treating the highest-order
excitations by means of perturbation theory. The CCSD(T) method includes the
triples excitations via fourth order Møller-Plesset perturbation theory using the CCSD
amplitudes for the wavefunction. The computational cost of the method is N7, but
the obtained energies are often even better than at the full CCSDT level, due to
fortuitous error cancellation. Another approximate coupled-cluster method is CC2,
which is an MP2-like treatment, but also the single excitations are implicitly taken
into account when optimizing the wavefunction. The accuracy is slightly below that
of CCSD, but the computational cost is comparable to MP2.

3.6.2 Density functional theory methods

In the studies related to this thesis we mainly used density functional theory, DFT.
Instead of solving the Schrödinger equation using the N -particle wavefunction, the
problem is reduced by instead taking the electron density ρ as the basic variable.

The theory relies on two theorems presented by Hohenberg and Kohn in 1964 [139]
and by Kohn and Sham in 1965 [140]. The first theorem [139] states that the electron
density ρ is, within a constant, a unique function of the external potential V . And
since the external potential fixes the Hamiltonian H, the electron density describes
the full many-particle ground state. The second theorem [140] can be considered the
variational principle for the density and states that the density that gives the true
ground-state energy of the system is the true ground-state density ρ0.

In practice, the DFT energy within the Kohn-Sham scheme is obtained in a similar
fashion as in the HF-SCF framework by solving the equation

FKSφi = εiφi (3.45)

where FKS is the Kohn-Sham operator and φi is the ith MO. The electron density is
related to the spin orbitals φ(r,s) by the following relation:

ρ0(r) =
N∑
i

∑
s=α,β

|φi(r,s)|2 (3.46)

The Hartree-Fock energy EHF and the DFT energy EDFT can be expressed as

EHF[φ(r)] = T [φ(r)] + J [φ(r)] +K[φ(r)] + Vext[φ(r)] (3.47)

EDFT[ρ(r)] = TS[ρ(r)] + J [ρ(r)] + EXC[ρ(r)] + Vext[ρ(r)]. (3.48)

The Hartree-Fock energy is a sum of kinetic energy of the electrons, the repulsive
Coulombic interaction energy between electrons approximated as the one-particle
interaction with the average electron distribution corresponding to one-electron states,
and the quantum mechanical exchange energy between fermions of like spin. The
external potential Vext contains the interaction between electrons and nuclei. The
main difference with respect to Hartree-Fock is that DFT includes effects of dynami-
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cal correlation. In DFT, the exchange energy is replaced by the exchange-correlation
energy. The kinetic energy TS in Kohn-Sham-DFT is for a non-interacting sys-
tem. The energy contributions arising from electrons interacting with each other
are included in the exchange-correlation energy Exc. The exchange-correlation term
also corrects for the self-interaction that us due to the summation over all electrons in
the Coulomb term J . The energy corresponding to the external potential is present
in both theories. In the field-free case this is the attraction between electrons and
nuclei.

DFT is in principle an exact theory, and it would also in practice be exact if the
exact exchange-correlation functional EXC would be known. All approximations in
DFT are in the exchange and correlation parts of the functional. Thus, in practice
one has to choose the best suited exchange-correlation functional for the problem
at hand. There are at least three ways to approach this problem. I) The purist
would choose the functional that has no empirical parameters. At present, PBE [141]
and TPSS [142] are examples of this kind of functionals. II) The pragmatist would
take any functional that is known to work for a specific kind of compound. In some
cases a lot of empirical parameters are introduced and tuned until the ”best” result
is obtained. In this respect the pragmatic ”best” is equivalent to coming as close to
the experiment as possible. Some functionals have been especially tailored for certain
applications, such as the KT functionals for nuclear shieldings [143, 144]. III) The
careful researcher will test a range of functionals to validate the functional and basis
set that will be used for the production calculations. Experience will naturally make
it unnecessary to make a lot of testing for every new molecule but one can become
more pragmatic and take the functional that one knows that used to work.

A hierarchy of density functionals

The most standard density functionals today are either of the generalized gradient
approximation (GGA) type such as BP86 [145, 146] or hybrid functionals, such as
B3LYP [147–149]. BP86 and B3LYP are used in many applications in the present
thesis. The functionals can be classified according to the amount of variables in the
exchange and correlation functionals. In GGA functionals the variables are the density
ρ and the gradient of the density ∇ρ. In meta-GGAs such as TPSS [142], also the
kinetic energy density and the second-order gradient of the density are included [150].

Resolution of the identity (RI)

The calculation of the two-electron Coulomb interactions is the most time-consuming
part of solving the SCF equation. Applying the resolution of the identity approach
the four-center integrals can be turned into a product of three-center integrals. For
large molecules, this reduces the time needed for the integral evaluation by roughly
one order of magnitude [151].

For DFT calculations, the introduced errors are typically of the magnitude 10−4

a.u. per atom for the energies, 0.1 pm for the bond lengths and about 0.1◦ for the
bond angles [152]. In the turbomole program package [153], the RI-approximation
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is implemented for GGA and hybrid density functionals [154] as well as, in a slightly
different brand, for MP2 [155,156].

3.6.3 Nuclear shielding calculations and DFT

Efficient calculation of nuclear shieldings became possible with the implementation of
GIAOs at the HF-SCF level in 1990 by Wolinski and coworkers [157]. This opened the
avenue for NMR shielding calculations at accurate ab initio correlated levels [158–161].
The calculation of NMR shieldings and chemical shifts utilizing DFT has not been
routine for a very long time. The contributions by Malkin et al. implementing the
IGLO approach (individual gauge for localized orbitals) [162] and by Schreckenbach
and Ziegler implementing GIAOs [163] into DFT calculations can be considered as
initiators.

The nuclear shieldings are very sensitive to the electronic structure in the vicinity
of the nucleus, and thus NMR spectroscopy is widely used as a structural probe
for a wide range of molecular materials. The sensitivity of the shieldings on the
structure is demonstrated on the computational side, e.g., in the benchmark work by
Auer et al. [164]. They show that the accuracy of 1-2 ppm can be achieved for 13C
nuclear shieldings at the CCSD(T) level using a quadruple-ζ-valence quality basis set
at geometries optimized at CCSD(T) level with triple- or quadruple-ζ basis sets. The
remaining error can be due to the neglect of electron correlation effects and vibrational
contributions [165]. This already hints to the fact that DFT can not really give that
exact nuclear shieldings and that the functional used for optimizing the geometry
might affect the shieldings.

To compare with experiments one has, however, to compute relative chemical
shifts which are easier to obtain with high accuracy because of partial error cancella-
tion. To see this, consider the Ramsey expression for the NMR shielding, Eq. (3.5).
DFT methods typically overestimate the paramagnetic term and thus underestimate
the shielding [166]. The error cancellation occurs when subtracting the shielding of
the studied compound from that of the same nucleus in the reference compound. The
main reason for DFT overestimating the paramagnetic term is the description of the
denominator of the second term in Eq. (3.5), where the energy difference between
virtual and occupied orbitals appears. The energy separation is not described very
accurately at the DFT level, and thus several pragmatic improvements have been
proposed. The so-called ”Malkin-correction” introduces a level-shift into the denomi-
nator [167]. Chesnut introduced a semiempirical scaling obtained from a least square
fit of the computed paramagnetic components against the difference of the experimen-
tal shieldings and the computed diamagnetic component [168]. It is expected that
this procedure is only valid for similar molecules and some of the predictiveness that
one would want to have in computational chemistry is lost. Yet another scaling proce-
dure, which is perhaps more accepted also among the purist DFT-users, is to scale the
amount of exact exchange. This has been done, e.g., by Helgaker et al. [169]. They
show that using B3LYP with only 5% exact exchange yields a substantial improve-
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ment of the shieldings. Aliev et al. fitted 13C NMR chemical shifts calculated at the
B3LYP level to experimental ones and found that the formula δexp = 0.95 ·δcalc+0.30
works rather well for main-row elements [170].

Generally, for first row elements, the hybrid functionals and GGA functionals per-
form equally well. In many cases hybrids are slightly better, and as noticed above, the
performance can be improved further by adjusting the amount of exact exchange. For
transition metal systems, B3LYP is in many cases better than the GGAs. This might
partly be caused by error cancellation, but the inclusion of exact exchange seems to
correct for the problems in pure functionals to account for the denominator in the
paramagnetic term [171]. It seems that nonrelativistic calculations with hybrid func-
tionals are sufficient up to 4d-elements, while 5d-elements require relativistic effects
to be taken into account.

There exists a number of functionals designed for magnetic properties. Arbuznikov
and Kaupp [172] have designed localized potentials to be used together with hybrid
functionals where the amount of exact exchange is 40-60%, i.e., they improve the
hybrids by the opposite action as compared with Helgaker’s 5% -B3LYP [169]. The
KT-functionals by Keal and Tozer are also designed to yield accurate shieldings [143].
The most recent functional in this family, KT3, is claimed by the authors to perform
well for a wide range of properties, besides the nuclear shieldings [144]. The key
behind the good magnetic shieldings is the parameterization of the exchange gradient
expansion.

3.6.4 Basis sets

In practical calculations, the wavefunction is most often represented using sets of
Gaussian type basis functions, or Gaussian-type orbitals (GTO). The Gaussian func-
tions have the form:

χGTO(θ,φ,r) = Ylm(θ,φ) P (r)e−αr
2
. (3.49)

The basis function contains an angular part that is represented as a spherical har-
monics function Ylm(θ,φ) and a radial part described by a polynomial P (r) in the
radial coordinate r and a Gaussian-type exponential function e−αr

2
. The Gaussian

functions do not have the correct long-range behavior as compared to real orbitals
that decay as e−r. The description of the wavefunction at the nucleus is also poor as
the cusp is missing. Both these defects of a GTO are corrected by Slater-type orbitals
(STO) that have the general form

χSTO(θ,φ,r) = Ylm[θ,φ]P (r) e−ζr. (3.50)

However, using GTOs renders the two-electron integrals much easier to compute,
due to the Gaussian product rule which states that the product of two Gaussians is
another Gaussian [173]. The wrong long-range behavior of a single GTO is corrected
by describing the wavefunction as a linear combination of several GTOs. Also the
nuclear cusp of the s-functions can be largely captured by tailoring linear combina-
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tions of GTOs. Consequently, most of the quantum chemistry programs of today use
Gaussian-type basis sets.

Instead of working in polar coordinates, GTOs are commonly expressed in Carte-
sian coordinates as

χ(x,y,z) = (x−Ax)k(y −Ay)l(z −Az)me−α(r−A)2 (3.51)

where r =
[
(x− x0)2 + (y − y0)2 + (z − z0)2

]1/2 and A is the center of the GTO. The
advantage of the Cartesian form is that the GTO can be expressed conveniently using
the seven indices (k,l,m,α,Ax,Ay,Az).

In this thesis, the Karlsruhe basis sets are mainly used [174,175]. The most recent
generation of these basis sets are denoted def2-XVP, where X=S for split valence
which corresponds to double ζ accuracy for the valence electrons, and X=TZ, QZ for
triple-ζ, quadruple-ζ.

Applying the resolution of the identity on the Coulomb integrals leads to a sub-
stantial speed-up in the energy calculations at the GGA-DFT level and at the MP2
level. The efficiency is gained in spite of the need for relatively large auxiliary basis
sets for the Coulomb integrals in these cases. The auxiliary basis sets used in this
study are all of the Karlsruhe family [156,176–178], and they are used together with
the regular Karlsruhe basis sets.

Some notes about basis sets for nuclear shielding calculations

The nuclear shieldings are semi-core properties and require a good description of the
valence and semi-core region. Thus at least a triple-ζ-valence basis set should be used
for quantitative results. For magnetic properties, it can be useful to apply basis sets
designed for them, such as the EPR basis sets [179] or the IGLO basis sets [180,181].
EPR-III or IGLO-III are in most cases sufficient for chemical shifts.

The Karlsruhe basis sets are well-suited for the calculation of 13C and 1H NMR
shieldings. It was previously found [32] that they converge more quickly than Dun-
ning’s correlation-consistent basis sets [182, 183] and a bit more systematically than
Jensen’s polarization consistent basis sets [184,185]. Since large basis sets are needed
for accurate shieldings [164], a fast basis set convergence is required in order to be
able to treat big molecules.

3.7 Software used

In practice, all the structure optimizations, the closed-shell nuclear shielding calcula-
tions, calculations of analytical and numerical vibrational frequencies and the molec-
ular dynamics are done with Turbomole [153]. The open-shell NMR shieldings for
the GIMIC calculations on open-shell systems were computed with aces II and the
newer generation of the same code, called cfour [186,187]. The current susceptibility
strengths were calculated with GIMIC, using as input the perturbed and unperturbed
one-electron densities obtained from nuclear shielding calculations with turbomole

or aces II/cfour. The EPR A-tensors in Paper I were partially calculated with
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Gaussian [188]. The pNMR shieldings and the spin-orbit contribution to the EPR
A-tensor as well as the g-tensor of the endohedral fullerene Sc3C2@C80 were obtained
with a local version of DeMon [189]. The molecular structures and density isosurfaces
are visualized using jmol [190], xmakemol [191], gnuplot [192], vmd [193], and
Molden [194].



4 Results

In the following Section the molecular systems that are investigated in Papers I-VIII
are presented. The results are analyzed and discussed in Section 4.2

4.1 Investigated systems

4.1.1 The endohedral fullerene Sc3C2@C80

When reporting the discovery of the fullerene C60, Kroto and coworkers characterized
the buckyball as appearing to be aromatic. The interior of the fullerene was expected
to be strongly deshielded because of the ring currents on the surface [195]. By the
ring current criterion, C60 in fact appears to be very weakly aromatic [196]. The
first endohedral fullerene was observed and identified as a lanthanum monocation
encapsulated inside C60 [197]. This endohedral fullerene is denoted as La@C60, and
generally M@Cn indicates that the cluster M is encapsulated inside the fullerene Cn.

The dynamical nature of atoms encapsulated into fullerenes was demonstrated in
a Car-Parrinello Molecular Dynamics (CPMD) simulation of La@C82 by Laasonen
and coworkers in 1992 [198]. Since there are many equivalent bonding sites for a
metal ion inside a fullerene, it is a delicate problem to determine a definite equilib-
rium structure, especially at elevated temperatures. The symmetry point group of
endohedral metallofullerenes may appear different in NMR and Raman experiments.
For example, the 13C NMR spectrum of Sc3N@C80 points to an average Ih symmetry
and a loose coupling between the endohedral cluster and the cage [199]. A lower C2v

symmetry is interpreted from the Raman spectrum [200]. Similar Raman patterns
were observed for Sc3N@C78 and Sc2C2@C84 [201,202]. Thus, the internal dynamics
has a time scale comparable to or longer than the time-resolution of Raman spec-
troscopy, i.e., of the magnitude of femtoseconds, while the motion is averaged over
the nanosecond time scale of NMR.

The endohedral fullerene Sc3C2@C80, studied in Paper I, is an illustrative exam-
ple of how difficult it is to experimentally determine the molecular structure of the
endohedral guest and the fullerene host. The Sc3C82 molecule was initially thought
to be Sc3@C82 based on synchrotron powder diffraction [203] and EPR [204] experi-
ments. The correct structure was found by means of NMR studies on the closed-shell
anion [205]. The 13C NMR spectrum has two peaks corresponding to an Ih symmetric
C80 cage. Subsequently, two stable isomers of the molecule were found, denoted as
1a and 2a, shown in Figure 4.1.

36
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(a)
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Figure 4.1: (a) 1a and (b) 2a isomers of Sc3C2@C80. For improved visibility of the confined

moiety, part of the cage wall has been cut out.

4.1.2 Nanorings

The ”nanorings” constitute a series of 21 polycyclic conjugated hydrocarbons building
up a main ring with benzene, naphthalene, and anthracene-like groups along the edges
and with benzene, triphenylene and pyrene groups in the corners. The molecules are
all planar and could potentially be placed on a surface and be used as part of elec-
tric circuits. The structures are shown in Figures 4.2-4.5. In Paper II, the current
delocalization pathways of the nanorings were determined by explicitly calculating
the ring-current strengths at selected bonds. The in-plane and out-of-plane compo-
nents of the static polarizability, as well as the 1H NMR chemical shifts were also
calculated. The results were analyzed for correlations between ring-current strengths,
NMR shieldings, and polarizabilities.

The in-plane electric polarizability of conjugated molecules might be related to
their aromaticity [113,114]. In planar hydrocarbons with many delocalized electrons,
the in-plane polarizability is expected to be of considerable magnitude. Comparing
the polarizabilities to the induced current densities is expected to give insight into
the connection between delocalization, conjugation, and aromaticity.

4.1.3 [n]Cycloparaphenylenes

The [n]cycloparaphenylenes ([n]CP) are, as the name suggests, cyclic molecules made
up of phenylene rings connected to each other at the para-position. The optimized
structures of the [n]CPs with n = 6, . . . ,11 and the corresponding dianions are shown
in Figures 4.6 and 4.7. Thus, the π orbitals are largely pointing to the center of the
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(a) [m1] (C18H6, a) (b) [m2] (C48H24, at) (c) [m3] (C96H48, at)

(d) [m4] (C144H72, at) (e) [m5] (C192H96, at) (f) [m6] (C240H120, at)

Figure 4.2: The first series of molecules consisting of fused benzene rings in the molec-
ular macro cycle. The used abbreviations, the chemical brutto formula, and the expected
aromaticity according to Hückel’s rule is given (a = aromatic, at = antiaromatic).

(a) [m7] (C90H42, a) (b) [m8] (C138H66, a) (c) [m9] (C186H90, a)

(d) [m10] (C234H114, a) (e) [m11] (C282H138, a)

Figure 4.3: The second series of molecules consisting of six fused phenalenyl groups in the
corners of the macro ring and fused benzene rings along the edges of the molecular macro
cycle. The used abbreviations, the chemical brutto formula, and the expected aromaticity
according to Hückel’s rule is given (a = aromatic, at = antiaromatic).
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(a) [m12] (C162H78, a) (b) [m13] (C186H90, a) (c) [m14] (C210H102, a)

(d) [m15] (C234H114, a) (e) [m16] (C258H126, a) (f) [m17](C282H138, a)

Figure 4.4: The third series of molecules consisting of six fused phenalenyl groups in the
corners of the macro ring and fused benzene, naphthalene, and anthracene groups along
the edges of the molecular macro cycle. The used abbreviations, the chemical brutto for-
mula, and the expected aromaticity according to Hückel’s rule is given (a = aromatic, at =
antiaromatic).

hoop and towards the outer surface of the wheel-shaped molecules. The synthesis
of these molecules was attempted by Parekh and Guha in 1934 [206] but was not
accomplished until 2008 when Jasti and coworkers synthesized the [n]CPs with 9, 12,
and 18 phenylene rings. Takaba et al. managed to selectively synthesize [12]CP in
2009 [207]. The cycloparaphenylenes have peculiar optical properties. The Stokes
shift is defined as the energy difference between the absorption and emission for a
specific electronic transition in the UV-Vis spectrum and arise because the structure
of the excited state differs from that of the ground state. The Stokes shift becomes
larger with a decreasing diameter of the nanohoop [208,209]. The phenylene rings are
benzenoid in the ground state and become quinoid in the first exited state [209]. In
Paper VI we find that also the anions have a more quinoid bond length alternation
than the neutral counterpart. In the dianions, the torsion angles between adjacent
phenylene rings are small or zero as also observed for the first exited state. In Paper
VI, the ring-current densities and ring-current strengths in the neutral and dianionic
[n]CPs are related to the bond length alternation along the nanohoops.

4.1.4 Bianthraquinodimethane-stabilized [16]annulene

A π conjugated molecule with 4n π electrons is predicted to be antiaromatic if the
conjugation pathway is untwisted and aromatic when it is twisted to a Möbius stripe,
as discussed previously in Section 2.2. Herges and co-workers reported the synthesis
of a Möbius-shaped [16]annulene, that was suggested to be aromatic based on aro-
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(a) [m18] (C108H48, at) (b) [m19] (C156H72, at)

(c) [m20] (C204H96, at) (d) [m21] (C204H96, at)

Figure 4.5: The fourth series of molecules consisting of six fused pyrene groups in the cor-
ners of the macro ring and fused benzene or anthracene groups along the edges of the molec-
ular macro cycle. The used abbreviations, the chemical brutto formula, and the expected
aromaticity according to Hückel’s rule is given (a = aromatic, at = antiaromatic).

matic stabilization energies (ASE) [210]. Subsequently, NICS calculations suggested
the [16]annulene studied is nonaromatic [211] and in an extended study of energetics
some aromaticity was thereafter suggested again [212]. Since NICS alone does not
necessarily give decisive information about the ring currents [22, 39], we investigated
the ring currents of this molecule in Paper III in order to assess the degree of aro-
maticity of the bianthraquinodimethane-stabilized 4π Möbius annulene, as well as
the possible antiaromaticity of the Hückel counterpart. The molecular structures are
shown in Figure 4.8.

4.1.5 Hexaphyrins

In the porphyrins, four pyrrole rings linked by methine (–CH=) bridges make up a
macroring. In expanded porphyrins, more than four pyrrole rings are analogously
linked together. Another member of such a class of compounds is the hexaphyrins
where six pyrrole rings are linked together and constitute the macroring. In Paper
V, the ring-current pathways in hexaphyrins with different degree of protonation at
the pyrrole nitrogen atoms were investigated. The investigated molecules 1, 2, 3,
4, and 5 correspond to [n]hexaphyrins with n =24, 26, 26, 28, and 30, respectively.
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[6]CP [7]CP [8]CP

[9]CP [10]CP [11]CP

Figure 4.6: The neutral [n]CPs, n=6–11. Please note that the molecules have different
diameter but they are plotted with same size and hence the atom balls appear larger for
[6]CP and smaller for [11]CP. The Figure is plotted with Jmol. [190]

[6]CP [7]CP [8]CP

[9]CP [10]CP [11]CP

Figure 4.7: The dianionic nanohoops [n]CP2−, n=6–11. Cf. Figure 4.6. The Figure is
plotted with Jmol. [190]

Molecules 2 and 3 are isomers of the [26]hexaphyrin that differ only in the positions
of the NH protons. The molecules are depicted schematically in Figure 4.9.

Proton NMR spectra of doubly twisted [26]hexaphyrin and [28]hexaphyrin showed
that the NH protons pointing inside the main ring were shielded in both molecules
[213]. According to the generalized Hückel rule, 26 π electrons along the conjuga-
tion pathway point to net diatropic currents whereas 28 π electrons should indicate
antiaromaticity for a doubly twisted Möbius molecule. The aromaticity of the doubly-
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(a) (b)

Figure 4.8: The optimized structures of the bianthraquinodimethane-stabilized [16]annu-
lene. (a) Möbius isomer (b) Hückel isomer.

twisted [26]hexaphyrins and [28]hexaphyrins were previously investigated based on the
topological twist and writhe indices, computed 1H NMR chemical shifts and NICS
constants as well as topological atoms in molecules (AIM) and electron localization
function (ELF) analysis [57, 214, 215]. The [26]hexaphyrin was concluded to be aro-
matic and the [28]hexaphyrin was antiaromatic.

4.1.6 Open-shell applications

Biphenyl and related bi-ring molecules

The simplest examples of multiring molecules consist of two rings connected with
a C–C bond. Biphenyl, C6H5–C6H5, is in its singlet ground state in practice two
independent coupled benzene rings in a staggered conformation with the torsional
angle of 44.4◦ [216]. At the CCSD(T) level the angle is 39◦, and the discrepancy
with respect to experiment is due to vibrational and temperature effects [42]. In
Paper VII we study biphenyl, bicyclobutadiene, and phenylcyclobutadiene together
with related biochemically relevant bi-ring molecules at the MP2 and at the B3LYP
levels of theory. In the lowest-lying triplet state, biphenyl is planar with a bridging
C–C bond length of 140 pm. Despite the fact that the BLA in the individual ben-
zene rings is large as compared to the spin-singlet ground state, the planarity and
the short C–C bridge point to delocalization of electrons over the whole molecule.
Bicyclobutadiene is planar both in its spin-singlet ground state and in its first triplet
state, but the bridging C–C bond is shortened from 136.6 to 134.2 pm, at the MP2
level. While MP2 and B3LYP more or less agree on the bond lengths for C6H5–C6H5
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Figure 4.9: Two-dimensional projections of the doubly twisted hexaphyrins. The number-
ing of the molecules is the same as in Paper V.

and C4H3–C4H3, the results differ for the ”mixed” phenylcyclobutadiene molecule,
C6H5–C4H3. At the B3LYP level, the C–C cross-link is 143.7 pm for the singlet and
141.9 pm for the triplet state, while MP2 yields 143.5 and 145.3 pm, respectively.
As bicyclobutadiene, the phenylcyclobutadiene molecule is planar. The structures of
these bi-ring molecules point to changes in the delocalization upon the singlet – triplet
transition. In Paper VII, the magnetically induced currents in biphenyl, bicyclobuta-
diene, and phenylcyclobutadiene are calculated in order to probe for these effects. A
further objective of the study was to model the ring-current delocalization in mod-
els for the coupled phenol-imidazole pair which is taken as a model system for the
histidine-tyrosine (His-Tyr) unit in heme-copper oxidases. It has been suggested that
the aromatic stabilization of the His-Tyr moiety would increase the electron affinity
and decrease the proton affinity of the tyrosine [217].

Cyclobutadiene

Cyclobutadiene, C4H4, poses a difficult case for computational chemistry. The ground
state is an open-shell singlet with the squareD4h symmetry that would require a multi-
reference method such as Complete active space self-consistent field, CASSCF [218].
The lowest-lying triplet state has a well-behaved single-reference wavefunction and
can be studied with correlated methods such as MP2 and coupled cluster. The triplet



4.2. Analysis and discussion of the results 44

state has 4π electrons and is according to the modified Hückel rule [59, 60] expected
to be aromatic.

B3 and Al3 and their monoanions

It is known that the anions of the boron and aluminum trimers exhibit aromatic
patterns. They have regular triangular shapes and equalized bond lengths. The
HOMO and HOMO−1 are delocalized across all the bonds and could be described
as two-electron three-center bonds [21, 219, 220]. The NICS(0) values in the plane of
the rings and the NICS(1) values at 1Å above the rings are large and negative. This
has been described as ”double aromaticity” [221]. The neutral B3 and Al3 molecules
that are spin-doublets also possess three equally long bonds, and the topologies of
the frontier orbitals is similar to those their anions. These molecules are small and
provide a good test case for the open-shell implementation of GIMIC, since CCSD
calculations with large basis sets are feasible. The ring-current investigations of the B3

and Al3 radicals and the corresponding closed-shell anions are reported in Paper VIII.
The ring currents of the neutral radicals can give a further dimension to aromaticity
considerations since these molecules do not fulfill the generalized Hückel rule with
their odd number of valence electrons. However, the two ”π” electrons in HOMO−1
might enable a ring current.

4.2 Analysis and discussion of the results

In the following, the results from the Papers I-VIII included in the Thesis are sum-
marized, together with some unpublished results. The intention is on the one hand
to present characteristic results for specific molecules, and on the other hand to make
general conclusions about the characteristics of ring current densities in multi-ring
molecules and about the connection between ring-current strengths and observables
such as chemical shifts and molecular geometries.

4.2.1 Dynamics and magnetic properties of Sc3C2@C80

The motivation of Paper I was twofold: The main goal was to computationally deter-
mine the EPR and pNMR properties of the neutral spin-doublet species as well as
the NMR chemical shifts for the closed-shell monoanion. Since the chemical shifts
of the cage carbon atoms were known from experiment, the closed-shell NMR shield-
ings can be calculated to validate the density functional theory calculations for the
present case. The NMR shieldings of the confined carbide carbon atoms were not
known experimentally, neither were there any pNMR spectra published, and to this
part our calculations were intended to be predictive. The machinery for computing
pNMR shieldings for open-shell systems has recently been developed [133, 134, 222].
Another purpose was to investigate the short-term dynamics of the confined Sc3C2

cluster as a first step in modelling the dynamical effects on the magnetic properties.
Apart from a tight-binding density functional (DFTB) study on Sc3N@C80 by Heine
et al. [223], no recent molecular dynamics studies at the ab initio or first-principles
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level on endohedral fullerenes has to our knowledge been reported. In particular, it
was of interest to determine whether either of the two isomers would dominate at
elevated temperatures.

The short molecular dynamics trajectory of 7 picoseconds for the neutral
Sc3C2@C80 reported in Paper I shows several features of the dynamics of the confined
Sc3C2 cluster. Dynamically, there is an equilibrium between the isomers 1a and 2a,
and in the MD trajectory obtained at the BP86/def2-SVP level, the 2a isomer dom-
inates. The motion of the C2 moiety is faster than that of the Sc atoms, suggesting
that the interaction is rather ionic than covalent. The Sc3 triangle ratchets fast back
and forth several times even on the picosecond time scale, and the motion will be
averaged out on the time scale of NMR.

The results from the simulation are thus in concordance with the experimental
observations. The existence of only two peaks in the 13C NMR spectrum [205] also
points to one average structure, at least on the NMR time scale. The measured 13C
NMR spectrum of the endohedral C2 moiety contains only one peak, proving the
rapid dynamical motion of the carbide dimer [224].

The arithmetic average of the 13C NMR chemical shifts for the confined carbon
atoms unit in the anions of 1a and 2a is 390 ppm at the BP86/def2-TZVP level,
which can be compared with the measured 328.3 [224].

The molecular dynamics results show that it might be of importance to calculate
dynamically averaged NMR chemical shifts in order to make comparisons to experi-
ment. The results in Paper I also show the challenges for density-functional theory
calculations: The obtained nuclear shieldings are heavily dependent on the functional
used.

The magnetic properties of the two isomers differ more for the neutral radical
species than for the anions. There are qualitative differences in the spin density
distributions on the Sc3C2 cluster. The 13C pNMR chemical shifts of the confined
carbon atoms vary heavily between the isomers, being −1257 ppm in 1a and −1429
and −2498 ppm for 2a. The influence of changes in the spin density on the open-shell
magnetic properties is reflected in the 13C pNMR resonances for the cage carbon
atoms. In 2a, the resonances are at 109.1 ppm for the strong peak and 105.8 ppm
for the weak peak, while the corresponding pNMR chemical shifts in 1a are 99.5 and
241.2 ppm. The large difference in the position of the weak peak is almost completely
due to the Fermi-contact contribution that is 146.8 ppm in isomer 1a. Thus, pNMR
could be used as a sensitive probe for the detailed structure of endohedral fullerenes
with open-shell electronic structure.

The inside of the fullerenes is strongly deshielded, as is seen by the small nuclear
shieldings or large chemical shifts of confined carbon atoms. On the fullerene, several
possible ring-current paths fulfilling the (4n+ 2) rule can be found, but as previously
observed for the C60 fullerene and for the golden fullerene Au32, it is probably the
global sphere currents of the fullerene that cause the deshielding [20,196]. The signed
modulus of the ring-current density of the 1a anion of Sc3C2@C80 is shown in Figure
4.10. The diatropic current on the outside of the fullerene is compensated by a
paratropic current on the inside, and consequently the net current is small. The
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top view (Figure 4.10 a) shows that the global ring currents flow around the sphere
at the pole and at the equator. In the side view (Figure 4.10 b), the ring-current
delocalization around the equator is emphasized. It is not evident from the picture
that the bonding between the endohedral cluster and the cage would cause localization
of electrons to aromatic pathways, as suggested in Sc3N@C68 and Sc3N@C78 [225].

(a) (b)

Figure 4.10: The signed modulus of the ring-current density in the anion of Sc3C2@C80,

isomer 1a. (a) Top view, with the magnetic field perpendicular to the page. (b) Side view,

with the magnetic field in the plane of the page, directed from the bottom up. The diatropic

current density is blue and the paratropic current density is red. The isocontour values for

the densities are ±0.02.

4.2.2 Aromatic, antiaromatic, and homoaromatic systems from

the ring-current point of view

By the ring-current criterion, molecules that sustain a ring current when exposed
to a magnetic field might be aromatic, if the ring current is diatropic and or they
might be antiaromatic if the net ring current is paratropic. Bearing in mind that
aromaticity can be expressed in different dimensions using geometric, energetic, or
magnetic criteria, the existence of a ring current is not necessarily the ultimate proof
for aromaticity [117, 118, 226, 227]. For instance, the ring current of cyclopropane is,
as discussed below, not a proof of the aromaticity of the molecule. The ring currents
of a range of monocyclic hydrocarbons listed in Table 4.1 agree with the Hückel rules
on the aromaticity for most of the molecules.

Cyclopropane, C3H6, appears aromatic based on the ring current. The NICS value
at the center of the ring is also large, but surprisingly it is dominated by the in-plane
component [228]. The ring current is most probably a consequence the forced overlap
of the bonding orbitals in the C–C bonds in the highly strained molecular struc-
ture. The 1H NMR shieldings of cyclopropane are in the typical range for aliphatic
hydrocarbons and do not point to aromaticity. A modest ring-current strength adds
only little to the 1H NMR shieldings, which are mainly governed by the molecular
structure, i.e., by the hybridization.

In the homoaromatic molecules, the conjugation pathway is interrupted by satu-
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rated carbon atoms [229]. The 1-3-5-cycloheptatriene, C7H8 is obtained by inserting
a CH2 group between two carbon atoms in benzene. This does reduce the ring current
to about half of the ring current strength in benzene, but the molecule can still be
regarded as somewhat aromatic. The homotropylium anion, C8H+

9 , can be considered
as the archetypical homoaromatic molecule [230]. By the ring-current criterion, it is
aromatic with a ring-current strength of 12.9 nA/T.

Table 4.1: The diatropic and paratropic contributions to the net ring current (in nA/T)

of some aromatic, antiaromatic and nonaromatic molecules calculated at the B3LYP/def2-

TZVP level.

Molecule Diatropic Paratropic Total

C3H6 11.4 –1.4 10.0
C4H4 3.5 –23.4 –19.9
C5H6 11.0 –5.6 5.4
C6H6 16.7 –4.9 11.8
C6H12 7.6 –7.4 0.2
C7H8 13.1 –7.0 6.1
C8H+

9 18.1 –5.2 12.9

4.2.3 Current localization and delocalization in multiring

molecules

In the nanorings of Paper II, the ring current is prone to be localized in isolated
pathways that fulfill the Hückel (4n+2) π electron rule. The delocalization in the kind
of multiring molecules that we studied was also explained through graph theoretical
arguments by Monaco and Zanasi [231].

The nanoring molecules are classified by the Hückel rule as overall aromatic if they
have (4n+2) π electrons and as antiaromatic of they have a total of 4n π electrons. In
the overall aromatic molecules, the electron delocalization was global, spreading over
the main ring. The large electron delocalization in these molecules, denoted as series 2
and 3, causes a steady increase of the in-plane polarizability with increasing diameter
of the main ring, as seen in Figure 2.4. The benzene, naphthalene and anthracene
groups along the edges cause the current to split. The total current is conserved at
the junctions, but otherwise there is no obvious pattern. In the overall antiaromatic
molecular series 1 and 4, excluding [m1], the main ring sustains no net current. Ring
currents with the strength of 12-14 nA/T are localized to the benzene and pyrene
groups in the corner as well as to the benzene and anthracene groups along the edges.

The dianionic [n]CPs are all aromatic according to the ring-current criterion. The
diatropic ring-currents of 24–35 nA/T are delocalized over the whole nanohoop. The
current density distribution in [6]CP and its dianion is shown in Figure 4.11 as an illus-
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trative example. Most of the dianions of the nanohoops built up from n = 6,7, . . . ,11
arene rings have a highly symmetrical shape. The ring-current is therefore split
equally along both edges of the arene rings. The [10]CP dianion is an exception,
being more irregularly shaped, and explicit calculations are needed to obtain the
ring-current strengths along the edges of the individual arene rings.

A common feature of many multiring molecules is that the ring-current loops are
isolated by C–C bonds with a considerable amount of single-bond character. In the
nanoring molecule [m7], the C–C bond distance between the naphthalene moieties
in the corners and the main ring is 147 pm, and there is no net current along this
bond. The C–C bond length alternation is small along the naphthalene perimeter,
with bond lengths between 139 and 143 pm. In the neutral [n]CPs [Paper VI], the
arene rings are structurally benzene-like, with equalized bond lengths, whereas the
C–C cross links between the rings are 148 pm. In practice no net current passes
around most of the neutral [n]CPs. Also in biphenyl [Paper VII], the bridging C–C
bond is 148 pm and the ring currents are localized in the arene rings.

It has been suggested that also coronene has two individual current loops. A
weakly paratropic ring current would circulate around the central ring while a stronger
diatropic current would flow along the perimeter [232, 233]. Unlike the individual
ring-current paths in the nanorings, in biphenyl and in the [n]CPs, the suggested ring
currents of coronene are not isolated by elongated C–C bonds. The radial C–C bonds
of coronene are 142.6 pm at the BP86/def2-TZVP level [234]. The ring-current density
plot in Figure 4.12 shows the ring-current pathways in coronene and circumcoronene.
There is a diatropic ring-current along the outer edge of the coronene molecule. Along
the inner ring, there is a paratropic ring-current of −5 nA/T, in line with previous
results. Circumcoronene has a similar ring-current delocalization as coronene along
the periphery, and in the inner parts of the molecule there is an alternating pattern
of paratropic and diatropic ring currents.

4.2.4 Möbius molecules

Bianthraquinodimethane-stabilized [16]annulene

The bianthraquinodimethane-stabilized [16]annulene [Paper III] is in practice nonaro-
matic by the ring-current criterion. The ring current is composed of a diatropic current
along the outer edge of the annulene, and a paratropic current of approximately the
same size on the inside, yielding a zero net current. The Möbius isomer is favored
over the Hückel isomer by 13, 28, and 31 kJ/mol at the B3LYP, MP2, and CC2 lev-
els, respectively. The stabilizing effect of the inclusion of electron correlation in the
post-HF methods points to intramolecular weak forces stabilizing the Möbius isomer,
where the opposite edges of the elliptic [16]annulene are closer due to the Möbius
twist than in the Hückel counterpart. The paratropic current density at the edge fur-
ther away from the bianthraquino-dimethane moiety is more outspread in the Möbius
isomer. In the same region, the AIM analysis shows intramolecular CH· · ·π inter-
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(a) (b)

Figure 4.11: The ring-current densities in the [6]CP at the BP86/def2-TZVP level. (a)
Neutral [6]CP and (b) diaionic [6]CP2−. The diatropic current density is blue and the
paratropic current density is red. The isocontour values for the densities are ±0.03.

actions. As shown by Fliegl and coworkers [235], the hydrogen bond strengths are
correlated with increased current strengths on one side of the hydrogen bond. Thus,
nonbonded intramolecular interactions might explain the stabilization of the Möbius
isomer. The diatropic ring current along the outside of the annulene almost exactly
cancels out the paratropic ring-current component on the inside. The ring-current
density distribution is shown in Figure 4.13. Since the net ring-current strength of
the [16]annulene is practically zero, the Hückel rule for Möbius-twisted molecules does
not give a definitive indication of aromaticity.

Hexaphyrins

The aromatic pathways of Möbius twisted [n]hexaphyrins with n = 24,26,28,30 with
the linking number Lk = 2 are unraveled in Paper VI. These doubly twisted Möbius
molecules are expected to be aromatic when the conjugation path contains 26 or 30 π
electrons, whereas 24 and 28 π electrons should yield antiaromaticity by the general-
ized Hückel rule. Figure 4.14 shows the ring currents circulating along the expanded
porphyrins as a function of the angle of the magnetic field. Hexaphyrin 1 sustains
almost no net current and is practically nonaromatic, whereas there is a net parat-
ropic current circulating around the [28]hexaphyrin, molecule 4, which consequently
is antiaromatic. The hexaphyrins 2, 3, and 5, i.e., the two [26]hexaphyrins and the
[30]hexaphyrin are aromatic by the ring-current criterion.

In complex three-dimensional structures like the Möbius-twisted hexaphyrins it is
not straightforward to deduce the ring-current strengths directly from the 1H NMR
chemical shifts. For the hexaphyrins, intramolecular interactions, in particular involv-
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(a) (b)

(c)

Figure 4.12: The ring-current densities in coronene and circumcoronene at the BP86/def2-
SV(P) level. (a) The signed modulus of the ring-current density in coronene. The diatropic
current density is blue and the paratropic current density is red. (b) Vector plot of the ring
current in coronene. The diatropic current flows clockwise. (c) The signed modulus of the
ring-current density in circumcoronene. The isocontour values for the densities are ±0.02.

ing hydrogen bonds, have a much larger effect than the ring currents on the NMR
shieldings of the inner NH protons.

The ring-current delocalization paths of the hexaphyrins cannot be deduced only
by considering the 1H NMR chemical shifts of the inner NH hydrogen atoms, neither
by analyzing the HOMA index of different pathways around the expanded porphyrin
ring [Paper IV]. It is equally difficult to decide whether the net current is diamagnetic
or paramagnetic by analyzing NMR chemical shifts or HOMA indices. Herges found
that [16]annulene isomers having large positive nucleus independent chemical shifts
(NICS), i.e., antiaromatic molecules according to the magnetic criterion, exhibit a
smaller BLA than molecules with vanishingly small NICS values [63]. An aromatic
or an antiaromatic molecular ring needs a continuous electron delocalization in order
to sustain a ring current. It does not matter whether the ring current is diatropic or
paratropic. The studied molecules sustaining paratropic ring currents also exhibit a
reduced BLA as demonstrated by the small differences in the HOMA indices of the
hexaphyrins (2), (3), and (4). Explicit GIMIC calculations are required in order to
map the preferred current pathway at the pyrrole ring junctions.
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Figure 4.13: The signed modulus of the ring-current density of the Möbius shaped [16]annu-
lene. The diatropic current density is blue and the paratropic current density is red. The
isocontour values for the densities are ±0.01.

ropic ring currents, the 1H NMR signals are downfield shifted
as compared to TMS. For free-base chlorins and porphyrins,
the 1H NMR shieldings are in the range of 25-40 ppm,
indicating the variation in the current strengths in them.64

The ring-current strengths and the 1H NMR shieldings of the
inner hydrogens correlate. The stronger the ring current is, the
larger are the 1H NMR shieldings of the NH hydrogens.
Previously a strong correlation between the 1H NMR shieldings
of the inner hydrogens and current strengths has been established
in hydrocarbon nanorings.5 The strongly nonplanar structures
of the hexaphyrins affect the ring-current contribution to the
shieldings. The 1H NMR shielding constant of the antiaromatic
[28]hexaphyrin (4) is 5-10 ppm smaller than for hexaphyrin
(3), which has the weakest diatropic ring current of the aromatic
ones.

The two different 1H NMR chemical shieldings in hexaphyrin
(4) can not be explained by the induced currents. The large
chemical shifts most likely arise from hydrogen bonding
between the inner pyrrole hydrogen and a nearby fluorine atom.
The inner hydrogens of the pyrrole rings with N-H · · ·F
distances in the hydrogen bonding regime of 193 pm have 1H
NMR shieldings of 12 ppm, whereas for the pyrrole N-H
hydrogens with N-H · · ·F distances of 225 pm the 1H NMR
shielding is 17 ppm.

3.3. Magnetically Induced Current Densities. The current
strengths of selected covalent bonds of the six hexaphyrins were
investigated. The aim of the current density calculations is to
obtain an unambiguous identification of the ring-current path-
ways in the hexaphyrins with many feasible current routes. The
ring current strengths were calculated as a function of the
direction of the external magnetic field because nonplanar
molecules have no obvious direction of the field. In Figure 2,
the current strengths of the hexaphyrins (1)-(5) are given as a
function of the angle of the external magnetic field, as described
in section 2. The integration plane cuts the C-C bond between
a pyrrole ring and a meso-trifluoromethane group, as illustrated
in Figure 3. The parabolic shaped current-strength functions
allow a clear assignment of the aromatic character of the
investigated molecules.

For the current-density studies of the pyrrole rings, the
direction of the external magnetic field was fixed at the angle
that yielded the maximum or minimum current strength for the
hexaphyrins with net diatropic or paratropic ring-current
strengths, respectively. A comparison of the current strengths

of the hexaphyrins calculated as a function of the angle of the
external magnetic field is shown in Figure 3. The six pyrrole
rings are named A-F as shown in parts a-e of Figure 2. The
obtained current strengths passing the CsNsC or CdC
moieties are given in Tables 5-9. The detailed ring-current
calculations of the pyrrole rings reveal whether the current
passes the CsNsC moiety or the pyrrole CdC bond, rendering

Figure 3. Comparison of the current strengths of the hexaphyrins
(1)-(5) calculated as a function of the direction of the external magnetic
field.

TABLE 5: Strengths of the Magnetically Induced Currents
(in nA/T) Floating along the Outer (CdC) and Inner
(CsNsC) Routes at the Pyrrole Rings of Hexaphyrin (1)a

pyrrole ring/pathf CsNsC CdC

A 1.4 -1.7
B 2.0 -2.2
C 1.0 -1.0
D -1.0 0.2
E -0.2 -0.5
F 0.0 -1.1

a The A-F labeling of the pyrrole rings is given in Figure 2a.
The minimum of the current strength function with respect to the
angle of the applied magnetic field is -1.1 nA/T.

TABLE 6: Strengths of the Magnetically Induced Currents
(in nA/T) Floating along the Outer (CdC) and Inner
(CsNsC) Routes at the Pyrrole Rings of Hexaphyrin (2)a

pyrrole ring/pathf CsNsC CdC

A 7.0 4.9
B 2.0b 9.8
C 6.9 4.3
D 9.8 0.3
E 6.8b 3.8
F 11.0 -0.6

a The A-F labeling of the pyrrole rings is given in Figure 2b.
The maximum of the current strength function with respect to the
angle of the applied magnetic field is 9.6 nA/T. b Hydrogenated
pyrrole ring.

TABLE 7: Strengths of the Magnetically Induced Currents
(in nA/T) Floating along the Outer (CdC) and Inner
(CsNsC) Routes at the Pyrrole Rings of Hexaphyrin (3)a

pyrrole ring/pathf CsNsC CdC

A -0.7b 9.0
B 3.7 4.5
C 5.2 2.3
D 7.6 -1.1
E 6.2 0.6
F 6.3b 0.7

a The A-F labeling of the pyrrole rings is given in Figure 2c.
The maximum of the current strength function with respect to the
angle of the applied magnetic field is 5.6 nA/T. b Hydrogenated
pyrrole ring.

TABLE 8: Strengths of the Magnetically Induced Currents
(in nA/T) Floating along the Outer (CdC) and Inner
(CsNsC) Routes at the Pyrrole Rings of Hexaphyrin (4)a

pyrrole ring/pathf CsNsC CdC

A -7.2b -0.2
B -8.6 1.8
C -9.0b 1.6
D -2.9b -5.4
E -5.1 -4.0
F 0.3b -9.4

a The A-F labeling of the pyrrole rings is given in Figure 2e.
The minimum of the current strength function with respect to the
angle of the applied magnetic field is -8.2 nA/T. b Hydrogenated
pyrrole ring.
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Figure 4.14: The current strength along the main porphyrin ring of the [n]hexaphyrins
1–5 as a function of the angle of the magnetic field.

4.2.5 Ring currents and spin currents in open-shell molecules

Cyclobutadiene and bi-ring molecules

The ring currents in the lowest-lying closed-shell singlet state and in the first triplet
state of cyclobutadiene follow the generalized Hückel rule [59, 60]. With its 4π elec-
trons, the spin-singlet should be antiaromatic while the triplet state is expected to be
aromatic. At the MP2/def2-QZVP level, the ring-current strengths are −21.2 and 4.1
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nA/T [Paper VIII], respectively. For the closed-shell singlet, the def2-TZVPP basis
set yields converged ring-current strengths at the MP2 level. At the B3LYP/def2-
TZVP level, the ring-current strength of the spin-singlet is −19.9 nA/T, in line with
the MP2 results. Soncini and coworkers have argued that a good description of the
paratropic contribution to the ring current can only be obtained at electron-correlated
levels [236]. At the SCF-HF/def2-TZVP level, the ring-current strength of spin-singlet
cyclobutadiene is −20.6 nA/T, indicating that the electron correlation does not play
a crucial role for that molecule. For the triplet, the def2-QZVPP basis set still adds
12% to the total current while the spin current is reduced by 12% as compared to
the def2-TZVPP results. At the CCSD level, the quadruple-ζ basis adds 28% to the
total current but lowers the spin current by 8%, with respect to the triple-ζ results.
Also Hartree-Fock gives qualitatively correct current strengths for the triplet state
of cyclobutadiene. In open-shell molecules the correlation effects might be strong, as
discussed below, and the ring-current strengths obtained at the HF-SCF level should
be validated at a correlated level.

Phenylcyclobutadiene consists of a phenyl ring and a cyclobutadienyl ring con-
nected by a single C–C bond, see Figure 4.15. Both the singlet ground state and
the first triplet state are planar with a C–C bond length at the bridge of 143.5 and
145.3 pm, respectively, at the MP2/def2-SVP level [Paper VII]. In the singlet state,
the two rings have individual ring currents with almost the same strength as benzene
and cyclobutadiene. In the triplet state, the phenyl ring has a ring current strength
of 9.7 nA/T at the MP2/def2-SVP level and 8.3 nA/T at the CCSD/def2-SVP level,
which compares to 11.5 nA/T in the singlet state. Since the ring current in the arene
is not much different in the two spin states, the unpaired spin resides more on the
cyclobutadienyl ring. At the MP2 level, the current strength of −2.5 nA/T in the
cyclobutadienyl ring is slightly paratropic while the CCSD ring-current strength is
7.2 nA/T and diatropic, as would be expected for the triplet state of cyclobutadiene.
These results suggest that there can be a ”local aromaticity” of individual rings in
multi-ring molecules, at least within the ring-current framework.

The importance of including electron correlation into the current density calcula-
tions is shown by the GIMIC calculations on the lowest-lying triplet state of biphenyl.
The structure of biphenyl is shown in Figure 4.15 and the current densities for the
singlet ground state and the first triplet state are shown in Figure 4.16. The singlet
ground state is a twisted molecule with a single C–C bond of 147 pm at the bridge
(B3LYP/def2-TZVP; MP2/def2-SVP gives 148 pm) and conjugated C–C bonds in
the arene rings. The lowest lying triplet state is planar and quinoid with alternat-
ing single and double bond character. The bond length of the C–C cross-link is 140
pm at the MP2/def2-SVP level. The ring-current densities at the MP2 and CCSD
level are similarly distributed, but the net currents are qualitatively different. At
the CCSD level, the delocalized current along the cross-link is 2.0 nA/T while MP2
predicts −10.9 nA/T. As for the phenylcyclobutadiene, MP2 and CCSD predict oppo-
site ring-current character. The improved electron correlation treatment at the CCSD
level is needed to obtain the aromaticity pattern predicted by the generalized Hückel
rule.
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Figure 4.15: The molecular structures of the studied systems: (a) biphenyl, (b) bicyclobu-
tadiene, (c) phenyl-cyclobutadiene, and (d) phenol-imidazole. The parentheses indicates
that the hydrogen is not present in the anion and in the radical. The molecular structures
were visualized with vmd [193].

(a) (b)

Figure 4.16: The current densities of biphenyl. (a) The total current of the singlet ground

state calculated at the B3LYP/def2-TZVP level (b) total ring current of the first triplet state

calculated at the MP2/def2-SVP level. An excess of α electrons is assumed for the triplet.

The isocontour values for the densities are ±0.005. The Figure is plotted with jmol [190].

Aromatic B3 and Al3 clusters

The anions B−3 and Al−3 are aromatic by the ring-current criterion, as can be assumed
based on their delocalized HOMO and HOMO−1 orbitals. A ring current with the
strength 15.3 nA/T circulates around the boron trimer anion while the ring-current
strength in Al−3 is 13.7 nA/T, at the CCSD/def2-TZVP level. In these closed-shell
molecules, the correlation effects are small. At the Hartree-Fock level, the ring-
currents are 0.3 and 1.0 nA/T larger for B−3 and Al−3 , respectively. Also the neutral
boron and aluminum trimers have diatropic ring currents, as suggested by the sim-
ilarity of the geometric and electronic topologies with those of the anionic counter-
parts. The total ring-current strengths at the CCSD/def2-TZVPP level are 18.2 and
11.3 nA/T for B3 and Al3, respectively. Although qualitatively correct total current
strengths are again obtained at the SCF-HF level, the spin current is greatly overes-
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timated. At the MP2 level, the all-electron calculation yields the same total current
strength as CCSD, while the spin current is slightly too large. With a frozen core,
MP2 gives the correct spin current, but the total current strength becomes a bit too
low. See Table 4.2.

Table 4.2: The ring-current contributions of α and β electrons, and the total ring currents
(in nA/T) for Al3 and B3 as well as the total ring current for the corresponding Al−3 and
B−3 anions calculated at different levels of theory. The def2-TZVPP basis set is used.

Level Al3 Al−3 B3 B−3
α β Spin Total Total α β Spin Total Total

HF-SCF 3.2 10.2 −7.0 13.5 12.7 5.7 8.3 −2.6 14.0 15.6
BP86 13.7 14.6
B3LYP 13.3 15.1
MP2fc 5.7 5.5 0.2 11.3 15.9 9.9 8.3 1.6 18.2 15.2
MP2 5.9 4.9 1.0 10.8 15.6 9.9 8.3 1.6 18.2 15.1
CCSDfc 5.6 5.8 −0.2 11.4 14.0 7.6 10.6 −3.0 18.2 15.4
CCSD 5.5 5.8 −0.3 11.3 13.7 7.6 10.6 −3.0 18.2 15.3
fc = frozen core; the 1s electrons in boron, and the 1s, 2s, and 2p electrons in
aluminum are uncorrelated.

4.2.6 Ring currents and 1H NMR shieldings

The NMR shielding of protons is rather sensitive to ring-current strengths. In Table
4.3 the 1H NMR shieldings in some of the molecules discussed in the thesis are listed
together with the calculated strengths of the net ring current passing the atom that
the hydrogen atom in question is bonded to. The 1H NMR shieldings are also strongly
affected by the molecular structure, and therefore they can only provide a measure of
the ring-current strengths in structurally and chemically similar molecules. Among
the small hydrocarbon molecules, the fairly strong ring current of 10 nA/T in cyclo-
propane can not be deduced from the isotropic 1H NMR shielding constant which
is in the range typical for aliphatic hydrocarbon protons. The ring-current strength
in cyclopropene is only about half of that in benzene, but the 1H NMR shieldings
differ only by 0.2 ppm. The nuclear shielding is strongly dependent on the hybridiza-
tion; the carbon atoms participating in the C–C double bond in cyclopropene are sp2

hybridized as compared to the sp3 hybridization of the carbon atoms in cyclopropane.
In the hexaphyrins, the local ring-current strength is not decisive for the 1H NMR

shieldings of the inside NH protons. In Table 4.3, the local current strengths pass-
ing the NH protons are listed. Neither is there any clear correlation between the
magnitude of the NMR shieldings of the NH protons and the total ring current in
the expanded porphyrin ring. The global ring-current strengths of 9.6 and 5.6 nA/T
in the two different aromatic [26]hexaphyrins (molecules 2 and 3 in Section 4.1.5)
correspond to 1H NMR shieldings of about 26 and 21 ppm. It is important to note
that the 1H NMR shieldings of 21 ppm would point to antiaromaticity, but the ring
current is diatropic. In the likewise aromatic [30]hexaphyrin, the inside protons are
shielded as expected inside a diatropic ring-current pathway. The 1H NMR shieldings
are between 26.5 and 29.2 ppm. In the antiaromatic [28]hexaphyrin with a net parat-
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ropic ring current, the inside protons are similarly deshielded. The deshielding of the
NH protons in [28]hexaphyrin as well as and in the [26]hexaphyrin is likely to be a
consequence of intramolecular hydrogen bonding rather than to be caused primarily
by the ring currents.

The inner hydrogen at the corner groups in the nanorings investigated in Paper II
has a very similar environment in all the molecules, and a close correlation between
ring-current strengths and 1H NMR shieldings is obtained, as seen in Figure 2.3. It
is expected that the shieldings of the inner hydrogens in the nanorings will be large,
since the hydrogen atoms reside in the shielded region inside the current loop, and
consequently the NMR shielding will be larger.

Coronene, circumcoronene, circumcircumcoronene, and the [m1] nanoring make
up a series similar to the nanorings [m2]–[17], but the protons whose 1H NMR shield-
ings are listed in Table 4.3 are on the outside of the main molecular ring in the
deshielded region. Consequently, the NMR shielding constants of the protons decrease
with increasing ring-current strengths. The bonding is different at the periphery of
the coronene series of molecules and in [m1], which probably explains the different
relationship between the current strength and the 1H NMR shieldings. In the [m1]
nanoring there are triple bonds along the edges of the hexagon and therefore more π
electrons are available per bond as compared to the periphery of coronene which is
made up of conjugated single and double bonds. In the nanorings [m2]–[17] there is
a direct relationship between ring currents and isotropic 1H NMR shieldings. This is
expected since the bonding in these molecules is very similar.

In the dianions of the [n]cycloparaphenylenes there is some correlation between
the ring current and the proton NMR shieldings, but because of the quite small range
of ring-current strengths, the correlation is not as striking as for the nanorings. In the
[n]CPs, the C–H bonds are roughly parallel to the magnetic field, which is probably
the reason why the protons are deshielded in spite of the diatropic net current. In
benzene, the shielded region inside the diatropic ring-current loop is cone-shaped and
above the ring plane also some of the outside region can be shielded [88].

In the nonaromatic [16]annulene, the 1H NMR shieldings are closer to those of
the conjugated hydrocarbon molecules benzene and cyclobutadiene than to those of
the aliphatic cyclohexane. This is expected, since the ring-current contribution to the
magnetic nuclear shieldings should be negligible.

Taken together, the 1H NMR shieldings can be used with some caution as a probe
for ring currents, but the relative comparison of the shieldings of different protons is
only valid within the same molecule and to some extent in similar molecules. This
conclusion is in line with the remarks by Mitchell [75]. A more direct relationship
between the nuclear shielding and the current strengths might be found by considering
the out-of-plane component of the shielding tensor instead of the isotropic shielding,
as pointed out by Lazzeretti and coworkers [39,77,228].
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Table 4.3: 1H NMR shieldings (σ in ppm) compared to ring-current strengths (J in nA/T)
in different closed-shell molecules. σin are shieldings for protons inside the ring-current loop,
σout are the shieldings for protons on the outside, and σoop are shieldings of protons that
are directed out of the plane defined by the ring current.

Molecule Computational J σout σin σoop

level
C3H4 B3LYP/def2-TZVP 6.7 24.5
C3H6 B3LYP/def2-TZVP 10.0 31.7
C4H4 B3LYP/def2-TZVP −19.9 25.5
C6H6 B3LYP/def2-TZVP 11.8 24.3
C6H12 B3LYP/def2-TZVP 0.2 30.2-30.6
[26]hexaphyrin B3LYP/def2-TZVP 2.0 25.7
[26]hexaphyrin B3LYP/def2-TZVP 6.8 25.6
[26]hexaphyrin B3LYP/def2-TZVP −0.7 20.6
[26]hexaphyrin B3LYP/def2-TZVP 6.3 21.1
[28]hexaphyrin B3LYP/def2-TZVP −7.2; −2.9 12.2
[28]hexaphyrin B3LYP/def2-TZVP −9.0; 0.3 17.1
[30]hexaphyrin B3LYP/def2-TZVP −0.7-+7.7 26.5-29.2
Coronene BP86/def2-SVP 17 22.4
Circumcoronene BP86/def2-SVP 26 20.0-20.5
Circumcircumcoronene BP86/def2-SVP 22 20.0-21.1
[m1] BP86/def2-SVP 33 20
[m6] BP86/def2-SVP 0 24
[m7] BP86/def2-SVP 25 38
[m8] BP86/def2-SVP 50 50
[m14] BP86/def2-SVP 61 54
[m17] BP86/def2-SVP 88 67
[6]CP2− B3LYP/def2-TZVP 14 25.8-28.0
[8]CP2− B3LYP/def2-TZVP 17-18 27.2-29.6
[16]annulene, Hückel B3LYP/def2-TZVP 0.2 25.3-26.1
[16]annulene, Möbius B3LYP/def2-TZVP 0.3 25.6-26.5



5 Conclusions

This thesis consists of case studies on the magnetically induced currents and the NMR
chemical shifts of molecules made up of one or several rings. Although the issue of
aromaticity is not settled by the presented results, some conclusions can be made.

The existence of a diatropic ring current seems to be a necessary requirement
for aromaticity, but as a consequence of strain, ring currents can exist in nonaro-
matic molecules such as cyclopropane. A paratropic ring current is indicative for
antiaromaticity, but molecules with paratropic ring currents might nevertheless have
a similar bond length alternation as aromatic molecules with diatropic ring currents.
On the other hand, a certain amount of bond length alternation is present in multi-
ring molecules with strong diatropic ring currents. Therefore, structural criteria for
aromaticity do not always agree with the ring current criterion. Ring-current delocal-
ization paths can not be deduced merely by inspection of bond length alternation. In
fact, stretching bonds do not easily cut the current path, but the electronic structure
seems to be decisive for the existence of ring currents.

The advantage of the GIMIC method with respect to other methods to visual-
ize the current density is that both ring-current strengths and ring-current density
distributions are obtained. This makes the interpretation of the aromatic pathways
easier in multiring molecules. Furthermore, a quantitative description of the ring-
current distribution strengths is possible when both the ring-current distribution and
the ring-current strengths are at hand.

The gauge-including magnetically induced currents can be obtained with a reason-
able computational cost even for hydrocarbons with hundreds of atoms. For closed-
shell molecules, the basis-set requirements are modest and reliable ring currents are
often obtained already at the Hartree-Fock level and with double-ζ basis sets. Density
functional theory includes dynamical electron correlation at a small computational
cost and is probably the best alternative for closed-shell cases. The electron correla-
tion can be important in open-shell molecules. Therefore Hartree-Fock results should
always be validated at an electron-correlated level such as many-body perturbation
theory or coupled cluster theory, using basis sets of at least triple-ζ-valence quality.

The 1H NMR chemical shifts are directly related to the ring-current strengths,
but this correlation holds only for protons in equivalent positions and with the same
bonding character. The NMR shieldings should be interpreted with care, and the
influence of further interactions such as hydrogen bonds must be taken into account.
In the hydrocarbon nanorings, the correlation is valid for certain hydrogen nuclei, but
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in the hexaphyrins the intramolecular interactions have a far larger effect on the 1H
NMR shieldings than the ring currents.

The Hückel (4n + 2) π rule is strongly predictive for the aromaticity of planar,
non-twisted molecules. In multi-ring molecules, the Hückel rule can be used to find
paths where ring currents might tend to localize. The generalized Hückel rules for
open shell molecules and for Möbius topologies do not always agree with the ring-
current criterion on the aromaticity. Also molecules with odd number of delocalized
electrons, such as the Al3 and B3 radicals can have ring currents and appear aromatic.

In multi-ring molecules the ring current delocalization is not intuitively pre-
dictable, nor can the preferred delocalization paths necessarily be deduced by geo-
metrical indices such as HOMA. It also is not easy to find the strengths of the ring-
currents taking different routes at a junction in the molecular delocalization frame-
work by inspection of nuclear shieldings of protons nor through NICS analysis. At
junctions, the total current will be preserved, but explicit calculations of the ring-
current strengths across specific bonds are needed to deduce the ring current strength
along different pathways.

The molecules discussed above have been studied without accounting for dynam-
ical effects. In endohedral fullerenes, the dynamics need to be taken into account
when calculating the magnetic properties. The relatively novel pNMR method might
be a sensitive experimental method to probe detailed structure of endohedral systems
with open shells.

Chemistry is a rich science in terms of the number of phenomena that give
molecules their character. The limitations of the applicability of the GIMIC code
depends on which program packages it is interfaced to. In order to be able to deter-
mine the current susceptibilities in any molecule, the density and the perturbed den-
sity should to be obtained from program packages that can handle relativistic effects,
e.g., using effective core potentials (ECPs) as well as to codes including multicon-
figurational schemes such as multiconfigurational self-consistent field (MCSCF) and
complete active space-SCF and -perturbation theory (CASSCF, CASPT2).

Concluding, in this thesis it has been shown that the GIMIC method can be
utilized to assess the degree of aromaticity of molecules on a semi-quantitative level.
An aromaticity scale can be constructed with zero current strength as the borderline
between aromatic and antiaromatic molecules and with the ring-current strength in
benzene of about 12 nA/T as a qualitative yardstick.

Aromaticity aside, the knowledge about how the charge and spin current densities
are prone to be localized and delocalized might be valuable information in designing
molecules for nanoscale electronics. Another immediate application of a tool such
as GIMIC could be found in the interpretation of experimentally measured NMR
chemical shift tensors. The possibility to calculate the ring-current strength in nearly
any molecular structure that the nuclear shieldings can be computed for, enables
the NMR experimentalist to immediately either exclude or confirm the ring-current
effect on observed anomalous peaks in the spectrum. Further innovations, such as
estimating the strength of hydrogen bonds by means of GIMIC might also be of
considerable value in many fields of science.
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Schleyer, N. L. Allinger, T. Clark, J. Gasteiger, P. A. Kollman, H. F. Schaefer
III, and P. R. Schreiner, Vol. 3; Wiley, 1998; p. 1659.

[109] A. Soncini, J. Chem. Theory Comput., 2007, 3, 2243–2257.

[110] R. Herges and D. Geuenich, J. Phys. Chem. A, 2001, 105, 3214–3220.

[111] S. Pelloni and P. Lazzeretti, J. Chem. Phys., 2008, 128, 194305:1–10.
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1113–1122.

[120] S. Fias, S. van Damme, and P. Bultinck, J. Comp. Chem., 2010, 31,
2286–2293.

[121] C. Corminboeuf, T. Heine, and J. Weber, Org. Lett., 2003, 5, 1127–1130.
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