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ABSTRACT

Understanding the slowing down process of ions in solids is not only an interesting prob-
lem of theoretical physics but fundamentally important to many analysis and manufactur-
ing methods as well. A particularly acute problem is the accurate prediction of electronic
slowing down in crystalline materials. The purpose of the work described in this the-
sis is to study, measure and model the energy loss mechanisms, particularly electronic
stopping.
A local electronic stopping model for low-energy ions has been developed and used in
molecular dynamics (MD) computer simulations. The model has been tested and its
results compared with other models and experiments. Our model achieved good accuracy.
Ways to develop the model further are discussed.
Comparison of experimental and simulated range profiles has been used to determine the
electronic stopping of He in several metals relevant to fusion research. Correction factors
for the commonly used ZBL stopping were obtained.
Finally, MD simulations have been used to study ion beam mixing in silicon. The results
of our simulations have been compared with experiments and the merits of using mixing
experiments to develop better interatomic potentials have been considered.
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1 INTRODUCTION

Ion beams are used to analyze materials [1] and to modify their mechanical, optical and
electrical properties [2]. In order to use ion beam methods, we need to understand the
interactions between energetic ions and materials, especially the forces that slow down
the ions [3]. Accurate modelling of electronic stopping is a particularly pertinent problem
[4].
Computer simulations have long been an integral part of ion beam physics. By using
computer simulations based on molecular dynamics (MD) [5], we can study the inter-
actions between ions and matter. Range calculations, where the depth distributions of
dopants are calculated, are particularly important to the semiconductor industry [6]. As
the size of semiconductor components decreases, the implantation energies must decrease
as well and the importance of accurate computer simulations is further increased [6–9].
Decreasing implantation energies dictate a reduced thermal budget which will result in a
decrease in the amount of post-implant diffusion, which increases the value of accurate
range calculations to industry. Ions moving in crystal channels, where the electron and
atom densities are significantly below average, present quite a difficult challenge to sim-
ulation programs [10]. The calculation of accurate range profiles in such circumstances
demands a local electronic stopping parametrization [11].
Several local electronic stopping models for low velocity ions have been proposed dur-
ing the last decade. Unfortunately, the models have been either designed only for one
ion-target combination or one material, or contained one or more free parameters. A
transferable, accurate and physically well-motivated model has not been formulated. The
model described in this thesis aims to fulfill these requirements. It is based on a three-
dimensional electron distribution, contains no free parameters and can therefore be used
to calculate the stopping of any ion in any target without a parameter fitting process. The
model has been tested for stopping in silicon. It was found that the accuracy of the model,
with the exception of the

�
110 � channel, is good.

2 STRUCTURE AND PURPOSE OF THIS STUDY

This study consists of the following four articles published or accepted to be published
in refereed international scientific journals.

Summaries of the original papers

Paper I: Stopping of 5-100 keV helium in molybdenum, chromium, copper and nick-

el, J. Sillanpää, E. Vainonen-Ahlgren, P. Haussalo, and J. Keinonen, Nucl. Instr. Meth.

Phys. Res. B 142, 1 (1998).
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We determine the stopping powers for 5 – 100 keV helium in molybdenum,

chromium, copper and nickel by comparing experimental range profiles with

simulated ones. We obtain correction factors for the commonly used electron-

ic stopping powers calculated using the formulation of J.F. Ziegler, J. Biersack

and U. Littmark.

Paper II: Heat spike and ballistic contributions to mixing in Si, J. Tarus, K. Nordlund,

J. Sillanpää, and J. Keinonen, Nucl. Instr. Meth. Phys. Res. B 153, 378 (1999).

We study atomic mixing in silicon with the molecular dynamics (MD) method.

We present a method for calculating the mixing produced by high-energy beams

with MD simulations and compare the results with experiments. Good agreement

with experimental results is obtained. The ballistic collisions are shown to be

more important to mixing than the heat spike.

Paper III: Channeling in Manufacturing Sharp Junctions: a Molecular Dynamics

Study, J. Sillanpää, K. Nordlund, and J. Keinonen, Physica Scripta T79, 272 (1999).

The shape of range profiles of commonly used dopants implanted into silicon are

studied with MD simulations. We compare our simulations with experiments and

present results for the sharpness of the as-implanted range profiles.

Paper IV: Electronic stopping of Silicon from a 3D charge distribution, J. Sillanpää,

K. Nordlund, and J. Keinonen, accepted for publication in Phys. Rev. B .

We present and test a local electronic stopping model for low energy ions, based

on the Brand-Kitagawa theory and incorporating a version of the Firsov mod-

el. The model treats the charge density of the target accurately with a three-

dimensional electron distribution. We obtain good accuracy, except in the
�
110 �

direction. Preliminary results, obtained from an earlier version of the model,

were published by J. Sillanpää in Nucl. Instr. Meth. Phys. Res. B 164-165, 302

(2000).
The purpose of this study was to improve our knowledge of low energy stopping powers,
particularly to develop an electronic stopping parametrization for low-velocity ions that
can be used in all crystal directions.
In the first article the electronic stopping of helium ions in several metals relevant to fu-
sion research is determined. In paper II, we study ion-beam induced mixing in silicon. It
is found that most of the mixing is caused by the primary recoils and therefore the mix-
ing experiments studied do not yield much information on the quality of the equilibrium
interatomic potential used. However, they do provide a test of the repulsive part of the
potential and hence of the nuclear stopping.
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In papers III and IV we study and test electronic stopping models. A local electronic
stopping model for low energy ions is developed. The model can be used to predict
the electronic slowing down in crystal channels as well as in non-channeling directions.
Our model is based on the Brandt-Kitagawa (BK) theory, calculates the stopping from a
three-dimensional charge distribution and has no free parameters. Article IV deals with
the final version of the model and its capabilities. We find that, with the exception of the�
110 � channel, the accuracy is good and discuss ways to further improve it.

All the publications above are the result of group work. All the range calculations in
papers I, III and IV and most of those in paper II were performed by the author, who also
participated in the writing of papers I and II and wrote most of papers III and IV. The
stopping model presented in paper IV was fully developed by the author.
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3 EFFECTS OF ION BEAMS ON MATERIALS

When energetic ions enter a material, they start to lose their kinetic energy and eventually
stop. The particles experience a slowing force which is called the stopping power,

S � � dE
dx

� (1)

We can also define a quantity called the stopping cross section,

σS
� � dE

�
dx

N � (2)

where N is the atomic density of the material. The stopping cross section measures the
contribution of a single atom to the stopping power of the material.
The kinetic energy of the ions is mainly transferred to heat, while some of it goes to
creating damage in the material or detaching atoms from it (sputtering). At very high
energies nuclear reactions and bremsstrahlung are also important. In the context of this
thesis, however, they can be ignored [12].
Stopping is conventionally divided into two parts, namely the nuclear and electronic stop-
ping,

S � Sn � Se � (3)

Nuclear stopping means the transfer of energy to target atoms via interatomic collisions.
It is the dominant mode of energy transfer at low velocities (see Fig. 1). The ion can lose
most of its energy in a single collision and its direction can change considerably. On the
other hand, when the ion interacts with the electrons in the target material (electronic
stopping), the energy transferred in one collision is small and the change in direction is
negligible. Energetic ions incident on targets have four principal effects:

1. Damage creation
The ions destroy the lattice structure of the target material, mostly because of nuclear
stopping.

2. Mixing
The energy given by the ions to the target atoms results in strong atom relocation
modifying e.g. regular bi-layered structures, because of nuclear stopping.

3. Sputtering
The ions detach atoms from the target, usually because of nuclear stopping.

4. Doping
If the target is thick enough, the ions stop inside it and modify e.g. its electrical properties.
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Figure 1: Stopping of 11B in silicon calculated using the ZBL parametrization [13] (v0

signifies the Bohr velocity).

In order to describe these phenomena and take advantage of them we must have a good
understanding of stopping. Instead of stopping, the terms energy loss and slowing down
are also used. Sometimes the nuclear stopping is referred to as elastic energy loss and the
electronic stopping as inelastic energy loss. At the energies considered in this thesis, the
nuclear stopping accounts for almost all damage and sputtering [2].

In a crystalline material the atoms form a periodic lattice. Consequently stopping is not
constant because the structure has lattice directions, called channels, where atomic and
electron densities are considerably lower than elsewhere in the crystal, see Figs. 2 and
3. Channeling means that ions entering a channel have considerably longer ranges than
ions entering the crystal in non-channeling directions [14, 15]. Channeling is the result
of not only a lower stopping in the center of the channel but also a focusing effect by the
atoms at the edges of the channels. The effect was first seen in computer simulations [16]
before it was verified with experimental range measurements [17].

Channeling is a significant phenomenon for implant energies from a keV up to several
tens of MeV. High energy channeling is dominated by planar channeling (ions moving
between sheets of atoms) whereas low energy channeling, of which we are interested,
is dominated by axial channeling (ions moving between rows of atoms, see Fig. 3).
The critical angle of channeling θc is defined as the maximum angle of incidence of im-
planted ions to a channel between rows of atoms (axial channeling) or planes of atoms
(planar channeling) so that the ion remains in a channeled trajectory. Starting from a two-
dimensional analytical model [14, 21] it can be shown that the critical angle is inversely
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Figure 2: Diamond lattice of silicon seen from a non-channeling direction.

Figure 3:
�
110 � channels of the silicon lattice.
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Figure 4: Critical channeling angles of boron in silicon [18].

Figure 5: Channeling plot of the ranges of 100 keV boron in silicon [19]. The data
is from computer simulations. The planar channels have elongated shapes, the axial
channels appear as points. The contours are at 15, 30, 60, 120, 240 and 480 nm.
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Figure 6: Perspective plot of the path lengths of 100 keV boron in silicon [19, 20]. The
data is from computer simulations. The

�
100 � channel appears as a ridge on the left.

proportional to the square root of the implantation energy, see Fig. 4. This means that
the importance of channeling increases as the implantation energies used in the semi-
conductor industry get lower and lower [6, 10, 22]. Channeling can be illustrated by
backscattering or channeling maps obtained from experiments or computer simulations,
such as the one in Fig. 5. Perspective plots, such as the one in Fig. 6, are also used.
Channeling is reduced but does not disappear in polycrystalline materials [15]. The big-
ger the grain size, the more distinct the channeling effects are. Because of indirect or
”scatter-in” channeling, where an ion which is not channelled at the surface of the target
enters a channel as a result of random interatomic collisions, channeling is present in all
low energy implants in crystalline and polycrystalline materials [10].

4 EXPERIMENTAL TECHNIQUES FOR MEASURING
STOPPING AND RANGES

4.1 ELECTRONIC STOPPING

As experimental measurements of stopping powers are essential in determining the ac-
curacy of electronic stopping parametrizations, a short review of the measurement tech-
niques is in order. The methods currently in use for measuring electronic stopping can
be divided into three categories [23]. In transmission methods the ion beam is allowed
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to pass through a thin target and its energy is measured in front of and behind the target.
In methods based on scattering or nuclear reactions the stopping powers are determined
from the scattering or reaction yields. The third category consists of methods where the
stopping powers are determined by first measuring the range distribution of implanted
ions. The choice of method depends on the ion and the target material, the energy range
examined and the equipment at hand.

Transmission methods are conceptually very simple: the energy of a low-intensity beam
is measured before and after the target. One does not even need an accelerator, the
stopping of e.g. α-particles can be measured with a radioactive source. The target is
usually a thin self-supporting foil, but stopping in gases, liquids and vapors can also be
measured by placing the target between thin membranes (for gases, a differential pumped
target can also be used). We can thus measure the stopping of any ion in any target. The
energy resolution of the method is limited by the thickness of the target. This method
cannot be used to measure stopping at very low energies, because the ions would deposit
too much of their energy, or even stop, in the target. On the other hand, the properties of
very thin films can be different from the properties of bulk materials [24]. Other problems
with targets include pinholes and variations in thickness and composition. Furthermore,
one must measure either the thickness or the surface density of the film. One technique is
to weigh the film and measure its area by optical methods thus giving the surface density,
another one is to determine the thickness by the transmission of α-particles, profilometry
or ellipsometry. Transmission methods can be used to measure the stopping of channeled
ions [25].

Methods based on reactions or scattering determine the stopping from the yields of re-
actions or scatterings. An example of these methods is the inverted DSA (Doppler Shift
Attenuation) method, where the stopping of a γ active ion is deduced from the lineshape
of the γ-spectrum [26]. Obtaining accurate absolute stopping powers with these methods
can be difficult because it often requires detailed knowledge on cross sections, mea-
surement geometry, detector efficiency and ion current. This problem can be solved by
measuring the stoppings relative to some known stopping. Methods based on reactions
or scattering are usually not suitable for low velocities (v � v0).

In the third group of methods range distributions are measured by e.g. elastic recoil
detection and the stopping is deduced from them. The implantation energy is varied
and the changes in the range distribution are measured [29,I]. Except for secondary ion
mass spectrometry, all ion beam analysis methods use stopping to fix the depth scale and
therefore the stopping of the probing beam needs to be known. However, the energy
of the probing beam is usually so high that its stopping is relatively easy to determine.
These methods are useful in determining low velocity stopping powers which are difficult
to determine by transmission methods. Moreover, range data is often useful in its own
right. If the ion energies are very low, the surface roughness or surface impurities, e.g. an
oxide layer, can affect the results. At high energies, on the other hand, the ions can go so
deep into the target that the range profiles are difficult to measure. These methods can be
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used to measure the stopping of practically any ion in any target. They can also be used
to measure the stopping in channels.

4.2 RANGES

A short description of the methods utilized in measuring the range distributions used in
this thesis, namely ERDA (Elastic Recoil Detection Analysis), NRB (Nuclear Resonance
Broadening) and SIMS (Secondary Ion Mass Spectroscopy) is given below. In principle
all of these methods can distinguish between different isotopes, although in practice ER-
DA cannot always separate the signals from different isotopes. In ERDA the energy of
the detected particles tells us the depth and their number the concentration of the element
we are measuring. In NRB, the depth scale is calculated from the slowing down of the
probing ion beam. In both of these methods the depth resolution depends on the elec-
tronic stopping of the probing beam and we thus need to know it accurately. In SIMS,
the depth information is deduced from the sputtering yields and time of detection. The
depth resolution of all the aforementioned methods is better near the surface than deep
inside the target. ERDA and NRB are practically nondestructive while SIMS destroys the
part of the sample being measured. Typical uncertainties of depth scales are

�
5 % for

SIMS and
�

10% for NRB and ERDA, although the accuracy of the latter methods can
be improved considerably by measuring the stopping of the probing beam accurately.
In NRB, a resonant nuclear reaction is utilized - that is, a reaction that will only take place
if the energies of the nuclei are extremely close to a certain value (the resonance). An
example of such a reaction is 1H(15N,αγ)12C , which can be used to measure hydrogen
concentrations with a nitrogen beam or vice versa. An ion beam whose energy is above
the resonance energy is used; as the ions slow down in the target they reach the resonance
energy and we get the concentration at that depth by measuring the gamma ray yield. This
means that we have to perform one measurement for each point in the range distribution,
which makes NRB a relatively slow technique. We also need a narrow resonance with
a large cross section, which limits the range of isotopes that can be measured. On the
other hand, NRB can be a very sensitive method with a detection limit as low as 10 parts
per million (ppm) [27]. For a detailed discussion of the method, see e.g. Ref. [28]. The
method is sometimes also called RNRA (Resonant Nuclear Reaction Analysis).
Elastic recoil detection analysis (ERDA) means that target atoms scattered in forward
directions are detected. Signals from different elements have to be separated somehow,
commonly used methods are foils placed in front of the detector [29], time-of-flight tele-
scopes [30, 31] (TOF-ERDA), ∆E-E telescopes [32] and magnetic filters [33] (E � B
ERDA). We get the range profiles of all elements from a single measurement, but we
need to know the stopping powers of the probing beam and all the profiled elements. We
can measure the range profiles of any atoms in any target, but the signals from elements
with masses close to each other cannot always be separated. The mass resolution depends
on the measurement system and the probing beam. Because of the small incident angles
used, ERDA is sensitive to the surface roughness of the target [34].
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In SIMS atoms, ions and molecular fragments which are sputtered from the sample sur-
face by a low energy ion beam are mass analyzed to obtain chemical identification of
the atoms present in the surface layer. SIMS is an extremely sensitive method and has
a typical detection limit of less than a ppm. Additionally, one does not need to know
any stoppings to interpret the measurements. In SIMS, a beam consisting of e.g. low
energy oxygen ions is directed in to the sample. The beam sputters atoms from the sam-
ple and slowly erodes the sample. The depth scale can be fixed by measuring the depth
of the resulting crater with a profilometer and dividing the result by the measurement
time. Because of its sensitivity, SIMS is widely used in analyzing semiconductor sam-
ples. However, the technique has its problems. During sputtering both positively and
negatively charged ions are detached from the sample along with clusters and neutral
atoms. Two elements may have the same total sputtering yields, but the yields of sput-
tered ions can differ by a factor of 1000 [35]. Uncertainties in ionization probabilities
are the biggest source of error in SIMS, especially absolute concentrations are difficult
to determine without a standard. Another problem is interface roughening: although the
sputtered atoms come mainly from the two topmost atomic layers of the target [36], the
ions of the sputtering beam enter much deeper into the target and cause mixing thus de-
grading the depth resolution [37]. A recent alternative to SIMS is SNMS (Secondary
Neutral Mass Spectrometry) [38], where the neutral atoms sputtered from the sample are
extracted, ionized by laser and then analyzed. The use of SNMS circumvents the un-
certainties in ionization probabilities and the method will therefore probably gain users
during the next few years.

Before SIMS measurements became popular in the early eighties, differential
capacitance-voltage profiling (C-V profiling) was used extensively. C-V profiling is a
technique for obtaining depth distributions of electrically active dopants [39]. When a
metal probe is brought in contact with a semiconductor surface, a space-charged deple-
tion region and therefore a capacitor is formed at the junction. By applying a small
alternating current (ac) voltage, the voltage derivative of the contact capacitance can be
measured with a lock-in amplifier. The amplitude of the derivative signal is a function
of the carrier concentration, and the sign gives the type of carrier. The local contact C-V
measurements on standard doping samples show a monotonic behaviour of capacitance
derivative (dC/dV) versus doping concentration in the range of 1014 to 1018 cm

� 3. The
differential capacitance method can be used to measure 2D distributions of electrically
active dopants by repeating the measurement in different places on the sample surface.
C-V profiling is widely used but profiles obtained from these measurements cannot be
compared directly with distributions from range calculations.

Computer simulations yield not only one-dimensional depth profiles but also the three-
dimensional distribution of dopants in the target. There have also been some attempts to
measure three-dimensional range distributions. Two noteworthy approaches are the 3D
atom probe and the modified tomographic reconstruction (MOTOR) technique of Mueller
et al. [40].
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Figure 7: Three-dimensional element distributions from the analysis of Sandvik 1RK91
steel [41]. On the left, the blue dots represent Cu atoms and the green ones Ti atoms. On
the right, the dots represent Mo atoms. The analysis volume is 6 nm � 6 nm � 14 nm.

A 3D atom probe is a combination of a field ion microscope (FIM) and a time-of-flight
telescope [41]. The sample is sharpened to a tip with a very small radius. An electric
field is applied between the sample and a position-sensitive target detector. A sufficiently
high electric field detaches ions from the sample. These ions are attracted by the position-
sensitive detector, their time of flight and point of impact are recorded [42, 43]. A spatial
resolution of 0.3 nm can be achieved. The sensitivity of this technique is very good,
comparable to SIMS. It has been used e.g. to study the three-dimensional structure of
magnetic multilayer systems under consideration for memory applications [44]. If the
mass resolution is maximized we can distinguish between different isotopes but experi-
ence a drop in the spatial resolution [41]. An example of a three-dimensional distribution
measured by a 3D atom probe is shown in Fig. 7.
In the MOTOR technique developed by Mueller et al., the three-dimensional distribution
is reconstructed by performing several implants with different tilt angles and measuring
a one-dimensional range profile from each. This technique works for samples that are
amorphous or polycrystalline with a small grain size but can also be used for crystalline
samples with relatively complicated target preparation [40]. The MOTOR technique is
seldom used but is included here for completeness.

5 PRINCIPLES OF RANGE CALCULATIONS

The objective of range calculations is to calculate the distribution of dopants in the target
materials. The results are presented as a one-dimensional or multidimensional distribu-
tion.
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The computationally least demanding way of doing range calculations is to use analytical
methods based on the Boltzmann transport equation [2, 13, 45–47]. They are not atom-
istic but rather treat the target as a continuous medium. Programs based on analytical
models can calculate the moments of a range distribution in a matter of minutes, but the
physics in these models is not very advanced and the accuracy of the results is not very
good unless the model parameters can be adjusted on the basis of data from experiments
or more detailed computer simulations. They can cope with multilayered structures [48]
but cannot handle phenomena caused by the crystal structure, such as channeling. 2D
profiles can be calculated but in this case the method slows down [49] (it is still faster
than performing atomistic simulations). Analytical methods have been losing ground
steadily as simulation models incorporating more physics have become computationally
feasible, but they are still used in some cases [6], mainly because of their speed and ease-
of-use. Computer programs which calculate ranges by solving the Boltzmann equation
include PRAL [13] and the SUPREM [10] package.

Atomistic simulation programs can be divided into Molecular Dynamics (MD) and Bi-
nary Collision Approximation / Monte Carlo (BCA/MC) programs. They both calculate
the time evolution of a system of atoms by solving its equations of motion numerically
[46]. A range profile is constructed from many, usually 5000 - 50000, ion trajectories.
Both atomistic methods yield the whole three-dimensional range distribution.

MD and BCA differ in the way they treat the nuclear stopping. BCA programs, such as
TRIM [13], COSIPO [50] and MARLOWE [51], treat all interactions between atoms as
binary collisions and calculate the trajectory one collision at a time, whereas in the MD
method the atoms interact simultaneously with all their neighbours. The BCA programs
either assume the target to be amorphous (TRIM) or take the crystal structure into account
(COSIPO, MARLOWE, CTRIM). The latter type of programs are sometimes referred to
as lattice-BCA programs. The binary collision approximation works well at high ener-
gies, but breaks down at low energies. As all ions eventually slow down and stop, they
always leave the BCA realm of validity. If one wants to calculate accurate range profiles
and the energy of the ions is less than about 1 keV/amu, MD methods should be used.
Lattice-BCA programs can be used to calculate ranges under channeling conditions [52],
but they contain parameters, such as the multiple collision parameter [51], that can have
a considerable effect on the simulation results but have no clear physical meaning and
whose values cannot be deduced from experiments [4]. In BCA simulations the effects
of nuclear and electronic stopping can be difficult to separate, that is, an inaccurate elec-
tronic stopping model can be compensated by an inaccurate interatomic potential or a
choice of parameters to give a range distribution in a reasonable agreement with experi-
ment [53].

Molecular dynamics simulations are the most accurate but also the most time-consuming
type of range calculations. In MD, atomic collisions are treated realistically and the
results are accurate also at low velocities. The effects of electronic and nuclear stopping
are thus easy to separate, which makes MD the method of choice in e.g. determining the
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electronic stopping by comparing experimental and simulated range profiles [29]. We
also get realistic damage distributions. As computers have become more powerful, the
popularity of MD methods over BCA has increased [13, 54]. There have also been some
attempts to to combine the speed of BCA with the accuracy of MD by using BCA at high
energies and switching over to MD as the ions slow down [55].
The change in the positions of particles is calculated from the interaction forces between
them. We calculate these forces by differentiating the interatomic potential. Unlike in
BCA, not only pair potentials but also many-body potentials can be used. In practice pair
potentials can be used in range calculations, because the shape of the potential well is
not very important in high-energy interactions [56]. The equations of motion, the form
of which depends on the ensemble being simulated [5, 57], are solved numerically. Then
the positions and velocities of the atoms are updated and we have completed one time
step.
The accuracy of the simulation results depends on the quality of the interatomic potential.
The potential is conventionally divided into repulsive and attractive parts, of which the
repulsive part is the important one for range calculations. The repulsive part can be
described as a screened Coulomb interaction,

V
�
r � � Z1Z2e2

r
φ

�
r � � (4)

where the screening function φ goes from one to zero as the distance between the nucle-
i increases. A large number of potentials, some semi-empirical, some theoretical, have
been proposed over the years. A popular repulsive potential is the ZBL potential given by
Ziegler, Biersack and Littmark [13]. The universal ZBL potential has been constructed
by fitting a universal screening function to a large set of theoretically obtained pair po-
tentials and can be off by ten percent [13]. To guarantee reliable results a more accurate
potential has to be used. One way to obtain such potentials is to use self-consistent total
energy calculations and the local density approximation (LDA) for electronic exchange
and correlation energies [58]. In this approach the total energy is obtained as a function
of the distance between the atoms in a dimer. The potentials used in the simulations for
this thesis were calculated with this approach using the DMol density-functional pack-
age [59–61]. They are very accurate; in the study by Nordlund et al. [62] it was found
that the difference between potentials calculated with DMol and those obtained by highly
accurate [63] fully numerical Hartree-Fock-Slater calculations was at most 1%.
The simulations for this thesis were performed using programs based on MDRANGE
[56, 64, 65]. It uses a version of the Smith-Harrison algorithm [66], which is a predictor-
collector algorithm [67] allowing a variable time step, to solve the equations of motion.
MDRANGE is an efficient MD program which uses several approximations to speed up
the simulation and reduce the amount of memory needed. The five most important ones
are listed below.
1. Only a small part of the target lattice is simulated at a time.
15 Å is a typical length of the simulation cell (the cell length should be a multiple of the
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side of the crystal unit cell). When the ion approaches the edge of the cell, a new slice of
the lattice is created in front of it.
2. Only the interactions relevant to the ion are solved (RIA, Recoil Interaction Ap-
proximation).
The target atoms do not experience any interactions they are not near the ion. RIA allows
us to use repulsive potentials and forget about the attractive part of the potential.
3. Wu use a special system of units to minimize the number of multiplications
in which e.g. all the masses � 1.
4. Atoms only interact with atoms that are close to them.
3 Å is a typical cut-off radius, the neighbours are listed in a table which is updated when
necessary.
5. An algorithm that allows the use of a variable timestep is used
so that we can use a short time step for fast ions and a longer one for slower ions.
These features make simulations in the keV-regime feasible.
When a crystal lattice is subjected to ion bombardment, crystal damage begins to ac-
cumulate. The growth of damaged regions inhibits channeling and therefore the range
profiles of high dose and low dose implants will have different shapes [10]. There have
been some attempts to model damage accumulation in range calculations, some of which
are outlined below. Almost all damage models can be used in both MD and BCA simu-
lations.
The model of Kang et al. [68] simulates the ion-induced amorphization of the target by
rotating the crystal structure by a random angle. This model accounts for the general on-
set of amorphization but relies on an empirical relation and does not provide information
of point defects. Crandle and Mulvaney [69] have proposed a model which simulates
the accumulation of damage by switching between crystalline and amorphous slices of
target material. This model keeps track of point defects as they are formed, but relies
on an empirical determination of the displacement energy and the critical energy density
for amorphization. There are also models that simulate the formation of point defects
explicitly. One such model has been developed by Klein et al. [70], which simulates the
formation of point defects, their recombination and the effects these defects have on the
ranges of subsequently implanted ions. The final location of all interstitials and vacan-
cies is recorded for each collision cascade and if the distance between a vacancy and an
interstitial at the end of the cascade is less than the capture radius (about 2.33 Å for Si
[70]) they are considered to be annihilated. Recombination with damage from previous
cascades is accounted for by a statistical algorithm. Surviving defects are weighted and
summed to obtain a point defect distribution as a function of depth, which is then used to
modify the structure of the crystal that subsequent ions travel through.
A typical depth profile in a crystalline material has a shape consisting of a near-surface
peak followed by a tail where the concentration is several magnitudes below the peak
concentration. Hence, if we wish to have good statistics at all depths we will have to
simulate hundreds of atoms that stop near the peak for every one that stops in the tail.
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This problem can be solved by employing a rare event algorithm [8,III]. In this technique,
we define several splitting depths. Ion that passes a splitting depth is replaced by N vir-
tual ions, the statistical weight of each being divided by N (each real ion has a statistical
weight of 1) [7, 8]. A virtual ion that passes a splitting depth is divided into new virtual
ions in a similar way. As a new slice of the crystal lattice with random thermal displace-
ments is built in front of the ions, the trajectories of the virtual ions quickly diverge. N
is a small integer, usually 2 or 3 [7, 8] - a large N means that many virtual ions stop in
the tail but because many virtual ions share the beginning of their trajectories, there are
strong correlations in the data. Several algorithms have been proposed for the selection
of the splitting depths. Beardmore and Grønbech-Jensen [8] split ions at depths where
the total number of ions (ignoring weighting) becomes half of the number of real ions
implanted. Rare event algorithms can be used in both MD and BCA programs.

6 GENERALLY USED ELECTRONIC STOPPING
PARAMETRIZATIONS

Thanks to the advance in computer performance and developments in simulation pro-
grams that have taken place during the last 25 years, nuclear stopping can now be handled
accurately in computer simulations. For example, the range calculation methods used in
our laboratory in the seventies consisted of Monte Carlo programs that did not take the
crystal structure into account [71–73]. Lattice-BCA methods [50] were taken into use in
the mid eighties and MD methods [74] in the early nineties. Unfortunately, quantum me-
chanics tells us that electrons have strong wave characteristics and cannot be localized.
Therefore electrons, unlike nuclei, cannot be treated as point masses and an accurate
description of electronic stopping is a much harder problem. Attempts to predict the
electronic slowing down accurately in channels have achieved success only during the
last couple of years.
As can be seen in Fig. 1, the electronic stopping has a maximum, which is usually lo-
cated at approximately 2 - 5 v0. The velocity dependence is the result of two competing
phenomena: on one hand, the charge state of an ion increases as its velocity increases,
on the other hand, the larger the velocity, the shorter the interaction time [13]. At veloc-
ities beyond the maximum the electronic stopping can be predicted relatively accurately
within the framework of the Bethe-Bloch model [75, 76]. Below and particularly near the
maximum the predicting is much more difficult.
Electronic stopping parametrizations are either local (the stopping depends on the po-
sition in the crystal) or non-local (the stopping is the same everywhere in the crystal).
Non-local parametrizations are calibrated to work in an ideal ”random direction” and
cannot be used if channeling is significant.
Brandt-Kitagawa (BK) theory [77, 78] forms the basis of many modern electronic stop-
ping theories including the one developed in this thesis. The BK theory makes simplify-
ing assumptions about e.g. the shape of the ions’ electron clouds and does not directly
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take into account the quantum mechanical stopping cross section between an ion and the
target atom electrons. Therefore all stopping models based on the theory are more or less
phenomenological in nature. In the BK theory the electronic stopping of a heavy ion is
factorized into two components, the effective charge Zeff and the electronic stopping of a
proton Sp,

Se
� Z2

effSp
�
ρ � v � � (5)

where ρ is the local electron density and v the velocity of the ion. Atomic units (e = h /(2
π) = ab =me = v0 = 1) will be used throughout the chapter unless indicated otherwise.
If we examine the stopping of an ion in different materials, we find that the stopping
is not a monotonous function of the atomic number of the target but shows oscillations
(Z2 oscillations). Similarly, the oscillations observed for the stopping powers of different
ions in the same material are called Z1 oscillations. The amplitudes of the Z1 oscillations
are increased if the ions are channeled [3]. The Z1 oscillations are understood to be an ion
size effect, diminishing in amplitude as the velocity of the ion increases. If we calculate
the stopping of protons using the local charge density, Z2 oscillations should not be a
problem. On the other hand, the BK theory does not take the shell structure of the ions’
electron cloud into account and thus cannot describe Z1 oscillations.
According to the BK theory, the Fermi velocity of the target electrons is determined as

vF
� 1

αrs � (6)

where the one-electron radius rs = (3 / (4 π ρ))1
�
3 and α = (4/(9 π))1

�
3. We can now

calculate vr, the velocity of the ion relative to the electrons [13, 79],

vr
� v

�
1 �

v2
F

5v2 � , if v � vF (7)

vr
� 3vF

4

�
1 �

2v2

3v2
F

� v4

15v4
F

� , if v � vF � (8)

The BK theory assumes that electrons with orbital velocities less than vr are stripped
[13, 78]. The reduced relative velocity yr is defined as

yr
� vr

Z2
�
3

1

� (9)

In the BK theory, the shell structure of the ion is neglected and a centrosymmetric charge
density

ρ
�
r � � N

4πΛ2r
e

� r
�
Λ

� (10)

where Λ is the screening length (describes how the electrons screen the nucleus) and N
the number of electrons bound to the ion, is used instead. Now we can write down the
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formula for the internal energy of the ion and solve it [13, 77] to obtain an expression for
the screening length,

Λ � 2
�
1 � q � 2

�
3a

Z2
�
3

1

�
1 � �

1 � q � �
7 � � (11)

where the constant a = 0.24005 and the charge fraction q is defined as

q � Z1
� N

Z1
� (12)

Now we need to express the charge fraction q as a function of the reduced relative velocity
yr. Ziegler et al. [13] give an expression,

q � 1 � e
� 0 � 95

�
yr

� 0 � 07 �
� (13)

which is a fit to experimental data. They note, however, that it should only be used if yr �
0.1 as there is very little experimental data below this velocity [13]. The use of equation
(13) is problematic. If yr

� 0.07, it will give negative q values, meaning that the ion
will gain, not lose, electrons which is clearly nonphysical. Of the ions simulated in this
thesis, this situation can arise with arsenic and indium at low charge densities and with
phosphorus at extremely low charge densities, but not with boron. The value of charge
density, where the ionization fraction goes negative decreases slightly with increasing
velocity (for example, for 2 keV As this occurs at rs � 1.06 Å and for 100 keV As at rs �
1.125 Å). The stopping power will still be positive because it is proportional to the square
of the effective charge. We made some simulations using the expression for ionization
fraction given by Azziz et al. [80],

q � 0 � 89yr
� 0 � 30y2

r (14)

which is always positive in the velocity range of this thesis, but the difference in the
results was negligible. An expression valid also for low velocities is still desirable, but
all we have at the moment is equation (13).
The effective charge can now be expressed as

Zeff
� γZ1 � (15)

where

γ � q � C
�
1 � q � ln

�
1 �

�
4Λ
rs

� 2 �
� (16)

The first term in the fractional effective charge γ describes distant collisions, where the
electrons see only the charge q, and the second part close collisions, where the electrons
have penetrated the electron cloud of the ion. The constant C is about 0.5 and is weakly
dependent on rs. It has a larger value when rs is large (when the electron density is small)
[77, 81]. We did some test simulations with the exact expression for C and came to the
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conclusion that this dependence is not significant in this context. We use the value C =
0.5 for all cases, as is done in other stopping parameterizations based on the BK theory
[4, 8, 11, 13, 70, 82].
Now we are capable of calculating the effective charge; we still need an equation for the
stopping of protons. For velocities below vF , nonlinear density-functional calculations
by Puska et al. [83–86] give the stopping of a proton as

SEch
� 3v

kF r3
s

∞

∑
l � 0

�
l � 1 � sin2 �

δl
�
EF � � δl

�
1

�
EF � � � (17)

where δl(EF ) is the phase shift for the scattering of an electron at the Fermi energy and
k f the Fermi momentum. A computationally less demanding way is to calculate the
stopping of protons with linear response theory [87],

Slin
� 2v

3π

�
ln

�
1 �

π
αrs

� � 1
1 � αrs

�
π � � (18)

where the constant α = (4 / (9 π))1
�
3, and multiply it by a correction factor [4] to obtain

the result of Puska et al.,
Sp

� SlinG
�
rs � � SEch � (19)

For the correction factor G we use the equation

G
�
rs � � 1 � 00 � 0 � 717rs

� 0 � 125r2
s

� 0 � 0124r3
s � 0 � 00212r4

s � (20)

When rs
� � 1, the correction factor approaches 1 as the results obtained from the linear

response theory and the nonlinear formalism converge [86]. The correction factor should
be used only when rs

� 6 . Equations (17) and (18) are valid when v
�

vF . If one wants
to simulate high-energy implantation, another expression for the stopping of a proton can
be inserted in the model.
A brief review of the most important stopping models based on the BK theory is given
below.
Ziegler, Biersack and Littmark [13] developed a nonlocal stopping model, the so-called
ZBL stopping. The value of the Fermi velocity is a constant depending on the target
material and can have an empirical correction factor. The ion screening lengths also have
correction factors [53]. The stopping of protons is obtained from a fit of eight parameters
that have different values each elemental target material. The ZBL stopping is still widely
used, mainly because it is easy to calculate for any material and is included in the popular
simulation program TRIM [13]. Because of the numerous free parameters it is reasonably
accurate but because it is a nonlocal parametrization it cannot be used if channeling is
significant. The accuracy of the ZBL stopping powers can be improved by using range
measurements to determine a correction factor [I].
Azziz, Brannon and Srinivasan developed the ABS stopping. The ABS model uses e-
quation (16) for the stopping of proton. The original ABS [80] model was a nonlocal
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model and treated the Fermi velocity of the target as a free parameter. It was not a very
successful nor a physically well-motivated theory and is mentioned here mainly because
it inspired other, more successful models. Azziz et al. later developed a local electronic
stopping model [88], which was not based on the BK theory and did not achieve popu-
larity.
Klein, Park and Tasch [11, 70] authored a local stopping model. This model used the
same expressions for the charge fraction and stopping of proton as the ABS model, but
calculates the stopping from a spherically symmetric charge distribution [13]. The model
was implemented into the MARLOWE [51] simulation program and achieved success in
the simulation of boron implants but could not give accurate results for arsenic [7].
Finally, Beardmore, Grønbech-Jensen and coworkers developed in several stages [4, 8,
82] a local stopping model. The BGJ model uses equations (13) and (19) for the charge
fraction and the stopping of protons, respectively. The stopping of protons is calculat-
ed from a spherically symmetric charge distribution [13] but the Fermi velocity of the
target is treated as a free parameter, just like in the ABS model. This parameter has a
different value for each ion-target combination [89] and is meant to take into account the
Z1 dependence of the electronic stopping cross section. The BGJ model therefore com-
bines features from the models of Azziz and Klein. The original model [4] was found
wanting and a new version was developed. This model includes a version of the Firsov
model [90, 91] to describe the loss of kinetic energy due to momentum transfer between
the electrons of the ion and those of the target atoms. The BGJ model has achieved re-
markable accuracy but contains a free parameter and is therefore unsatisfactory from the
physical point of view.
Not all electronic stopping models are based on the BK theory. Other electronic stopping
models in use include the LSS [47] (nonlocal), Robinson [46] (local) and the aforemen-
tioned Firsov [90] (local) models.

7 RANGE CALCULATIONS AND STUDIES OF STOP-
PING POWERS

7.1 CORRECTION FACTORS FOR THE ZBL STOPPING POWERS

As outlined in chapter 5, the comparison of simulated and measured range distributions
yields information on the electronic stopping. Because the interatomic potentials used in
our MD simulations are very accurate [62], it is justified to assume that any differences
between the simulated and experimental profiles are due to inaccuracies of the electronic
stopping. In paper I, we used this method to determine experimental correction factors
to the ZBL stopping. The range profiles of alpha particles in copper, chromium, molyb-
denum and nickel were simulated with our MD program and measured with ERDA. The
targets had polycrystalline structures, so channeling was relatively unimportant and ZBL
stopping could be used. By comparing the simulated and experimental profiles, we found
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that in chromium and molybdenum the ZBL stopping had to be multiplied by a factor of
1.2 in order to reproduce the experimental results.

7.2 ION BEAM MIXING AND INTERATOMIC POTENTIALS

Ion beam mixing is one of the few experimentally measurable quantities that depend
directly on the outcome of collision cascades. Mixing has been measured in a wide range
of materials [92], but a direct comparison of simulations and experiments has not been
achieved before because of the high beam energies used in most experiments. In paper II,
we calculate ion beam mixing in silicon and compare the results with experiments done
using metallic marker layers [92, 93] .
The mixing is calculated using a scheme developed by Nordlund et al. [94], in which
the primary recoil spectrum is calculated with an MD range program using repulsive
pair potentials and the mixing caused by the primary recoils is calculated with full MD
simulations employing many-body potentials. At primary recoil energies higher than 5
keV a cumulative method is used: we treat the primary as an incident ion and simulate
its slowing down and the number of recoils created by it in the MD range program.
The mixing parameter Q is defined as

Qexp
� Dt

φFDn � (21)

where D is an effective diffusion coefficient for mixing, t the implantation time, φ the ion
fluence and FDn the deposited nuclear energy per ion per unit depth. Q was calculated by
using the equation

Qsim
�

� E0
0 R2 �

E � n
�
e � dE

6n0EDn � (22)

where E0 is the initial ion energy, EDn the nuclear energy deposited in the marker layer
region, n0 the atomic density, R

�
E � the atomic relocation and n

�
E � dE the primary recoil

spectrum. R2 �
E � was fitted to all the

�
R2 � values obtained in Si by full MD and the

cumulative method.
As can be seen from Table 1, the experimental and simulated results are in good agree-
ment considering the large experimental uncertainties. Because most of the mixing is
caused by the primary recoils we cannot say much about the properties of the Tersoff
many-body potential. The measurements give, however, an experimental confirmation of
the accuracy of the repulsive potentials used.

7.3 A LOCAL ELECTRONIC STOPPING MODEL BASED ON THE BK
THEORY

We studied several stopping models including the BGJ model [4, 8, 82] and developed a
local electronic stopping model based on the BK theory (papers III and IV). Our model
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Table 1: Simulated (Qsim) and experimental (Qexp) mixing parameter values. The errors
for the simulated values were obtained as follows. The fit for R2 �

E � has an error of about
10%. The contribution of the recoil spectrum to the total error was estimated by using
different spectra. These together lead to error of about 16%.

Ion (energy) Qsim Qexp

(Å5/eV) (Å5/eV)
Ar (110 keV) 33

�
5 25

�
9 a

Ar (110 keV) 36
�

5 58
�

32 b

Kr (220 keV) 45
�

7 34
�

6 a

Ne (50 keV) 22
�

3 40
�

13 a

Xe (300 keV) 52
�

8 44
�

7 a

a Ref. [93]
b Ref. [95]

uses equations (13) and (19) for the charge fraction and the stopping of protons, respec-
tively. We calculate both the effective charge and the stopping of proton from a three-
dimensional charge distribution. The model has no free parameters and can be used to
calculate the stopping of any ion in any target whose electron distribution can be acquired.
We started by testing existing electronic stopping models. The model of Klein et al. was
originally implemented into MARLOWE, a BCA program. It was reported to work well
for boron implants but not for arsenic. Yang et al. [7] suggested that the reason for this
might be that the electron cloud of boron is fairly centrosymmetric while that of arsenic is
not. We implemented Klein’s stopping model into an MD program. The simulated range
profiles were too deep for both boron and arsenic. The simulated range profiles were too
deep in the

�
100 � direction and much too deep in the

�
110 � direction. The agreement

was no better for boron than for arsenic, suggesting that the explanation of Yang et al. is
incorrect. The initial good agreement for boron in the

�
100 � direction is probably due to

the limitations of MARLOWE. Beardmore et al. drew a similar conclusion in the case of
the original BGJ model [4, 8].
The BGJ model was also tested and the accuracy of the new version incorporating a
version of the Firsov model was found to be good. However, the BGJ model treats the
Fermi velocity of the target material as a free parameter, which is adjusted for every
ion-target combination. We decided to try to reach similar agreement without any free
parameters.
The three-dimensional charge distribution of silicon was calculated using the Dawson-
Stewart-Coppens formalism [96–99] and the Hartree-Fock wave functions calculated by
Clementi and Roetti [100]. In this formalism, the charge density is given by

ρc
�
r � � ∑

nl

κ3
nlρnl

�
κnlr � � Oρ3

�
r � � Hρ4

�
r � � (23)
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Figure 8: Calculated electron distribution of silicon in a (110) plane. The silicon atoms
are clearly visible, as is the bond between the nearest neighbours. The contour interval
is 0.05 e / Å3 with contours going from 0.05 to 1.5 . The electron density is, of course,
extremely high near the nuclei.

where n and l are quantum numbers defining the atomic orbital, ρnl the orbital charge
densities, κnl the orbital expansion/contraction coefficients, ρ3 and ρ4 octopol and hex-
adecapol charge densities and O and H the octopol and hexadecapol electron populations
[96, 101]. A cross section of the charge distribution can be seen in Fig. 8.
When the stopping of heavy ions is calculated, a version of the Firsov model is included
to describe the energy loss due to electron transfer between the ion and target atoms. We
use the approach derived by Elteckov et al. [102], where the slowing force (in Newtons)
is given by

F
�
R � v � � � 0 � 7h�

πab � 2

� Z2
A�

1 � 0 � 8αZ1
�
3

A R
�
ab � 4

�
Z2

B�
1 � 0 � 8

�
1 � α � Z1

�
3

B R
�
ab � 4

� v N � (24)

where R is the interatomic distance, ab the Bohr radius ( � 0.529 Å), ZA and ZB (ZA
�

ZB) the atomic numbers and α = 1 / (1 + (ZB
�
ZA � 1

�
6). The validity of Firsov’s original

formulation [90, 103] is limited to cases where 0.25
�

Z1/Z2
�

4 and although later
formulations [91, 102] have tried to overcome this limitation, they still work best when
Z1 � Z2. Therefore, the Firsov model is not used if the projectiles are protons. Some
test simulations were performed, which confirmed that including the Firsov model would
lead to a much too strong stopping.
The thermal displacements of lattice atoms have a strong effect on channeling [8]. The
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Figure 9: Simulated and measured ranges of 40 keV protons in silicon (Θ = 8
�

, φ = 0).
The reader should note that at these energies the velocity dependence of the stopping is
not necessarily linear. The experimental profile was measured with NRB [27]. The elec-
tronic stopping accounts for approx. 99 % of the energy loss. The simulated profiles have
been convoluted with the experimental resolution. A nonconvoluted simulated profile is
shown as well to help the reader assess the importance of the convolution.

displacements are calculated from the Debye model and the Debye temperature is set
such that the thermal displacements measured by Buschorn et al. [104] are reproduced.

Papers III and IV deal with different versions of our model. In paper IV, we test our
electronic stopping model and compare it with other models. We first check the accuracy
of the electronic stopping of protons and conclude that our model is a clear improvement
over the ZBL also in non-channeling directions, see Fig. 8.

We then calculate range profiles of boron, arsenic, phosphorus and indium in silicon and
compare the results with experimental profiles. All of the aforementioned are important
dopants and are used extensively in the semiconductor industry [6, 105]. The results in
non-channeling and

�
100 � directions are good, Figs. 10 and 11, those in

�
110 � are not

very good. The agreement between the simulated and experimental profiles is generally
slightly better at lower energies, which are also more interesting from the technological
point of view. This is mostly due to the fact that the nuclear stopping, which the MD
method takes into account very accurately, is more important there. Even at higher ener-
gies, where the electronic energy loss dominates, the agreement does not get significantly
worse. Our equation for the stopping of protons assumes that the velocity of the ion is
small compared to the Fermi velocity of the target electrons. This assumption, which
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Figure 10: Simulated and measured ranges of 50 keV arsenic ions in the
�
100 � channel

of silicon. The experimental range profiles were measured with SIMS [4]. The nuclear
stopping accounts for approx. 68 % of the energy loss and the electronic stopping for 32
% (of which the Firsov model for 12 percentage points).

is inherent in all models using the model of Echenique and Puska for the stopping of
protons [4, 8, 70, 82, 85], and the resulting velocity-proportional stopping both begin to
break down at high energies (for example, the velocity of an 80 keV 11B is over 0.5 v0).

As can be seen in Fig. 12, using a three-dimensional charge distribution instead of a
spherically symmetric one does improve the accuracy of the simulations.

In the
�
110 � direction we predict much longer tails than in the experimental profiles.

We considered two possible reasons for this and concluded that the absence of thermal
displacements in the electron distribution is not important at the simulation temperatures
used. On the other hand, the use of the charge density at the center of the ion, instead of
taking an average of the charge density experienced by the ion, does affect the results.

An averaging scheme was tested and it was found that as the averaging radius is increased,�
100 � channels close first, followed by the

�
110 � channels. There is only a very small

effect in non-channeling directions. This shows that much, if not most, of the remaining
problems in the channels can be solved with an averaging scheme. However, to take Z1

oscillation properly into account a more realistic treatment of the electron cloud of the
ion, instead of the exponential decay used in the BK theory and all stopping parametriza-
tions based on it, is needed. This needs to be done because a satisfactory agreement
for aluminum could not be achieved in any direction (this ion-target pair is known to
present problems for other stopping models as well [89]). We hope that this matter can
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Figure 11: Simulated and measured ranges of 15 keV B ions in silicon (Θ = 7
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, φ =
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). The experimental range profile was measured with SIMS [8]. The nuclear stopping
accounts for approx. 50 % of the energy loss and the electronic stopping for 50 % (of
which the Firsov model for 22 percentage points).
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Figure 12: Effect of the charge distribution on the range profiles. The spherically sym-
metric distribution is from Ref. [13] and has been used in several electronic stopping
models.
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Figure 13: Effect of taking an average of the charge distribution when calculating heavy
ion stopping. We took an average of the charge density inside a sphere of radius r = 1.2
Å and used it in the calculation of the effective charge. The results are not very sensitive
to the value of the averaging radius.

be addressed in the near future.

8 CONCLUSIONS

We have studied the stopping of low-energy ions, electronic stopping in particular. We
have, by using a method based on range measurements, determined the stopping of he-
lium ions in several metals relevant to fusion research. We have also performed MD
studies of ion-beam mixing and studied the possibility of using mixing experiments to
develop better interatomic potentials.
The main body of this thesis deals with the problem of how to predict the electronic stop-
ping of low-energy ions accurately in crystalline materials, a problem especially relevant
to the semiconductor industry. We have tested several electronic stopping parametriza-
tions and developed a model of our own. This model does not contain any free pa-
rameters, uses a three-dimensional electron distribution to describe the charge density
of the target and thus represents a physically well-motivated approach. We have tested
our model by calculating the ranges of several ions in silicon and comparing the results
with experiments and simulations performed using other stopping models. The results
obtained show that a three-dimensional electron distribution is a good basis for accurate,
transferable stopping models.
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