
Computational Complexity Problemsin Neural Assoiative MemoriesPatrik Flor�eenPh.D. dissertationDepartment of Computer Siene, University of HelsinkiReport A-1992-5, Helsinki 1992, 128 + 8 pagesISSN 0781-6855 ISBN 951-45-6296-8AbstratNeural assoiative memories are memory onstruts onsisting of a weighted network witha large number of simple nodes, whose omputations olletively result in retrieving storedinformation when partial or distorted information is given as input. We study two typesof neural assoiative memories: the Hop�eld and the Hamming memories.For the Hop�eld memory, we �rst study worst-ase bounds on the onvergene timesin both asynhronous and synhronous updating. However, the main theme in our studyof Hop�eld networks is the omputational omplexity of assessing the memory quality ofa given network. We show that (assuming P 6= NP) it is hard to ount the number ofstable vetors, to ompute the size of attration domains (in synhronous updating), andto ompute the attration radii (in synhronous updating). It is hard even to approximatethe attration radii, unless P = NP.For the Hamming memory, we study whih onditions the parameters of the networkmust satisfy in order to ensure onvergene and we obtain a tight bound on the onvergenetime. With an optimal hoie of parameter values, the worst-ase onvergene time is�(p log(pn)), where p is the memory apaity and n is the vetor length. Restriting theinstanes to those with a unique nearest stored vetor to the input vetor, the worst-aseonvergene time is �(p log n). For random vetors, the probability for suh instanes to
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our approahes 1 as n grows, if the number of stored vetors grows subexponentially inn. By dynamially hanging the onnetion weights and by taking powers of the ativitylevels, the onvergene is speeded up onsiderably. Finally, we present a new memorymodel based on the Hamming memory, but with a feed-forward network struture madepossible by the use of more ompliated node funtions. In simulations, we show that thenew memory model behaves as expeted.Throughout the study, we also explore the onsequenes of allowing \don't know"elements in both the input and the output. Experiments show that \don't know" elementsare e�etive espeially in the input.Computing Reviews (1991) Categories and Subjet Desriptors:B.3.2 [Memory Strutures℄:Design Styles | Assoiative MemoriesC.1.3 [Proessor Arhitetures℄:Other Arhiteture Styles | Neural NetsF.1.1 [Computation by Abstrat Devies℄:Models of Computation | Self-modifying mahines (e.g., neural networks)F.1.3 [Computation by Abstrat Devies℄:Complexity Classes | Reduibility and CompletenessGeneral Terms:Algorithms, Theory.Additional Key Words and Phrases:Assoiative memory, neural networks, omputational omplexity.
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