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Abstract

Telecommunications network management is based on huge amounts of
data that are continuously collected from elements and devices from all
around the network. The data is monitored and analysed to provide infor-
mation for decision making in all operation functions. Knowledge discovery
and data mining methods can support fast-pace decision making in network
operations.

In this thesis, I analyse decision making on different levels of network op-
erations. I identify the requirements decision-making sets for knowledge
discovery and data mining tools and methods, and I study resources that
are available to them. I then propose two methods for augmenting and
applying frequent sets to support everyday decision making. The proposed
methods are Comprehensive Log Compression for log data summarisation
and Queryable Log Compression for semantic compression of log data. Fi-
nally I suggest a model for a continuous knowledge discovery process and
outline how it can be implemented and integrated to the existing network
operations infrastructure.
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Chapter 1

Introduction

Telecommunications network management requires rapid decision-making,
which can be supported by data mining methods. The decision-making
is based on information extracted from large amounts of data that are
continuously collected from networks. What is required from data mining
methods, how can they address the requirements, and how should they be
integrated to the existing systems and operation processes?

The complexity of networks and the amount of monitoring data they
provide are rapidly growing. The mobile telecommunications industry has
rapidly developed during the end of the last millennium and the beginning
of the new one. Twenty years ago mobile phones started to spread to all
population groups in the western world. In 2007 about 1150 million mobile
devices were sold [45]. All around the world operators are updating and
developing their networks to increase their capacity and to facilitate new
kinds of services.

Telecommunications network operation and management is based on
the data that network elements provide [66, 119, 150]. The elements create
log entries and alarms about events, system states and disturbancies and
record time series about their performance. Network management systems
collect data to the operation centers, where it is monitored and analysed to
detect any defects or suboptimal states in performance or service quality.
A middle-sized network can produce several thousands of alarms and tens
of gigabytes of log and performance data per day. This data contains
information about the performance of all network elements and services
that the operator offers.

The volume of collected data sets a challenge for analysis methods and
tools supporting network management tasks [44]. For example, how to
recognise and identify immediately sudden problems that prevent large
amounts of customer traffic, and how to find network regions and elements
that require optimisation? These and many other data inspection problems
are encountered continuously from day to another in network management
processes.

Roughly at the same time with the growing popularity of mobile com-
munications, in the 1990s, began a rapid and enthusiastic development in
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the research community: a new paradigm called data mining (DM) and
knowledge discovery (KD) was developed [40, 54, 53]. This paradigm com-
bines several research areas like databases, on-line data analysis, artificial
intelligence, neural networks, machine learning and statistics, to name a
few. Telecommunications systems that produce large amounts of data were
among the first application domains of data mining methods [18, 59, 61].
Since then, many methodologies have been developed and applied to man-
agement and operation of telecommunications systems [98, 103, 108, 155].

Telecommunications network operation is a promising target for data
mining applications. The network operation business consists of several ac-
tivities, like network operation and management, customer care and billing,
marketing, business management and so on [66, 119, 150]. These activities
are closely related. They form a large dependency network where a change
in one place affects everything else. Their management requires thorough
understanding of network infrastucture, communication technologies, cus-
tomers and their behaviour. New up-to-date information about networks
and their development is needed all the time.

Knowledge discovery and data mining technologies have been applied
in several related application areas like churn analysis [51, 94, 120], fraud
detection and prevention [71, 10], network planning and optimisation
[98, 104, 108, 155] and fault management [35, 58, 88, 146]. Most of the
reported activities have been executed as separated data mining projects,
whose results are then utilised in decision making. One of the greatest
challenges for the knowledge discovery and data mining technologies seems
to be how to support the continuous processes, like network maintenance
where the same tasks are repeated day after day [104]. In these tasks the
daily analysed data sets are large and time frames tight. They challenge
the idea of iterative exploration, since there is no time for that.

Contributions of this thesis

In this thesis I study the application of data mining and knowledge discov-
ery methods and processes in telecommunications network operations. The
objective of the thesis is to find ways to assist operators in solving everyday
problems in decision-making.

The thesis begins with an overview of the telecommunications network,
its components and operation processes in Chapter 2. The chapter also re-
views different types of data that the networks provide, especially different
types of event data, which are the target data of this thesis. Chapter 3
discusses previous work on the knowledge discovery process and methods
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for monitoring telecommunications processes. It reviews definitions of fre-
quent sets and their derivatives as a starting point for the contribution of
this thesis.

The contribution of this thesis is threefold.

• Analysis of industrial requirements — Chapter 4

I study industrial decision making as a target for data mining to sup-
port. First I analyse the decision making tasks and derive knowledge
discovery tasks that support decision making. I also study the or-
ganisation and environment of a telecommunications operator to un-
derstand requirements they set for any new data analysis tool. This
model clearly shows how some of the knowledge and assets like data
mining expertise that is needed to apply data mining methods, are
missing from the industrial environment. On the other hand, useful
domain knowledge is often missed by method developers.

• Methods for industrial applications

I introduce two methods that better address the operator environment
needs in event log analysis.

– Summarising and reducing analysed log data — Chapter 5
The proposed method uses statistical features of the log entries
to identify and remove repeating patterns from the logs. These
patterns often form a large portion of the log volume, and their
removal helps to make the log more comprehensible.

– Reducing size of stored data — Chapter 6
The summarisation method presented in the previous chapter is
extended to compress data so that the original data can still be
efficiently queried and analysed.

The presented methods have been implemented and evaluated ex-
tensively. The summarisation method has been implemented in
NetActTMAudit Trail — a security-log-monitoring tool of Nokia
Siemens Networks.

• The knowledge discovery process in industrial environment — Chap-
ter 7

Based on the results of Chapters 4 – 6 and my experience with using
them and integrating them into commercial products, I discuss how
knowledge discovery can be integrated into industrial decision mak-
ing in practice. I introduce a continuous knowledge discovery process



motivated by the everyday decision making in network operations.
I outline how this process can be implemented in the telecommuni-
cations operator information system and illustrate how the methods
presented in this thesis integrate into an implementation.

Finally, Chapter 8 summarises the work and gives concluding remarks.

Contributions of the author

The contributions of this thesis have been published in several separate
publications. The analysis of industrial decision making tasks (Chapter 4)
is joint work with Tampere University of Technology [65]. In this, my
contributions were the analysis and development of the model of knowledge
discovery tasks and its application to telecommunications operation. The
model of the industrial environment is based on joint work at the Nokia
Research Center (NRC) and was first reported as publication [62]. My
contribution was the creation and application of the model.

Chapters 5 and 6 are based on joint work at NRC and have been re-
ported in two publications [55, 56]. My contribution in them was method
development, validation and experimentation. In addition, I have greatly
extended their experimental evaluation for this thesis. The results con-
cerning the knowledge discovery process and its application to everyday
decision tasks in industry (Chapter 7) are again joint work with Tampere
University of Technology. Parts of the work have been reported in confer-
ences [63, 156] or prepared as manuscript [65]. My contributions in these
were the analysis and development of the knowledge discovery process and
its application and integration to telecommunications network operations.

The research represented in this thesis has produced one filed patent
application: “WO2003081433, Kimmo Hätönen and Markus Miettinen:
Method and apparatus for compressing log record information.” The sum-
marisation method has also been implemented in NetActTMAudit Trail —
a security-log-monitoring tool of Nokia Siemens Networks.



Chapter 2

Telecommunications networks

To understand the data mining needs of telecommunications monitoring
tasks, we need to know how telecommunications networks are built up and
operated. As an example I present the architecture of Global System for
Mobile communications (GSM) networks [119, 67, 129, 152].

This chapter begins by a presentation of GSM network components and
organisation in Section 2.1. After that I will introduce network operation
processes and functions. I will discuss different monitoring data types, their
properties and roles in Section 2.2. The section also shortly introduces test
data sets used in evaluating the methods presented in this thesis.

2.1 Telecommunications network operation

2.1.1 Overview of the network

A telecommunications network provides mobile services for a large geo-
graphical area. This area can cover, for example, a whole country. A
mobile-phone user can move around the area without losing his connec-
tion to the network. This is achieved by placing Base Tranceiver Stations
(BTS) to give continuous coverage all over the area [119]. Figure 2.1 de-
picts a country that is covered by a network of some operator. On the left
hand side of the figure there is a more detailed view that has been zoomed
in to a small town. The view shows how BTSs have been distributed over
the area.

A BTS has one or more transmitter-receiver pairs called Tranceivers
(TRX). Tranceivers beam through BTS antennas, which are pointed to
cover an area called a cell [155]. Figure 2.2 shows how the cells are placed
around some of the BTSs of the network.

When a mobile phone makes a call, it creates a radio connection to
a BTS. From the BTS the call is typically forwarded to a transmission
network, which connects all the BTSs to other network elements and to
outside networks like Public Switched Telephone Networks (PSTN) [119].
Figure 2.3 depicts a connection between two mobile phones as a black line
connecting two BTSs that transfer the call. The dark grey lines between
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Figure 2.1: A country and a closer look at a small town, which is covered
by a GSM network.

Figure 2.2: Cells of the network in a small town.

BTSs depicts the transmission network setup.
There are three separated subsystems in a GSM network architecture.

These are the Base Station SubSystem (BSS), the Network and Switching
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Figure 2.3: Call routing between two mobiles in the network.

SubSystem (NSS) and the Operating SubSystem (OSS) [119]. This subsys-
tem division is depicted in Figure 2.4. The BSS is in charge of providing
and managing transmission paths between the Mobile Stations (MS) and
NSS machines, including in particular the management of the radio inter-
face between mobile stations, like mobile phones, and the network. The
NSS must manage the communications and connect mobile stations to the
relevant networks or to other mobile stations. The MS, BSS and NSS form
the operational part of the system, whereas the OSS provides means for
the operator to control them.

As mentioned above, a BTS contains one or more TRXs [119]. Each
BTS, in its turn, is controlled by a Base Station Controller (BSC), which
can control several BTSs. For example, Figure 2.5 shows one BSC with
BTSs associated to it. These BTSs have been grouped together, since they
are close to each other, and the MSs move most often from one cell to
another inside the BSC group.

BSCs in turn are grouped into a Mobile Switching Center (MSC) [119].
MSCs are the key elements of the NSS, whose main function is to co-
ordinate the setting-up of calls and which is a bridge between the GSM
network and an outside network such as a PSTN [129, 155]. The NSS
also makes connections within the GSM network. Further elements of the
NSS areVisitor Location Register (VLR), Home Location Register (HLR),
Authentication Center (AuC), and Equipment Identity Register (EIR).



8 2 Telecommunications networks

Figure 2.4: Subsystem division of a GSM architecture.

Figure 2.5: A BSC group.

The main tasks of the OSS are to operate and maintain the network
and to manage both subscriber information and mobile stations [119]. The
key element of the OSS is the Operations and Maintenance Center (OMC),
which is used to operate the network by monitoring the network, managing
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Figure 2.6: An OMC setup for BTS data transfer and monitoring.

changes in the network, maintaining the network stability and, whenever
problems occur, to solve them [129, 155]. The OMC’s main tasks are setup
and change of network element parameters, monitoring the elements, and
installation of software. In the heart of the OMC is a network management
system (NMS) that is used to operate the network [100]. It is a software
system, with which the operator personnel can monitor and access the
network elements. An NMS is connected to the network’s BSS and NSS
via a telecommunication management network (TMN) [78]. Via TMN, the
NMS acquires, transferes, stores and analyses alarms, measurement data
and different types of network element logs. The NMS system servers are
often protected with firewalls (FW).

The connection between BTSs and the OMC is depicted in Figure 2.6.
The BSC collects the data from BTSs [119, 129]. From there the data is
transferred to the OMC. As can be seen, data from several BSC groups
is transferred to a database, which is then used for on-line and off-line
analysis. The number of BTSs that are monitored at one OMC can be
several thousands. Typically they are spread all over the area covered by
the operator network. To be able to manage the whole network it is common
that the network has been divided to regional clusters [79]. Each of these
clusters is responsible for managing the network, for example, of a certain
area as is depicted in Figure 2.7. In a large operator’s organisation, the
regional clusters can in turn be connected to a so-called global cluster as is
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Figure 2.7: A cluster hierarchy of an operator business model and respon-
sibility areas.

shown in the figure. Each operator divides responsibilities between regional
and global clusters so that the division supports their own business model.
Also the security solutions, for example, placement and configuration of
firewalls, are operator specific [81].

2.1.2 Network management

In his thesis [155], Vehviläinen crystallises the telecommunications manage-
ment network model [76, 151]:

The Telecommunications Management Network (TMN) model
(Figure 2.8) is a collection of standards to provide a frame-
work for managing the business of a telecommunications ser-
vice provider. The model consists of four layers — business,
service, network, and element management — which commu-
nicate information to one another. The purpose of the infor-
mation transfer is to manage the telecommunications network.
The model’s top layers need information from the layers below
to support decisions. Operational processes in each layer are
documented in the Telecommunications Operations Map (TOM)
[100, 149, 150].

On the network management layer the TMN model identifies manage-
ment functions. These functions are implemented in management pro-
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Figure 2.8: Network management infrastructure layers.

cesses. The network management functions can be grouped to three cat-
egories [119]: subscriber management, mobile station management and
network maintenance. Subscriber and mobile station management share
similar types of functions [66]. Examples of such functions are subscriber
and equipment administration and subscriber and equipment tracing. Sub-
scribers have to be activated or deactivated in HLR and their service profiles
have to be downloaded and updated. Similarly, the EIR databases have to
be administrated. Tracing of subscriber or equipment also share informa-
tion and methods from both functions. In the case of stolen equipment or
subscribers engaged in criminal activities, tracing of the affected handsets
or subscriber identity module (SIM) cards has to be feasible throughout
the network.

Charging administration is at the heart of the subscriber administration
[119]. After each call, data, such as calling and called number, and time
stamps, are recorded by the MSC and later sent to the billing system. In
the case of some services, additional records may be generated, for example,
by short message service (SMS) centres.

The network management is a larger set of functions [80]. It includes
[66]:

• Alarm handling and fault management; Indications of malfunctions
or outages of any network component are transferred back to the NMS
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system. The technician can then remotely interact with the network
component in question and try to repair the problem.

• Configuration management; Parameters necessary for network con-
figuration such as frequency plans, next neighbour relationships or
handover algorithms are sent from the NMS to all network elements.
Configuration management also includes downloading of new software
into the network and tracking software versions of all network ele-
ments.

• Performance management; All network elements generate a large va-
riety of performance data. These data need to be collected by the NMS
for further processing and analysis.

• Security management; This includes the handling of normal network
security measures such as access control or system logs, but also the
administration of GSM-specific security functions like authentication
algorithms.

From an end-user perspective, between him and the physical network
implementing the requested service, there are several processes (see Fig-
ure 2.9) [100]. Together they aim to support the operator to deliver ser-
vices, which are reasonably priced and well performed, so that the customer
is kept satisfied. If any of these processes fails to provide other processes
with information that they need or to maintain the part of the infrastruc-
ture that is under its supervision, the problem may propagate all through
the organisation to the customer.

2.1.3 Network data

Network management is based on the data that the elements are generating
[80, 66, 119, 129]. The NMS collects the data from BSS and NSS for further
analysis and use on different functions. Each network management function
handles data that it uses to generate information for consumption and use
in maintenance processes.

The data can be divided into three categories: system configuration
data, system parameter data and dynamic data that describes operation of
network functions. System configuration data tells us how the network has
been constructed and organised. For example, BTS locations and trans-
mission network topology are included in such data. System parameter
data defines how different system functions are implemented in the net-
work and how they operate. Examples of such data are how BTSs have
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Figure 2.9: Network management processes.

been grouped under BSCs and the BTS threshold for the number of ac-
cepted simultaneous connections. These parameters can either be adjusted
by operator personnel or by autonomous processes that adapt to different
traffic conditions in the network.

Dynamic data consist of measurement value and statistical time series,
Call Detail Records, alarms and other events, system logs to name a few
possible types of data. These describe the dynamic use of the network and
processes implementing network functions.

The three given categories correspond to three description axes that
are used to define GSM networks: static equipment view, static functional
view and dynamic view [119]. The static equipment view shows the phys-
ical grouping of machines, the static functional view shows how network
functions have been implemented in the physical network and the dynamic
view describes the use of the network: how different functions are used and
how they operate.

Subscriber and equipment management is based on the registers of
known users and equipments [80, 66, 119]. These registers are updated
when new users are added to the network or new equipment accesses the
network. The user behaviour is recorded with Call Detail Recods (CDR),
sometimes also called toll tickets [38, 119]. Every time a subscriber makes
a call, the system creates a CDR. These CDRs are collected to a billing
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system and the system computes the value that can be charged from the
subscriber. Charging of other services like MMS messages and data connec-
tions, is based on corresponding records. These records form the dynamic
part of the information for subscriber and equipment management.

For performance management — network optimisation, maintenance,
development and planning — the network elements count and record
hundreds or thousands of measurement values or statistical time series
[80, 148, 104, 152]. These time series are analysed in order to identify
sub-optimal configurations, overload situations, radio interface quality and
so on. An operator selects those time series, which describe the functions
that are important in proper detail.

Configuration management handles the system parameter data [80]. Pa-
rameters are defined in planning software in the OMC and when the plan
is considered ready, it is loaded to the network elements [104].

For alarm handling and fault management the system constantly mon-
itors its functions and elements[80]. If the system recognises a malfunction
or outage, it generates an alarm that is sent to the on-line operation room
as an indication of a fault that should be fixed. The operator personnel
can then remotely interact with the problem or send a technician to visit
the alarm site.

The security function analyses access system logs to see whether the sub-
scribers or operator personnel have misused their rights or whether there
have been any intruders in the system [80]. These logs are recently aug-
mented with logs provided by various security tools like virus scanners,
firewalls and intrusion detection and prevention systems.

2.2 Telecommunications network data analysis

2.2.1 Event log analysis

A log data consists of entries that represent a specific condition or an event
that has occurred somewhere in the system. The entries have several fields,
which are also called variables. The entry structure might change over
time from one entry to another, although some variables are common to all
of them. Each variable has a domain of possible values. A small example
fragment of log data is given in Figure 2.10. It is produced by CheckPoint’s
Firewall-1.

Firewall logs are a growing problem for operators [29, 28, 30, 43]. They
can be huge. During one day, millions of lines might accumulate into a log
file. Logs are used typically for two different purposes: either to find out
why some connections or services do not work or to find out whether there
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...

777;11May2000; 0:00:23;a_daemon;B1;12.12.123.12;tcp;;

778;11May2000; 0:00:31;a_daemon;B1;12.12.123.12;tcp;;

779;11May2000; 0:00:32;1234;B1;255.255.255.255;udp;;

780;11May2000; 0:00:38;1234;B2;255.255.255.255;udp;;

781;11May2000; 0:00:43;a_daemon;B1;12.12.123.12;tcp;;

782;11May2000; 0:00:51;a_daemon;B1;12.12.123.12;tcp;;

...

Figure 2.10: An example firewall log fragment.

are signs of security incidents. These signs can be monitored continuously
day by day or they can be searched for on demand. In order to be able to
track down incidents that have occurred a while ago, the logs have to be
stored for quite a long time.

Firewall log entries may contain several tens of fields. Entries have date
and time stamps specifying their creation time and they may be numbered
with a unique entry id. They might also identify the firewall machine that
actually created the entry. As an addition to these system information
fields, entries contain information about the protocol used, source and des-
tination addresses of the inspected packets, services used, users or processes
involved and so on, i.e., everything that might affect the decision whether
or not to let the packet pass through the firewall. For example, Figure 2.10
shows a small set of log entries. In the figure, only a subset of all possible
fields is shown. Each entry contains an entry id, date and time stamp, the
name of a destination service, a name and an IP address of the destination
machine and the name of the protocol used, and finally one empty field.

When an expert needs to analyse firewall logs, he approximates the time
range and selects values or strings that he assumes point to the information
he needs. He starts to query them from the log database. This can be very
laborious and slow, if the log files and database are huge. The query results
easily become overwhelmingly large, when the selected query criteria are
too wide. To focus on the essential data, the expert has to iterate with
the query to find what corresponds to his information need. It may also
happen that the query criteria are too strict or even totally misleading,
and the answer does not contain any relevant data. Thus the expert has to
reconsider the query and restart the exploration.

To decide whether the data respond to his information need, an expert
has to check the found log entries by hand. He has to return to the original
log file and iteratively check all those probably interesting entries and their
surroundings. There are not many attacks that can be identified by one
firewall log entry, but many that cause a known entry sequence pattern
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...

11234 NE321 8.7.1997 020936 1234 2 Link_failure

11234 NE321/TRX1 8.7.1997 020936 5432 1 Call_channel_missing

11234 NE321/TRX3 8.7.1997 020937 5432 1 Call_channel_missing

11234 NE321/TRX1 8.7.1997 020937 6543 3 Link_access_failure

11234 NE321/TRX3 8.7.1997 020939 6543 3 Link_access_failure

11234 NE321/TRX2 8.7.1997 020940 6543 3 Link_access_failure

12345 NE123 8.7.1997 020942 8888 2 XXX/YYY:_alarm_indication_signal_received

12345 NE123 8.7.1997 020942 8888 2 XXX/YYY:_alarm_indication_signal_received

...

Figure 2.11: An example alarm log fragment.

in the log. Often, the most dangerous attacks are also unknown for an
enterprise defense system. Therefore, if the data exploration is limited
only to identified entry patterns, it may be impossible to find any new
attacks.

In the network there are plenty of independent processes going on all the
time. These processes emit alarms when they get disturbed by faults [119,
77, 58]. It often happens that many processes get affected simultaneously
by a fault and they all start to send out alarms, not necessarily about
the fault itself, but about its secondary reflections. Thus, the alarms and
log entries that are sent actually carry second-hand information about the
incident. They do not necessarily identify the primary fault at all.

Alarms that network processes emit are collected to some central mon-
itoring applications [58]. This makes the analysis even more difficult, be-
cause at each monitoring application, there are alarms from several simulta-
neous sources merged in one stream. The volume of alarms flowing through
the application grows and information is hidden under the masses. Connec-
tions between separate events — which are always difficult to identify — are
lost, while the symptoms and reflection of separated problems merge into
one information flow. For example, in Figure 2.11 there are alarms from
two different network elements that probably have nothing to do with each
other. The combined flow also contains noisy information caused by natural
phenomena like thunderstorms or by normal maintenance operations.

A starting point for a network analyst in a fault situation is always
localisation and isolation of the fault [119, 77], i.e., finding the area where
the problem is located and identification of all network elements that are
affected by the fault. Localisation and isolation are based on the assumption
that it is probable that the fault itself is local although its reflections are
widespread. In this situation alarms coming from the same network element
or its direct neighbours are related to one reflection of the fault. After the
localisation has been done it is easier to do the actual fault identification.
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...

PRG1;1234;20040403;00:43:27;Module shutting down;

PRG1;1234;20040403;00:43:28;Start_operation received from element C1;

PRG2;3465;20040403;00:43:38;The Query application was started.;

PRG2;3456;20040403;00:43:40;Upload started;

PRG3;3678;20040403;00:43:52;The supervision application was started.;

PRG3;3678;20040403;00:43:57;The supervision application was ended.;

...

Figure 2.12: An example of an application log.

The alarm system can also be used to pass information about the normal
operation [77]. A critical element can send notifications at regular intervals
as a sign that it is up and running. If this heartbeat stops coming, the
system can automatically start restoration of the element.

While alarm logs mostly contain signs of malfunctions and other prob-
lems, application logs record the normal system operation [43, 37]. As can
be seen in Figure 2.12, Application logs are mostly created for debugging
and maintenance purposes. They are analysed to identify the reasons for
problems when they have been detected through alarms. In a normal situa-
tion, the same operations are repeated constantly from one day to another.
Therefore, application logs contain a lot of redundant data patterns. All
the signs of anomalous behaviour are buried under redundant normal entry
patterns.

The same applies to the security logs. They contain a lot of redundant
signs of normal behaviour and prevented incidents. If something anoma-
lous happens, it is manifested in between normal entries. If the security
monitoring system detects an unprevented incident, the operator needs to
localise it and analyse what went wrong in prevention. There he needs to
analyse not only security logs but also application logs to see what has been
done in the network. Again, the user will benefit, if the redundant masses
are removed and anomalous events are shown in all detail.

Alarms, application logs, system logs and security tool logs are the main
application domain of the methods presented in this thesis. They all are
lists of different entry types carrying information from network processes.
As has been depicted with examples given in Figure 2.13, the entries can
be divided into four categories based on the information that they carry.
These categories are

1. Entries as signs of normal operation

2. Signs of prevented problems

3. Signs of known problems
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Figure 2.13: Different types of events marked with the numbers of the
corresponding information categories.

4. Signs of previously unknown problems

Sometimes the categories of prevented problems and signs of normal oper-
ation are combined [28].

Event data analysis is a constantly repeated task. The events and logs
are generated all the time that the network is operational. When the num-
ber of elements in BSS, NSS and OSS is growing, the amount of analysed
data is increasing. Large pieces of data — especially those entries that are
signs of normal operation — are repeating similarly from day to day. Also
signs of problems — like the footprint of a prevented port scan depicted
in Figure 2.13 — also contain large numbers of repetitive entries or entry
sequences. The more valuable details, especially signs of hidden problems
like intrusions, are hidden under these masses.

2.2.2 Data sets used in this thesis

In this thesis, several data sets from GSM networks have been used for
testing and verifying the provided algorithms and their derivations. Data
sets have been extracted from different types of networks and produced by
different versions of network management systems and accompanied tools,
during the ten-year period.

The set of data sets used in extensive experiments reported in this thesis
include two sets of firewall logs. They were collected from two sources: a
set of firewalls guarding an enterprise network and producing hundreds of
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thousands log entries per day, and a firewall standing between the Internet
and a research network producing some thousands of entries per day. The
time between collection of these data sets was four years. Each continuous
subset covers a time period that varies from two weeks to some months. The
same kind of firewall is used in commercial telecommunications networks
in several places. A more detailed description of the test data sets is given
in Section 5.4.4.

2.2.3 Performance data analysis

Telecommunications network monitoring is done with the data that is gen-
erated in the network elements (NEs). The elements count all the opera-
tions that they perform to establish a data or voice connection [148, 104].
These operations vary from voice connection or data context reservation at-
tempts to handovers or connection shutdowns. The elements also monitor
and record the validity of connections by recording detected error rates, the
signal strengths used and other physical quantities describing connection
quality. The counters and quality factors — called indicators from now on
— are summed or averaged over a given time period. For monitoring pur-
poses the time period length typically ranges from some minutes to some
hours. As a result, elements provide a continuous series of values for each
observed indicator. This time series data complements the alarm and log
data. I introduce the performance data and its analysis briefly here but the
detailed analysis methods are outside of the thesis scope.

Operators use the network performance data for several purposes in-
cluding, for example, on-line trouble shooting, performance optimisation,
and — for planning purposes — estimation of long-term development in
traffic and service usage. For each operator and network the operators
have their individual ways to judge whether the indicators in the network
show that the cells are performing as expected and whether they are in
their normal or optimal state [155].

The troubleshooting and network optimisation starts with detection of
problematically behaving network elements, users or services. This can be
done either by analysing the collected time series data and detecting val-
ues that are known to be outside the allowed value ranges or by detecting
changes in the behaviour of network elements, users or processes. Visuali-
sation of user behaviour or process states [69, 101, 157, 68] and KD methods
like anomaly detection (or novelty or outlier detection) [70, 95, 97] or un-
supervised clustering [134, 109, 101, 96] have all been used for detection of
unwanted behaviour in telecommunications systems. These methods can
be based, for example, on use of neural networks like self-organising maps
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(SOM) [92], decision trees [19, 132] or rough sets [127]. These methods have
been used to learn rules like indicator value range combinations that are
typical for some problem situations [157, 105, 155, 99, 98, 103].

All the above-mentioned approaches need the scaling to find a task-
specific balance between indicator value ranges [103]. In most cases the
methods are very sensitive for scaling of data. Analyses can reveal totally
different results depending on how the scaling has been done [63]. For ex-
ample, the cluster analysis results can either emphasise the types of normal
behaviour or reveal abnormal or problematic states of the process [64].

2.2.4 Knowledge discovery for network data analysis

As was discussed earlier, networks do effective self-monitoring and provide
a lot of data in different forms about their behaviour. This data is the basis
for all decision-making at all levels of their operation. The data contains
information about the technical functioning of the network infrastructure,
subscriber behaviour and use of services. An operator must know all these
aspects well to be able to optimise its network and to gain maximal profit
out of it.

The largest problem in many decision-making tasks, on all levels of the
network operations, is the huge amount of data that needs to be analysed.
The knowledge discovery process and data mining methods provide promis-
ing tools to assist in this. They are planned for analysis of large data masses
that are available in some regular format. Telecommunications networks
provide such data, which is collected to its operations and maintenance
center, from which it can be transferred further to analysis systems.

For example, handling and analysis of alarm data has been a target
of knowledge discovery. The number of alarms produced in a telecommu-
nications network varies greatly, but typically there can be about 1000 –
10, 000 alarms a day, in the worst cases even more than 100, 000. The oper-
ations and maintenance center (OMC) of the telecommunications network
management system receives all the alarms. OMC stores them in an alarm
database, may filter them, but most importantly it displays the alarms to
an operator, who then decides what has to be done with them. Analysis of
the alarm flow is a difficult task, because

• The size of the networks and the diversity of alarm types mean that
there are a lot of different situations that can occur.

• The alarms occur in bursts, and hence there is only little time for
operators to decide what to do with each alarm. However, when a lot
of alarms occur within a short time the operators should intervene.
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• The hardware and software used in telecommunications networks de-
velop quickly. As new elements are added to the network or old ones
are updated, the characteristics of the alarm sequences are constantly
changed.

To alleviate the problem of processing the alarms, alarm filtering and
correlation [83, 82] was introduced to reduce the number of alarms that
actually are shown to the operators and to raise the abstraction level of
the information shown. Alarms are filtered at each level of the hierarchical
network: a node sends forward only part of the alarms it receives from its
subnodes. Alarm correlation means the combination and transformation
of alarms so that several alarms are replaced by one alarm of better infor-
mation value, which is sent further. Alarm filtering and correlation require
stored knowledge about the processing of the alarm sequence.

Filtering and correlation serve to diminish the number of alarms that
the operator sees. However, the alarm-handling software should ideally also
be able to predict the behaviour of the network, i.e., to be able to warn
the operator beforehand of severe faults. Such faults typically arise from
or can be located in interconnected network component failures. While
prediction of severe faults is a difficult task, the economic benefits that
would be obtained from such predictions would be significant.

Another example of a growing problem in network data analysis where
knowledge discovery methods can help, is the analysis and management
of security related event data. Unlike alarms that have predefined type
and classification taxonomies, security events may have a message text on
some natural language like in most application logs, or have several fields
of system parameter values like firewall logs, or are a combination of these
two approaches like system logs. Event contents are application and system
specific and targeted for engineers that are experts on the system.

Several security information and event management (SIEM) software
and appliance systems have been developed recently [121]. They are large
expert systems that store, parse, type, classify and correlate events in in-
coming event flow and alarm about detected known incidents. They use
pre-defined rules often grouped by their functional modules. They typi-
cally have central server, to which all events from around the network are
collected and where they are analysed.

Generating rules for alarm correlation engines [59, 60, 61, 58, 146, 35]
and SIEM systems are a good example of what kind of problems know-
ledge discovery can be applied to. The knowledge discovery can also be
used to support expert analysis work by summarising data and grouping
elements by the data that they provide. It can offer tools for an expert to
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interactively explore the set of alarms or log entries, when manual fault
or security incident identification and analysis is needed. Examples of
resembling systems are found in a field of performance analysis, where
knowledge discovery and data mining have been applied to radio network
analysis [134, 101, 156, 99, 98, 103] and fraud detection in customer care
process [71].



Chapter 3

Frequent pattern mining on logs

In this thesis I focus on applying knowledge discovery methodologies to
analysis, use and storage of telecommunications log and event data. To
facilitate that I present the knowledge discovery process in Section 3.1.

In data analysis, the thesis builds on frequent sets and episodes and
their derivatives closed sets and episodes, which are defined in Section 3.2.

An early example of application of association and episode rules to
network data analysis — the TASA system — is briefly described in Section
3.2.4. The lessons learned from it and other early industrial data mining
trials are discussed in Section 3.4. As a conclusion the section outlines
enhancements to TASA to support daily analysis of event logs better.

3.1 Knowledge discovery process

The purpose of Knowledge Discovery in Databases (KDD or KD in this
thesis) is to find new knowledge in large data collections [90]. KD consists
of consecutive tasks that are iterated to gain information to be translated
into knowledge [90, 39, 53, 54, 161]. I follow the definition that the KD
process consists of five steps: knowledge requirement setting, data selection,
data mining, result interpretation, and knowledge incorporation [156]. Here
the concept of data mining is limited to extraction of patterns or models
from data.

In the Knowledge Requirement Setting task analysts together with man-
agement and domain experts set objectives for a knowledge discovery task.
The objectives include requirements for information to be extracted from
the data. A priori knowledge of the application domain is a prerequisite
for specifying knowledge requirements [17]. While the KD proceeds, and
more information has been extracted from the data, the knowledge require-
ments are further refined and expanded introducing changes in the settings
of other tasks. If the requirements for the knowledge are vague, it is most
probable that also the results of KD are not satisfactory.

The next step after data selection, the data mining process, described
in Figure 3.1, is an iterative process itself. The black lines describe the
constraints for selecting setup at different steps of the process and the grey

23
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Figure 3.1: Structures of data mining process.

lines give the order of execution of the steps and flow of the data and
information.

The data mining begins with preprocessing which reduces noise, copes
with extremes, deals with missing values, and balances variables and their
value ranges. Preprocessing is also an iterative process of analysing and
modifying distributions of the data. The objective of the preprocessing
phase is to enable the analysis methods to extract accurate and relevant
information from the data [102].

Preprocessing is followed by the choice of analysis methods. The se-
lection is based on statistical information and overall goals of the analysis
task. After the methods are chosen, the desired features can be extracted.
Feature extraction ensures that data is prepared in such a way that the
selected analysis methods are able to provide the required knowledge from
it.

The phase following the analysis consists of interpretation, presenta-
tion and validation of information and knowledge. The importance of user
interface (UI) and form of results of the knowledge extraction system are
emphasised. For a human analyst an understandable and plausible presen-
tation is important. He must be supported in verifying the results against
the data and domain knowledge. Only then the whole process has added
value to decision making. The analyst has to verify whether the know-
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ledge requirement has been completely met. Several iterations of the whole
process are often needed before acceptable results are gained. Should it ap-
pear to be impossible to reach satisfying results, the knowledge requirement
specification, selected method(s) or data set(s) have to be reviewed.

The knowledge discovery process was originally designed to support
tasks, where a large and stable data collection that might contain valuable
information is studied [17, 18]. Running the process requires strong domain
and data mining expertise to succeed. It is iterative by definition and typ-
ically experts must make many selections based on the domain and data
before they can achieve results that answer to the information need. Iter-
ation takes time. As such the process is well suited to tasks, where history
data is explored to find out information that helps operators to optimise
the network or parameterise its subsystems. A good example of this kind
of task is the alarm correlation example, introduced in Section 2.2.4.

In the following section, I will present the concepts that are in the focus
of this thesis. After that, I will introduce the knowledge discovery tool
Telecommunications Alarm Sequence Analyser (TASA) that was a starting
point for this research. It is based on the presented concepts and uses them
to study and develop data mining methods and systems for the knowledge
discovery process for telecommunications data.

3.2 Frequent patterns

Frequent patterns are value or event type combinations that often occur
together in the data. They provide information, which can be used to find
rules or patterns of correlated or otherwise searched value combinations.
A pattern is called frequent if the number of its occurrences in the data is
larger than a given threshold.

In this thesis I discuss two kinds of frequent patterns: frequent sets
[3, 115, 4] and frequent episodes [117]. Frequent sets consist of value com-
binations that occur inside data records like log entries. For example, with
a frequency threshold 4 the firewall log sample in Figure 2.10 contains a
frequent set (a daemon, B1, 12.12.123.12, tch). Frequent episodes, on the
other hand, describe common value sequences like log message types that
occur in the network. For example, in an alarm log sample in Figure 2.11
an expert can identify alarm sequence (5432, 6543) that occurs twice and
is sent almost simultaneously by two TRX-elements attached to one base
station.
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3.2.1 Frequent sets

This section gives definitions for frequent sets in the context of the telecom-
munications network event logs [55].

Definition 3.1 (Items) Items is a finite set of items that are field : value
pairs, i.e., Items= {A : ai, B : bj, C : ck, . . .}, where field is one of the fields
in log entries and value attached to each field belongs to the domain of
possible values of the field.

Definition 3.2 (log entry) A log entry e is a subset of Items such that
∀ F : u,G : v ∈ e : F �= G.

Definition 3.3 (log) A log r is a finite and non-empty multiset r =
{e1, e2, . . . , en} of log entries.

In practice, log storage applications ensure the order of received log
entries by numbering the log entries in arrival order and attaching the
number to the entry. However, as the number field values are unique, they
are generally not interesting in finding associations between log entry field
values.

In a log entry, several fields may have overlapping value sets. For exam-
ple, in a firewall log the Source and Destination fields may contain an IP ad-
dress but the semantics of the values are different. The form of field : value
pairs makes it possible to include both IP addresses in the entries without
the danger of mixing them up.

Frequent patterns are designed for symbolic data. However, numeri-
cal values can be included in the analysis if their value ranges have been
discretised and they have been converted to categorial values.

Definition 3.4 (itemset) An itemset S is a subset of Items.

The main properties that an itemset has with respect to a given log are
a set of entries in which it occurs, i.e., of which it is subset, and the number
of those entries.

Definition 3.5 (itemset support) A log entry e supports an itemset S
if every item in S is included in e, i.e., S ⊆ e. The support (denoted
supp(S, r)) of an itemset S is the multiset of all log entries of r that support
S. Note that supp(∅, r) = r.

Definition 3.6 (itemset frequency) The absolute frequency of an item-
set S in a log r is defined by freq(S, r) = |supp(S, r)| where |.| denotes the
cardinality of the multiset.
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Input: A log r, frequency threshold γ
Output: The γ-frequent sets of r

1. FE1 = the γ-frequent sets of size 1.
2. For (k = 2;FEk−1 �= ∅; k++) do
3. Ck = all itemsets of size k, all of whose k subsets

of size k − 1 are γ-frequent.
4. For all itemsets c ∈ Ck do
5. c.count = |{e ∈ r | c ⊆ e}|
6. FEk = {c ∈ Ck | c.count ≥ γ}
7. od
8. Output

⋃
1≤i≤k FEi

Figure 3.2: Apriori algorithm for computing itemset frequencies.

Constraints are used to define interesting patterns. What is interest-
ing depends on the task at hand, data and already available information.
Originally only minimum frequency was used for this purpose [3, 115, 116];
later several other constraints have also been studied [16, 11, 133].

Definition 3.7 (itemset constraint) If T denotes the set of all logs and
2Items the set of all itemsets, an itemset constraint C is a predicate over
2Items × T . An itemset S ∈ 2Items satisfies constraint C in log r ∈ T iff
C(S, r) = true.

Definition 3.8 (minimum frequency) Given an itemset S, a log r, and
a frequency threshold γ ∈ [1, |r|], we define Cminfreq(S, r) ≡ freq(S, r) ≥ γ.
Itemsets that satisfy minimum frequency constraint Cminfreq are said to be
γ-frequent or frequent in r and they are called frequent sets.

The Apriori algorithm [4] (Figure 3.2) finds all the itemsets whose
frequency is larger than the given frequency threshold. The algorithm is
based on the observation that all subsets of a γ-frequent set are also γ-
frequent. Therefore, the algorithm needs to study only those itemsets of
size k, all of whose k subsets of size k − 1 are frequent. Such itemsets are
candidates for the next frequency calculation round. The candidates are
generated on Line 3.

3.2.2 Association rules

Frequent sets were originally developed for calculation of association rules
[3]. An association rule A ⇒ B describes association “if A occurs in an
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entry then also B occurs in the entry”. A confidence of the association
rule gives the observed probability P(”B occurs in an entry” | ”A occurs
in the entry”). The confidence of the rule is calculated from a data set r
as P (B|A) = freq({A,B}, r)/freq({A}, r).

A set of potentially interesting rules can be selected with minimum
confidence constraint. According to it, rules with probability below the
given confidence threshold are pruned.

3.2.3 Closed sets

A telecommunications network log can be seen as a sparse transactional
database [15]. For example, in firewall logs fields potentially have a very
large set of possible values, e.g., the value of the Destination field that
contains the requested destination address, can be any IP address in the
Internet. However, probably in most of the entries, the field contains ad-
dresses of those servers in an intranet, which are hosting services like web
and mail that are open to the Internet. In practice many fields are very
dense; they have only a few values from which one or a few are much more
common than the others. This means that the encountered field value
frequencies follow a very skewed distribution.

There are also lots of local correlations between field values. A high
correlation together with the skewed exponential value distribution cause
the number of frequent sets to increase dramatically compared to more
evenly distributed data.

The Apriori algorithm works fine when the number of candidates is
not too large. In a sparse database, the number of candidates usually
starts to decrease after the frequent sets of size two or three have been
computed. With data like firewall logs, which are dense, this does not
happen. On the contrary, when there are many local correlations between
field values, the number of candidates and frequent sets starts to expand
quickly. This problem of a large number of closely related frequent sets
can be solved with so-called closed sets [126, 12], which can be used as a
condensed representation of a set of frequent sets.

Definition 3.9 (itemset closure) The closure of an itemset S in log r,
denoted by closure(S, r), is the largest (w.r.t. set inclusion) superset SS
of S that has the same support as S, i.e., closure(S, r) = SS s.t. S ⊆ SS
and supp(S, r) = supp(SS, r) and there is no itemset T s.t. SS ⊂ T and
supp(T, r) = supp(SS, r).

In other terms, the closure of S is the set of items that are common to
all the log entries, which support S.
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Definition 3.10 (closed set and closure constraint) An itemset S is
a closed set if it is its own closure in r, i.e., S satisfies the closure constraint
Cclose(S, r) ≡ closure(S, r) = S.

The collection of all closed frequent sets contains the same information
as the collection of all frequent sets, in particular, the identities and fre-
quencies. If we consider the equivalence class that groups all the itemsets
that have the same closure and thus the same frequency, the closed sets are
the maximal elements of each equivalence class. Closed sets can be used to
regenerate efficiently the whole collection of frequent sets without scanning
the data again [126, 12]. Conversely, if the whole frequent set collection
is available, a simple postprocessing technique can be applied to compute
only the frequent closed sets.

Closed sets can also be extracted directly from highly correlated and/or
dense data, i.e., in contexts where the approaches that compute the whole
frequent set collection are intractable [126, 12, 164, 128]. Several algorithms
can compute efficiently the frequent closed sets [13, 14].

3.2.4 Frequent episodes

The notion of association rules was generalised for sequences by defining
episode rules [117, 114]. Episode rule A ⇒ B describes association “if A
occurs in a sequence also B occurs in the sequence”. The confidence of the
episode rule gives a probability P(”B occurs in a sequence” | ”A occurs in
the sequence”) The probability can be computed from data by computing
frequent episodes, which reveal items occurring close to each other in a
sequence and correspond to frequent sets.

The sequences in the log domain consist of log event types — for exam-
ple, alarm numbers or message texts — which are ordered by their record-
ing or creation times. The patterns, the so-called episodes, are ordered or
unordered sequences of entry types of log entries occurring within a time
window of specified width.

In telecommunications management systems, event creation, transfer
and logging mechanisms introduce variation to the order in which entries
are inserted into the log. Therefore, it has proven in practice that the most
useful analysis approach is to use no order at all or some canonical order
between the types inside windows.

The Apriori algorithm for frequent sets (Figure 3.2) can be modified
to compute frequent unordered episodes [114]. The modifications needed
are minimal. Instead of a log with entries as input, the algorithm gets a
set of log sequence windows.
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3.3 Telecommunication Alarm Sequence
Analyser (TASA)

The Telecommunication Alarm Sequence Analyser (TASA) system [59,
61, 60] was one of the first ever KD applications in industry [18]. It was built
to support knowledge extraction from telecommunications network alarm
databases. It extracted rules for incorporation into the expert system for
alarm correlation and filtering. I describe findings that were made while the
TASA system was applied to real-world problems. I also discuss experiences
and possibilities for improvements in methods and technologies.

The purpose of TASA was to provide a data mining solution for
analysing alarm sets collected from GSM networks. The objective was
to find such alarm combinations that could be used in creating rules for
correlation and filtering of related alarms and predicting forthcoming mal-
functions.

The TASA system incorporated components for two parts of the KD
process: pattern discovery and postprocessing. The knowledge discovered
in TASA was expressed in terms of association and episode rules. The sys-
tem located frequently occurring episodes from sequential alarm data with
algorithms presented by Mannila and his collegues [117]. The algorithms
were used to effectively find large pattern sets, typically thousands of rules.
By finding a large rule collection, a large part of the iterative nature of the
KD process was replaced by iteration in the rule postprocessing stage.

For postprocessing the TASA system offered a variety of selection and
ordering criteria, and supported iterative retrieval from the knowledge dis-
covered. The users could manipulate the discovered rule collection using
selection and ordering operations, as well as more complex operations for
including or excluding certain rule classes.

The user interface of the TASA system was implemented as HTML
pages that were linked to each other. The pages provided interface forms
for all the implemented selection and filtering primitives. They provided
several views to the data, statistical figures and graphics describing it,
and mining results so that the user could see how the data supported the
extracted rule set.

The Home Page of a data set analysed with the TASA system (left-
hand side of Figure 3.3) contains a brief overview of the most descriptive
parameters of the data as a whole. These parameters include, for example,
the time span of the data, number of alarms, average frequency of alarms,
and so on. In addition, there are links to histograms that characterise the
whole alarm data set as well as links to HTML pages that show the analy-
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Figure 3.3: A home page of the TASA system and an alarm description
page from the system.

Figure 3.4: A selected list of episode rules from TASA.
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sis results. Figure 3.3 also shows a basic description of the analysed alarm
types included in the data. Figure 3.4 shows a list of rules related to the
alarm type 1234 selected from a larger set of extracted rules.

3.4 Lessons learned

Research and development of TASA at the University of Helsinki were
a starting point for the work reported in this thesis. TASA was later
used at Nokia Research Center to analyse network log data collected from
operational networks. Experiences with TASA proved the applicability
and usefulness of the frequent pattern mining and knowledge discovery in
general. The experiences also revealed limitations in TASA and assisted in
identifying some problems in the methodologies.

3.4.1 Useful methodology

An alternative to gain more out of data Data mining and know-
ledge discovery methods are an alternative for operators to gain more
out of their data [88]. Episode and association rules have been used in
semi-automatic knowledge acquisition from alarm data in order to collect
the required knowledge for knowledge-based systems like alarm correlators
[61, 83, 82]. Given such rules derived from an alarm database, a fault man-
agement expert is able to verify whether the rules are useful or not. Some
of the rules may reflect known causal connections, and some may be irrel-
evant, while some rules give new insight to the behaviour of the network
elements. Selected rules can be used as a basis for correlation patterns for
alarm correlation systems.

Iterative exploration A KD process includes a lot of iteration. Iteration
is needed when searching for proper methods and their parameterisation to
find the required information from the data. In TASA this means iteration
with different thresholds and data selections. As a result the system reveals
a set of selected informative rules.

As a by-product of the KD process experts can learn quite a lot from
their data: “Which elements emit alarms?”, “What are the distributions
of alarms types?”, “What are the most common alarm combinations?”, “Is
there any correlation between the alarm sequences coming from different
sources?”, and so on. This kind of information and knowledge about the
network and its processes can be even more valuable than the rules found
in the data. Such information can relatively easily be interpreted and con-
nected to the experts’ mind maps about the domain.
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3.4.2 Limitations of TASA

Large amounts of results The biggest problem with algorithms search-
ing for rules is that they easily provide an overwhelming amount of them,
especially if there are some alarms in the data that occur often throughout
the studied time period. Together with more seldom but frequently oc-
curring alarms they form plenty of rules where the more seldom occurring
alarm type implies the more frequent alarm with high probability.

Another type of data that produces plenty of rules is such, where a
group of alarms (for example, A,B,C) always occur together. In such a
case the rule set contains a rule between each subset of the correlating alarm
set (for example, {A => B, A => C, B => C, A => BC, B => AC,
C => AB, AB => C, AC => B, BC => A}).

The network is large and lots of processes are going on in separate
corners of it. The alarms from all the processes are collected to a few mon-
itoring applications and signs of problems in different parts of the network
are mixed. When episode rules are mined from this data, alarms from
simultaneous but separate faults are correlated to each other. This cor-
relation is statistically true, they occur during the same time period, but
due to network structure, the faults causing these alarms probably have
nothing to do with each other.

Interestingness and relevance of the results It is a tedious task to
find interesting rules that reveal new information about the domain from
the set of thousands or tens of thousands of rules. In many cases most of the
rules found repeat the same newly found or already familiar information.

Different types of methods, like statistical descriptors or interactive
browsing environments have been suggested in order to simplify identifi-
cation of interesting rules [130, 74, 52, 144, 89, 131, 34].

The simplest way to reduce the amount of rules is to set thresholds
higher. This restricts the search space. Clearly, the thresholds that can be
used are not necessarily the ones that denote objective interestingness from
the user point of view. Indeed, rare combinations can be extremely interest-
ing. When considering previously unknown domains, explicit background
knowledge is missing, e.g., the possible or reasonable values of attributes
and their relationships.

Based on hands-on experience, simple-minded use of discovery algo-
rithms poses problems with the amount of generated rules and their rel-
evance. In the KD process it is often reasonable or even necessary to
constrain the discovery using background knowledge. If no constraints are
applied, the result set of, say, episode rules might become huge and contain
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mostly trivial, uninteresting or even impossible rules.

Intractable computation of frequent sets The execution of algo-
rithms for finding frequent patterns easily becomes intractable. Algorithms
try to overcome this by using effective methods to prune and limit the
search space. Unfortunately, however, the log data contains a lot of redun-
dant value combinations that make most of these algorithms reach their
limits very soon. This happens especially when the interesting patterns are
not those that occur most often in the data.

Fragmented information Association and episode rules show local cor-
relations between data items. At their best, they provide small pieces which
together — like pieces of a mosaic — form a big picture of the network and
its processes. Unfortunately, when there are too many pieces and their
relations are unclear, the big picture remains unclear or very fragmented.

3.4.3 Open problems

Lost environment information Many times, when the results of the
TASA system were introduced to domain experts, the first question was
“Where did these alarms come from and what happened around them?”
The rule formalism extracts correlations, but at the same time it cuts off the
connection between the correlation and the environment or situation where
the occurrences of the rule were detected. It appeared that to be able to
evaluate and validate any rule, experts needed to see as much information
as possible about the network elements that were alarming. This informa-
tion included not only alarms, but also measurements from the elements
and their neighbours, geographical distribution of the elements sending the
alarm, and so on. Even information about weather conditions were asked
for.

Limits of knowledge discovery process model When the results of
the research were applied to real-world systems, it became evident that
also the knowledge discovery process that was identified in the research
community was not applicable as such to the use of data mining methods
in every-day work. Knowledge discovery is often defined [17, 39] as an
iterative and interactive process, where a data set is analysed in the hopes
to discover novel information to solve a real world problem [17]. This
definition seemed to suit the separate academic and industrial data mining
projects, where there are fixed data sets, resources with various types of
expertise and a time frame from some months to some years. When the



process itself is based on the iteration — or to put it in other words: on
a trial and error principle — it takes too much time and effort to repeat
it from the beginning day after day with new data sets and problems,
especially when the main target and expertise of the people applying the
methodology is to maintain an industrial process, not to develop new data
mining technology.

Still, after more than ten years and several developed and applied data
mining methods, there remains the challenge on how to assist operator
personnel in their daily work. The networks are a rapidly changing and
growing heterogeneous environment, where most of experts’ time is spent
in the routine tasks of searching and analysing faults and optimisation pos-
sibilities. In this environment, huge amounts of data are collected from
the network every day, a priori knowledge tends to change, and the tasks
have very tight time frames. This thesis focuses on developing method-
ology to bridge the gap between academic research results and industrial
applications in this field.
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Chapter 4

Industrial environment of data
mining applications

Next, I will address decision tasks that are likely to arise in the opera-
tion of industrial processes, especially telecommunications networks [65].
I will identify decision tasks, study their properties and derive supporting
knowledge discovery tasks. I will also characterise the users of the discov-
ered knowledge and study the requirements they set for the knowledge and
discovery tasks.

The development and application of data mining methods for industrial
processes requires that they can be integrated to existing legacy software
and used by the people that are experts in their own area, like network
management, but who do not know much about data mining and analysis.
In the latter half of this chapter, I will consider assets and resources that
are available in industrial environments and derive requirements for data
mining methods and tools [62]. I will also compare the environments of
tool and method developers and users, to understand why some suggested
solutions look fine in the laboratory, but do not succeed in everyday work.

4.1 Process information system

An operational telecommunications network can be seen as a service pro-
cess, whose outcome are the communication connections between end users,
or between end users and some services. Most decisions in a network oper-
ator organisation are based on the information collected from the network
and stored in the process information system. The process information
system acts on information and knowledge about the process state, pro-
cess management, the system hosting the process, maintenance actions,
and information system development. In a telecommunications network
the data in the system consists of several registers, databases and log files
as introduced in Chapter 2.

In general, an industrial process produces data through measurements
about the volume or capacity of process functionalities, variations in raw
materials, process state, services or products produced by the process (Fig-
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Figure 4.1: Process information system with assisting knowledge discovery
process.

ure 4.1). By interpreting the measurements with a priori knowledge —
often called background knowledge or domain knowledge in data mining
literature — the process operator decides on the actions that optimise the
process performance in terms of the utility of the process owner.

The a priori knowledge about the industrial process before it is in op-
erational use ranges from general knowledge about the domain to detailed
structural data. The general knowledge consists of several components, of
which the most general are the so-called laws of nature, such as physical,
chemical, and sociological facts about the process and its dynamics. Indus-
try and regulators have agreed on standards and laws guiding the process
implementation. Finally, manufacturers provide specifications about their
implementation of industrial process structure, functions, their adjustments
and management.

During the lifespan of the industrial process additional a priori know-
ledge is accumulated [125]. Traditionally this is based on expert insights of
data and indicators derived from it. Separate knowledge discovery processes
can also take place, for example, for better understanding of customers or
some process states.

The a priori knowledge must be maintained. Maintenance actions are
needed after either new industrial process setups or previously unknown
process states are found during the operation of the processes. New ser-
vices, products, process components, and technologies are taken into use
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during the lifespan. Unpredicted market trends may force changes on op-
erational policies and service portfolios. As a result, some of the original a
priori knowledge may become invalid and a need for generating the corre-
sponding knowledge for the new environment arises and initiates a separate
knowledge discovery process.

As Figure 4.1 suggests, the use of measurement data is two-fold. In
addition to interpreting the data with a priori knowledge for operational
decision support, the data can be used for accumulating knowledge for
future use in knowledge discovery process. The information can be repre-
sented in forms ranging from mathematical models to unstructured natural
language expressions [17]. The context and time span in which the a priori
knowledge extracted from the data can be applied are limited to similar
environment and process states in which the data has been produced. For
example, if the industrial process is producing good products with a cer-
tain process setting and configuration parameters, it does not guarantee
that the product output quality is good after the process components have
been updated to a newer version.

The applicability of past data is further limited by the assumptions
made in the analysis of data. During the knowledge discovery process, for
example, the expert must make plenty of choices and fix several parameters
based on assumptions of the data and its origin. Therefore it is rather
tedious in practice to maintain data-generated a priori knowledge — in
particular, to detect when it is outdated — and to validate it in order
to avoid erroneous decisions [17]. Obviously, if the time spent in doing
the analysis is longer than the validity period, the information provided is
useless.

Separation of knowledge discovery and data intepretation processes is
often a non-optimal solution. The processes require similar resources and
expertise. To avoid doubling the effort an integration of the processes
would be needed. The integration should simultaneously benefit the deci-
sion making and the accumulation and maintenance of accurate a priori
knowledge.

The results and process of any data mining or knowledge discovery task
have to be adapted to the needs of the users. The users, or consumers of
information can be categorised to automatic control functions, expert sys-
tems, human experts and decision support systems assisting the experts.
Each such consumer sets its own requirements for the form of information
and knowledge (Appendix A, Table A.1). The requirements also depend
on the decision level at which the user operates. Decision time frames,
goal settings, and possibilities and abilities to make subjective choices are
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different. The users prefer different knowledge formats and differ in their
ability to estimate and handle incomplete or uncertain information. Auto-
matic control functions and expert systems have an inbuilt data processing
engine. Human experts require additional data analysis and processing
systems to make use of the information that is in the data streams. For
experts the analysis results must be translated back to semantic meanings
through interpretation of results.

The decisions that automatic control functions and human experts make
are based on subjective choices integrated to a priori knowledge. Subjective
choices concern the attitude towards risks and values (ethics, environmental
impact, societal issues) [118]. In the decisions about the system operation
the values can be reflected in the goal setting. For example, instead of sim-
ply maximising expected economic benefits, the decision-maker optimises
the process under subjectively chosen constraints about the risk related
to the chosen action and on environmental values. Although goals have
subjective components the decision making is rational and consistent if the
goals and values do not change over time. Making the goals and values ex-
plicit promotes a good decision-making practice and consistent operation
of the organisation.

4.2 Decision support model

In order to assist in a decision-making process, the decision support system
provides a model by which to predict the evolvement of the system state
under any set of allowable actions, given the present and earlier states. A
schematic decision support model is shown in Figure 4.2. The formalism
has been adopted from Bayesian belief networks sometimes also called prob-
abilistic networks [32]. The presented model is an abstraction that is used
to illustrate the decision tasks and requirements that they set for support-
ing knowledge discovery. The model is not intended to be implemented
as such. Due to the complexity of the information, many of its compo-
nents cannot be easily expressed and computed. However, application of a
related decision model to a limited set of every day decision tasks in pa-
per industry has recently been studied further [136, 84]. On the field of
reinforcement learning [86, 147], the presented model relates to partially
observable Markov decision processes (POMDPs) [112, 1] that also could
be studied as an option to implement the model.

The model consists of stochastic variables describing operator actions,
system states, external trends and costs. The arcs in the model describe
the conditional dependencies between the variables. The purpose of the
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Figure 4.2: A schematic overview of a model for decision support system.

decision support system model is to identify and describe how observed or
suspected changes in variables affect the other parts of the model. The
knowledge discovery tools and methods are used to identify the current
states and to support effect estimation.

The main task described in the model is to optimise the expectation of
the utility function υ(Ufuture,Xfuture, Cfuture; d), where Ufuture is a set of
actions chosen from the set of allowable actions, Xfuture the prediction of
future system states, Cfuture the prediction of costs in the future and d a
set of continuous and discrete fixed system parameters.

In Figure 4.2 past system states (Xpast) and actions (Upast) affect sys-
tem states in the future (Xfuture). It is important to notice that past
system states are not observable as such for the support system but via
measurements (Y ′) on them. The measurements do not give a complete
picture about the state, furthermore they are uncertain. The description
of the external world (Ŝ) affects external scenarios (Sfuture) on process
state evolvement, and cost evolvement. Observed cost histories (Cpast) are
the basis of estimating future costs (Cfuture). The decision making selects
actions (Ufuture) from the set of possible actions. In optimal decision mak-
ing the selected actions maximise the utility function υ under inequality
constraints on future states Xfuture.

For example, in the telecommunications domain there are plenty of data
sources, which provide information about the variables of the model. The
alarm and measurement data collected from a network is a good example of
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measurements Y ′. They provide information about the past system states
Xpast. Maintenance logs and trouble-shooting diaries provide information
about the past actions Upast. The other sources for Upast are customer
databases and external sources revealing information, e.g., about the num-
ber of sold mobile phones. The mass media and economical institutes doing
studies on consumer behavior and needs provide the description of the ex-
ternal world Ŝ. On the other hand, academic publications, standardisation
organisations and manufacturers provide information about the external
technology scenarios Sfuture. The costs in the past Cpast are summarised
several times a year from internal accounts to interim reports. Based on
those figures and a description of the external world, the reports make esti-
mations about future costs Cfuture. Together with selected actions Ufuture

and the network infrastructure operator organisation, which are included
in fixed system parameters d, all the information affects the utility function
through some variables.

The analysis of decision-making above logically leads to four decision
subtasks and to corresponding tasks for the knowledge discovery process im-
plemented in decision support applications. The knowledge extraction tasks
estimate and learn conditional probabilities based on stochastic variables
given in model nodes. For these tasks, the source data is the measurements
and the logged configuration changes and other actions in databases and
system logs or in an external source data. The decision subtasks are system
state identification, system state prediction, cost estimation, and estimation
of external actions. The corresponding knowledge extraction tasks are to
identify the conditional probabilities and to analyse how observed process
conditions affect these probabilities.

Derived from Figure 4.2 the system state identification task can be de-
fined as determining the conditional probability of system state, given the
measured values: P (Xpast|Y ′) [137]. It defines how much of the past system
state is known, given the measured values. The identification here means
the ability to separate system states from each other, provision informa-
tion about their properties and discovery of similar system states from the
history data or system state description library. Fault identification and
analysis, which is based on alarm logs, is an example of a system state
identification task.

The conditional probability P (Xfuture|Ufuture, Upast,Xpast, Sfuture)
defines probabilities of possible system states in the future, given any
allowable future actions, past actions, past system states and estimated
external scenario. Thus it is the system model. The task of evaluating
P (Xfuture|Ufuture, Upast,Xpast, Sfuture) is called system state prediction.
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For example, when an expert in an operation room recognises a set of crit-
ical alarms coming from the network, he has to identify the cause and its
effects to the network, estimate the costs of the damage, and decide what
needs to be done. One of the first things is to check whether there is any
network management operation ongoing in elements giving the alarm and
if not, has there recently been any and so on.

The task of cost estimation is to estimate the probability
P (Cfuture|Cpast, Ŝ) that is the cost model. The cost model estimates
probabilities of future costs by studying past costs and external scenar-
ios. Estimation of external actions is simply the estimation of probability
P (Sfuture|Ŝ), in which external scenarios are related to the detected in-
formation about the external world. Both of these tasks require source
information from external sources achieved, for example, by a business in-
telligence function of the operator, but also benefits from the analysis of
user behavior inside the current network.

When all the four conditional probabilities are identified and thus the
knowledge discovery tasks are completed, the operational decision-making
under uncertainty can be formally expressed as a stochastic dynamic op-
timisation problem with, for example, the expected utility or the worst
scenario utility (max-min) as the objective to be maximised [42]. Most of
the knowledge discovery research has concentrated on supporting the sys-
tem state prediction task. However, unless all the four tasks identified are
covered, the decision support does not create value in the operation of the
process (see [42] for a general discussion about value creation, and [85] for
an industrial-specific case discussion). Obviously, some of the tasks can
be left for the decision maker, but then this design decision must be made
explicit.

4.3 Decision support on different operation levels

The three traditional levels in decision making have the following tasks.
On the strategic level strategic scenarios are defined and the long term
goals are set so that the industrial process structure can be designed, and
the operational requirements and limits for tactical decisions can be set.
On the tactical level the process performance with respect to operational
requirements is optimised. On the automatic level the tactical decisions
are implemented and their consequences monitored and controlled. The
categories are somewhat overlapping and form a continuum [142, 46].
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4.3.1 Strategic process decision support

On the strategic level the decisions concern the design of large and ab-
stract entities and systems (Appendix A, Table A.1). A strategic decision
aims to find the design of the operations (d), including the knowledge dis-
covery and other information systems that will optimise the net present
value (NPV, expected utility) of the process, subjected to scenarios about
product portfolio, price and competition dynamics (Cfuture, Ŝ). The net
present value consists of accumulated and discounted revenues and costs
over the lifespan of the industrial process. The two main strategic decision-
making situations are the design of an entirely new industrial process, and
a major restructuring of an existing one. The two cases differ in that dur-
ing the restructuring some directly usable measurement information exists,
whereas in the design phase of an entirely new industrial process, such as
a telecommunications network, no measurement information exists.

The information, on which the strategic decision-making is based, comes
from a multitude of sources and includes both abstract and intuitive com-
ponents. Many of the sources are external and as such cannot be adjusted
by the decision maker. The maximisation of NPV includes prediction of
the future and the analysis of adaptivity of industrial process requirements.

For decision making on the strategic level many of the problems and
scenarios are analysed in a conceptually or numerically simulated industrial
process instead of a real one. Decision tasks may share some characteristics
of similar existing operations, but the motivations and mechanisms are
case specific anyhow. In strategic decisions not only the scenarios but also
their frequency of occurrence must be specified. As a result the risks and
uncertainty are quite high in strategic decision making.

Systematic strategic decision making must address the optimised tacti-
cal decision making under the scenarios defined, i.e., find optimal Ufuture

for fixed Cfuture, Ŝ for each d. Strategic decisions aim to optimise per-
formance over the long term. The knowledge discovery analysis tasks for
strategic state identification and state prediction must be performed with
limited or no measurement data about the target.

In the cost estimation, information gathered from similar systems and
market information sources is combined. Cost estimation is tightly con-
nected to prediction of external trends. Prediction of external trends com-
bines mostly information from external sources with the intuition of the
management. These two tasks are not sensitive to changes in the system
setup but rather to major changes in the external world, like market devel-
opment, demography, conflicts, and natural catastrophes in the world.

The challenge in making knowledge discovery to support decisions at the
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strategic level is making the pieces of information, which are in multitude
of forms, commensurate. Two parts of the organisation can record the
same types of events differently or use different formulas for calculation of,
for example, a performance value [113]. Furthermore, the meaning of the
terms and names vary from one department to another. A human expert
is quite good at interpreting information from various sources but the task,
if made with a computer, needs to be designed very carefully and results
have to be cross-validated with results obtained with different tools.

4.3.2 Tactical process decision support

The role of knowledge discovery in supporting tactical decision making
is to provide information about the process and the surrounding world
affecting it (Appendix A, Table A.1). Information needs vary over the
industrial process life span. The vital decision tasks to be supported by
knowledge discovery during the industrial process start-up are the system
state identification and system state prediction. In the industrial process
start-up phase data and information are gathered extensively for both tasks,
and, as a result of the data gathering, we gain knowledge of how different
control actions affect the industrial process states. For example, in the
start-up phase of a telecommunications network, alarm and event logs are
collected. From them the operator tries to figure out, what the critical
alarms or alarm combinations are and what actions should be taken when
those are detected. Simultaneously the operator has to learn what entries
can be filtered out without losing too much information.

Cost estimations and profit scenarios defined during strategic decision
making will also be verified against the gathered data and information
retrieved from it during the start-up period. The start-up period of the
industrial process ends when the process is in a stable production mode.

In an industrial process production mode, a decision has to be made
every time a process setup, parameters, utility function, or products change.
In the changed state the knowledge must be updated. The update task
is similar to knowledge discovery tasks during the start-up phase, when
the operator learns characteristics and causes of the change. The needed
updates mainly concern knowledge about the system state identification
and system state prediction. Those parts of the knowledge that need to
be re-evaluated depend on the nature of the change and how it affects
the system. For example, if changes in system parameterisation cause the
system to evolve into a state that is already known, only the prediction
probabilities are affected. This may be the case, for example, when a
new version of a software is loaded into the system. On the other hand,
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if the system enters an unknown state then both the state identification
knowledge and the estimation probabilities must be updated. This might
happen, for example, when there is a new bug in the updated software.

At the tactical level the external actions are usually estimated only
locally with the granularity corresponding to the responsibilities of the
supported decision maker. The granularity of the knowledge discovery tasks
is typically limited to support tasks and responsibilities according to the
structure of the operating organisation. The view to data probably differs
if we are optimising a radio frequency plan of a small geographical area or
ensuring the quality of end-to-end connections that a user experiences when
moving around the entire country-wide network. However, organisational
structures are rapidly changing and there is a real threat that a large part
of knowledge, which is granularised according to organisational structure,
becomes irrelevant in the reorganisation.

The data has to support the knowledge discovery task. As the defini-
tions of decision tasks in Section 4.2 indicate, the available data for know-
ledge discovery must contain — in addition to measurements — a log of
performed actions, history of system parameters and settings, estimation
about future scenarios, and a definition of the set of allowable future ac-
tions. In many systems, unfortunately, only measurement value time series
are available for knowledge discovery.

The system state identification and system state prediction tasks rely
totally on the measurements and logs. If they do not contain information
about the system state, it is impossible for the knowledge discovery process
to generate it. On the other hand, after a change in the measurement
set or in the measurement semantics, the gathered knowledge must be re-
evaluated and validated.

4.3.3 Automated process decisions

The automatic control functions monitor incoming data flow and, if the
defined antecedents apply, take actions that have been defined to be a cor-
responding consequence (Appendix A, Table A.1). The actions can either
be active functional changes of, for example, the configuration parameters
of the system, or they can be passive, in which the function identifies the
industrial process state and signals results of its deductions to operator
personnel.

For an operative automatic industrial process the quality of automated
decisions has to be very high — there is no room for wrong decisions that
cause the industrial process to fail. The decision tasks vary, starting from
very fast optimisation with a decision period of milliseconds, for example,
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a decision when the system has to do handover for a call, and ending up
in error detection and analysis tasks lasting days. Supporting knowledge
discovery tasks can be classified as system state identification and system
state prediction tasks. Applications making automated decisions solve ei-
ther a high number of frequently occurring simple problems or very difficult
and tedious problems requiring a lot of expertise [123].

When an implementation decision of an automatic control function is
made, the following elementary questions must be considered: is it clear
what the validity scope of the knowledge is, how fast the knowledge will be
outdated, is it possible to detect the problems with the knowledge, what is
needed to maintain and upgrade the functions, and will resources be avail-
able for knowledge maintenance? The assumptions made when building
the control models have to be easily available for the operator. Either the
industrial process or the operating personnel have to check whether the
assumptions are satisfied in a manner applicable to the task: the validity
scope of the model must be checked and monitored frequently.

4.3.4 Tactical decision support in network operations

The traditional knowledge discovery process model has been designed with
the strategic decision making in mind. The knowledge extraction is done
off-line, results are evaluated carefully and analysis has been repeated if
needed. The model can also be applied to support the off-line knowledge
extraction for automated decision making. However, the model does not fit
to on-line decision making on tactical level in network operations. There de-
cision tasks have tight deadlines, tasks themselves are repeating and based
on data that is continuously collected from the network (Appendix A, Ta-
ble A.1). Therefore, in this thesis I am focusing on knowledge discovery for
decision support in two cases:

• situations in which decisions about design and operational require-
ments are made at such a fast pace that strategic-level decisions and
tactical decisions can no longer be separated, and

• tactical decision making when there is a clear distinction between the
levels.

4.4 Users and resources of applications

In order to derive requirements for knowledge discovery tools and appli-
cations, we present a model that describes and contrasts a tool provider
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Figure 4.3: Interactions between data mining application issues from the
developer perspective.

and a tool user environment in the telecommunications domain. To model
these two environments we use Leavitt’s diamond model [107]. It describes
organisations as four interrelated components: tasks, technology, persons
and structure, where structure represents the organisation as well as ex-
ternal stakeholders such as competitors. The interdependence between the
different components of the model is strong. For example, changes in tech-
nology affect the way in which individuals relate themselves to the tasks
they are responsible for and to the organisational structure. The model
has been used as an analysis framework for, e.g., information systems [87],
information system personnel and their roles [122], telecommuting [20], and
telecommunications network planning tool implementation [124].

For this study the model has been divided into two views [124]: a devel-
oper view and a user view. The developer view illustrates a tool provider
or developer organisation who selects whether DM methods are going to be
used in tools. In the user view, a user organisation can be a telecommuni-
cations network operator or an IT department of an enterprise. The views
are presented in Figures 4.3 and 4.4. The views and their comparison are
used to derive the requirements for data mining tools.

Figure 4.3 shows the application of Leavitt’s diamond model to develop-
ment of the DM domain from the developer perspective. The tasks consist
of requirements management, test data acquisition, method development,
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Figure 4.4: Interactions between data mining application issues from the
user perspective.

method and tool verification and tool maintenance. The directly involved
persons are analysis experts and tool developers. The technology consists
of models, methods, algorithms, DM tools and environments, programming
languages and environments, software components, data collection and stor-
age solutions, legacy data management and reporting solutions, graphical
user interface solutions and, finally, of the analysed network and hardware.
The structure contains tool users, domain experts, decision makers, and
software tool, component and platform vendors.

Figure 4.4 shows the model from the user perspective. The essential
tasks — making decisions in different types of situations — are related
to network operation and development. Such tasks include, for example,
configuring a new network segment, optimising the services in some cells
or fixing acute and critical faults. The technology component consists of
numerous items of the application domain and the monitored network, its
structure and parameterisation. Data mining methods are seen as technol-
ogy embedded in domain-specific tools. From the user’s perspective, these
tools should be integrated to the legacy data management and reporting
solutions that still offer the major functionality of the monitoring system.
From the user perspective, the structure contains analysis experts, tool
developers, customers and competitors.

These two contrasting views are interdependent. For example, the tech-
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nology component of the user view is linked with the task component of
the developer view as the developed methods and tools are the key results
that are used by the users. Furthermore, the analysis experts and tool de-
velopers of the persons component in the developer view can be modeled
to be in the structure component of the user view, and vice versa.

The non-trivial interdependence between the two views is a reason for
conflicts since the needs of developers and users are contradictory [124]. For
example, from the user point of view the tools should make the execution
of simple network analysis tasks very fast whereas from the developer point
of view the tools should be easy to implement and maintain.

The successful exploitation of DM tools requires understanding of the
requirements set for the tools from the user point of view. If those re-
quirements are not met, then the users very easily just do not use the new
technology but stick with the existing solutions and their direct enhance-
ments.

When users are selecting their tools, they set requirements for the pos-
sible candidates. For applications in industrial production these require-
ments are quite strict and technological excellence is only one aspect in
the selection process. Other requirements are set for understandability, in-
tegrability, effectiveness, continuation of development, guaranteed support
and maintenance, and so on. If these requirements are not met by the tool
and its provider, the method or tool might be abandoned without a second
look at its technological achievements.

In the diamond model of user environment, data mining tools are in-
cluded in the technology component. To understand how other interrelated
components of the model affect the acceptability of new technologies like
data mining, we study the connections between them and the technology
component in the user view. These are connections between

• technology and persons,

• technology and tasks, and

• technology and structure.

4.4.1 Technology and persons

Persons who use DM in operator organisations can be, e.g., technicians, top
level domain experts or top managers with a lot of experience in the busi-
ness. A common factor among all of them is that they are typically skilled
in what they are doing, namely in running telecommunications networks.
They probably do not know too much about statistics or data mining.
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This sets a requirement for any proposed tool or method: it must pro-
vide results using the terminology and semantics of the application domain.
For example, pure statistical figures without a good explanation about what
causes them and what they tell an analyst are not necessarily understand-
able for a domain expert. In other words, the tool provider has to attach
a semantic interpretation in application domain terms to each statistical
figure used.

As observed, experts are willing to assist in the development and adopt a
planning tool if it provides immediate and accurate results to them already
during the development period [124]. This is most probably true also with
any DM tool. This is essential, since without the domain knowledge that
the experts provide, the developer is not able to do the needed semantic
localisation of the tool to the application domain. If the method is easy
to understand and provides accurate results, experts will use it to assist
them in their daily tasks, to play around with it and provide the semantic
connection by themselves. This will also require a good user interface for
the method.

4.4.2 Technology and tasks

DM tools

In network operation there are plenty of different tasks with different time
constraints. The most urgent task is to fix critical faults that disturb the
communications of a large number of mobile phones. These faults are
monitored and, if detected, analysed on-line 24 hours per day. Less critical
faults are analysed in priority order based on daily fault and performance
reports. Every now and then the operator personnel go through the whole
network in order to detect cells that are not working optimally.

For all of the above-mentioned analysis tasks the operator has numerous
monitoring and reporting tools that follow up different parts and functions
of the network. Any DM tool is an enhancement for the existing tools. They
should assist the persons in their tasks, which they are used to perform
based on the information provided by the existing tools. These tools are
typically tightly linked to different management applications, with which
the operators tune and fix the network remotely. This setup requires proper
input and output interfaces to the new enhancements, which have to be
integrated to the existing infrastructure.
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Network structure

The structure and parameterisation of the network evolves constantly.
Quite a large number of cell configurations — e.g., one percent out of
thousands of cells — are updated on a weekly basis. This sets a challenge
for the personnel: the so-called normal or optimal value ranges of several
indicators derived from a cell or a BSC group are constantly changing.
These changes have to be identified from the measurement value series and
verified against domain knowledge.

4.4.3 On-line exploration vs. off-line DM

The shortest decision-making loops have been automated. There are closed
control loops that monitor one or more indicator time series and adjust
process parameters as a response to the incoming data. For these control
functions the DM applications can provide information about the effects of
different traffic and configuration combinations. This information can be
extracted off-line either from a history data set or a simulated laboratory
data set.

Another natural target for support are strategic decisions, which are
based on data and information in various formats coming from several
different sources. Analysis of this information closely resembles a classical
KD process, where also analysis experts are involved.

Probably the hardest target for decision support are the tactical and
short-term strategic decisions, where the time to make the decision is lim-
ited, the problem occurs either very seldom or is totally new and for which
no analysis expert is available. In these tasks the DM tools have to be so
easy to use that a domain expert is able to quickly extract the necessary
information by himself. There is no room for iteration or full-scale data
exploration, but in spite of that the analysis has to be well focused and
straightforward to use.

4.4.4 Technology and structure

Analysis experts

One of the most critical differences between the developer and user views
is in the role of analysis experts. They are DM experts that develop the
methods used. In the developer view they are in the persons component.
This means that they are available inside the organisation and actively
taking part in different tasks.
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In the user view, analysis experts are in the structure component. They
are not part of the organisation using the tools and methods but rather ex-
ternals, probably personnel of a tool provider or some consulting company.
This makes them temporary options for any continuous analysis task. They
might be used for giving training in the roll-out phase of a tool, but later
it is usually an expensive option to use constant consultations.

Legacy solutions and Competitors

A basis for all the operator organisation acquisitions is the amount of ex-
pected utility. The utility can be in a form of more effective operations
and cost savings, improved product quality, new and impressive services
and so on. If it is possible to manage the business with the old existing
infrastructure and the expected advantage that could be gained with the
new solutions is less than what is required to update the old system and
maintain the new one, then the acquisition will not be made. For example,
if updating the legacy solution would require re-programming some of the
central building blocks of the existing system and thus re-testing and de-
bugging of all the solutions depending on it, the expected utility gain has
to be very large before the organisation is willing to consider taking the
risk of updating the system.

One element in the structure component — competitors — is the source
for the need to upgrade operation solutions. If competitors are able to
achieve lower maintenance costs by using more efficient analysis tools, this
probably drives the organisation towards considering them. Otherwise, if
their running costs are higher than those of the competitors, it will mean
losing profits in the long run.

4.5 Summary of requirements

With knowledge discovery tasks in mind, I derived requirements that the
network operator organisation and infrastructure set for data mining and
knowledge discovery tools and methods. Below is a list of identified re-
quirements.

• Application domain terminology and semantics used in user interface
(Sections 4.4.1 and 4.4.4)

• Immediate, accurate and understandable results (Section 4.4.1)

• Easy-to-use methods (Sections 4.4.1 and 4.4.4)



• Interfaces and integrability towards legacy tools (Section 4.4.2)

• Adaptability to process information (Section 4.4.2)

• Use of process information (Section 4.4.2)

• Efficiency and appropriate execution time (Section 4.4.3)

• Reduced iterations per task (Section 4.4.3)

• Easy to learn (Section 4.4.4)

• Increases efficiency of domain experts by reducing time spent per task
(Section 4.4.4)

These requirements have been guidelines when we have developed the meth-
ods presented in the following chapters of this thesis. The most essential
requirement can be summarised as a need to support domain experts in
their own language.

The TASA system fulfilled some of these requirements. It provided un-
derstandable results in feasible time and was relatively easy to use. It also
had an interface to legacy tools that provided the source data. However,
it also had some drawbacks: it was not able to adapt to any other pro-
cess information, the use of it required understanding of probabilities and
statistical concepts, it had several tens of parameters, it required iteration
and lacked ability to collect history information and adapt to it.



Chapter 5

Comprehensive Log Compression
(CLC)

Log file analysis is a part of many system state identification sub-tasks of
tactical decision-making in telecommunications network operation. It is
often very tedious to do. In many cases the logs are huge and filled with
constantly re-occuring entries or entry patterns.

When results of the TASA system (Section 3.2.4) were evaluated by do-
main experts, it appeared that an expert did not want to know all associa-
tion rules of the instances of frequently occurring entries or entry patterns,
but he rather wanted to filter the most frequent entries away. Frequent
patterns capture information in these repetitive entries. The Comprehen-
sive log compression (CLC) method uses frequent patterns to summarise
and remove repetitive entries from log data [55]. This makes it easier for a
human observer to analyse the log contents.

5.1 Overview of the method

Automated filtering of uninteresting log entries is used, for example, in
alarm correlation. It is based on pre-defined knowledge about correlations
and importance of events. Before the system is usable, the operator has
to acquire and define this knowledge and also continuously maintain it.
The TASA system was designed to support knowledge acquisition for this
automated decision-making.

As was described in Section 3.2.4, frequent episodes and association
rules can be used to assist in defining rules for an alarm-correlation engine.
This is possible since the set of alarm types is well defined and known. Each
type has a semantic interpretation in a network domain and an attached
representative, like a number or a constant alarm text.

The same method can not be applied to the maintenance and security
logs as such. In these logs, the set of event types is much larger, some
of the event types are unknown and new types keep appearing, when new
components are added to the network. In some cases, for example, in
firewall data, it can be difficult or even impossible to attach a unique type
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Figure 5.1: The CLC method creates a summary of a log and removes
summarised entries.

to an entry.
The method that addresses this kind of changing data set, can not rely

on a pre-defined knowledge base only. The maintenance of such knowledge
would be too tedious. Instead, the method must rely on the data itself as
much as possible. The method can not provide deep semantic interpreta-
tions since it is able to extract only statistical and syntactic information
from data. With such information, however, the method can support a
network expert to do the required semantic interpretations.

The CLC method dynamically characterises and compresses log data
before it is shown to a human observer. The idea of the method is depicted
in Figure 5.1. The CLC method analyses the data and identifies frequently
occurring value or event type combinations by searching for frequent pat-
terns from the data. The set of closed frequent patterns is presented as a
summary of the log. Log entries that contain a closed set are hidden or
removed from the log and only the remaining entries are shown to the user
as a compressed log A′

The CLC method does not need any prior knowledge about the domain
or the events. For example, no predefined patterns or value combinations
are needed.

Making the summaries of the data benefits an expert in many ways. The
frequent patterns included in the summary capture a lot of information.
The information can include statistical factors — like how many entries
contain the pattern — and descriptive factors — like when the first entry
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including the pattern appeared and how long these entries kept coming.
It is also possible to compute information about the value distributions of
those fields, which were not included in a pattern. This is useful, since
when there is a massive burst of some event, for example, 100,000 entries,
the operator is not interested in each individiul entry but the description
of the whole set. On the other hand, when such bursts are removed from
the log, other details, which were hidden between removed entries, become
visible.

For example, beside user activity a firewall logs connections made by
network elements and the network management system. In some firewalls
most of the entries are caused by the system itself. Such entries typi-
cally contain plenty of repeating information with strongly correlated field
values. Such entries can be effectively summarised by the CLC method.
These summaries should reveal information, which is in line with other
performance and log data collected from the network.

5.2 Formalisation

Definitions for frequent sets, closures and closed sets were given in Sec-
tion 3.2.1. Those definitions have to be augmented with concepts that are
needed for CLC. These concepts include notions of coverage and perfectness
and the corresponding itemset constraints.

There are at least three possible measures that can be used to sort the
patterns: frequency, i.e., on how many entries the pattern exists in a data
set; perfectness, i.e., how perfectly the pattern covers its support set; and
coverage of the pattern, i.e., how large a part of the database is covered
by the pattern. Coverage balances the trade-off between patterns that are
short but whose frequency is high and patterns that are long but whose
frequency is lower.

Definition 5.1 (coverage) The coverage of an itemset S in a log r is
defined by cov(S, r) = freq(S, r) · |S|, where |.| denotes the cardinality of
the itemset S.

Definition 5.2 (perfectness) The (relative) perfectness of an itemset S
in a log r is defined by perfr(S, r) = cov(S, r)/

∑
e∈supp(S,r) |e|, where |e|

denotes the cardinality of log entry e.

If the cardinality of all the log entries e ∈ r is constant |e|, then
perfr(S, r) = cov(S, r)/(freq(S, r) · |e|) = |S|/|e|.
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Definition 5.3 (minimum coverage) Given an itemset S, a log r, and
a coverage threshold κ ∈ [1,

∑
e∈r |e|], the minimum coverage constraint is

defined as Cmincov(S, r) ≡ cov(S, r) ≥ κ. Itemsets that satisfy Cmincov are
called covering in r.

Definition 5.4 (minimum perfectness) Given an itemset S, a log r,
and a (relative) perfectness threshold πr ∈ [0, 1], the minimum perfectness
constraint is defined as Cminperf(S, r) ≡ perfr(S, r) ≥ πr. Itemsets that
satisfy Cminperf are called perfect in r.

If the cardinality of all the log entries e ∈ r is constant |e|, then the
minimum perfectness threshold can be specified as an absolute size of a
pattern: π ∈ {0, 1, . . . , |e|}, or as a difference from the entry size πd ∈
{0, 1, . . . , |e|}. Thus the minimum perfectness constraint can be equally
defined as Cminperf(S, r) ≡ |S| ≥ π, or Cminperf(S, r) ≡ |S| ≥ (|e| − πd)
correspondingly.

Definition 5.5 (filtering pattern) A closed set S is a filtering pattern if
it satisfies constraint Cfilt, where Cfilt(S, r) ≡ Cminfreq(S, r) ∧ Cmincov(S, r) ∧
Cminperf(S, r).

Definition 5.6 (summary) A summary FF of log r is the set of its fil-
tering patterns, i.e., FF = {S | Cfilt(S, r)}.

An algorithm for finding the summary FF of log r is given in Figure 5.2.
The algorithm first computes the collection of closed frequent sets CFS
(Line 1) from the log r. The summary FF is then the set of filtering
patterns (Line 2) filtered from CFS by applying the constraint Cfilt.

If a filtering pattern S is a specialisation of a more general filtering
pattern T , i.e., T ⊂ S (Line 5), then the support of S is a subset of the
support of T . Thus S would not filter out any entries that T would not
already remove and S can be removed from the summary (Line 6). However,
S is a specialisation of T and this relation could be recorded to be used by
a tool to browse the summary.

The algorithm compresses the original log r by removing log entries that
are in the support of any of the filtering patterns (Line 8). This is called
data reduction. The algorithm outputs the summary FF and the uncovered
entries of log r, denoted with runcovered.

Figure 5.3 provides a sample of frequent sets extracted from the data
introduced in Figure 2.10 on page 15. The first number in the row gives
a unique reference of a frequent set and the last number its frequency. In
Figure 5.3, the last two patterns (Frequent sets 14 and 15), which contain
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Input: Log r, frequency, coverage and perfectness thresholds γ, κ, πr

Output: Summary FF and uncovered entries runcovered of log r,

1. Find the collection CFS of closed frequent sets w.r.t. the frequency
threshold γ

2. Select summary FF = {S | S ∈ CFS ∧ Cfilt(S, r)} w.r.t. the coverage
threshold κ and the perfectness threshold πr

3. For all S ∈ FF do
4. For all T ∈ FF \ {S} do
5. if T ⊂ S then
6. FF = FF \ {S}
7. fi
8. runcovered = {e ∈ r | � ∃S ∈ FF such that S ⊆ e}
9. output FF, runcovered

Figure 5.2: An algorithm for Comprehensive Log Compression.

...

5 {Destination:123.12.123.12, SPort:xx, Service:a_daemon, Src:B1} 10283

6 {Destination:123.12.123.12, Proto:tcp, Service:a_daemon, Src:B1} 10283

7 {Destination:123.12.123.12, Proto:tcp, SPort:xx, Src:B1} 10283

8 {Destination:123.12.123.12, Proto:tcp, SPort:xx, Service:a_daemon} 10283

9 {Destination:123.12.123.13, SPort:xx, Service:a_daemon, Src:B1} 878

10 {Destination:123.12.123.13, Proto:tcp, Service:a_daemon, Src:B1} 878

11 {Destination:123.12.123.13, Proto:tcp, SPort:xx, Src:B1} 878

12 {Destination:123.12.123.13, Proto:tcp, SPort:xx, Service:a_daemon} 878

13 {Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 11161

14 {Destination:123.12.123.12, Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 10283

15 {Destination:123.12.123.13, Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 878

...

Figure 5.3: A sample of frequent sets extracted from a firewall log.

five attributes each, have five subpatterns (Frequent sets 5 – 8 and 13,
and Frequent sets 9 – 13). Figure 5.4 gives the corresponding closed sets.
Let us assume that they all satisfy the constraint Cfilt and they are initially
included to the summary. However, closed sets 14 and 15 are specialisations
of set 13 and thus linked to it according to inclusion lattice and removed
from the summary. Only the set 13 is finally a filtering pattern.

There are several algorithms [55] that can be used for finding closed sets
(Figure 5.2, Line 1). We have adopted a solution that first finds so-called
frequent free sets and then produces their closures [13, 14]. This is efficient
since the freeness property is anti-monotonic, i.e., a key property for an
efficient processing of the search space. Also, if compared to Apriori-like
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13 {Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 11161

14 {Destination:123.12.123.12, Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 10283

15 {Destination:123.12.123.13, Proto:tcp, SPort:xx, Service:a_daemon, Src:B1} 878

Figure 5.4: A sample of closed sets extracted from a firewall log.

Table 5.1: Three selected frequent sets found from a firewall log.
No Destination Proto SPort Service Src Frequency

1. * tcp xx a daemon B1 11161
2. 255.255.255.255 udp xx 1234 * 1437
3. 123.12.123.12 udp xx B-dgm * 1607

algorithms [4], with this algorithm it is possible to minimise the number of
data base scans [126, 12].

Furthermore, other condensed representations have been proposed [25]
including the δ-free sets [33], the ∨-free sets or the Non Derivable Itemsets
[14, 23, 24]. They could be used in even more difficult contexts (very dense
and highly-correlated data). Notice however, that from the end user’s point
of view, these representations do not have the intuitive semantics of the
closed sets.

5.3 CLC usage scenarios

An example of the summary created by the CLC method from a firewall
log can be seen in Table 5.1. It shows three patterns with high frequency
values in the firewall log introduced in Figure 2.10 on page 15. The union of
the supports of these patterns covers 91% of the data in the log. The fields
marked with ’*’ do not have a value in the pattern and match all values in
the data. For example, in Table 5.1 the field ’Destination’ of Pattern 1 gets
two different values on entries matched by it. These values are included in
the specialisations of the corresponding closed set of Pattern 1 (Figure 5.4,
Closed sets 14 and 15). The supports of the specialisations fully cover the
support of Pattern 1.

In Table 5.2 the filtering pattern, Pattern 1, has been expanded by
showing its specialisations as patterns 1.1 and 1.2. In a graphical browser,
the patterns could also be drawn as nodes with appropriate connections.

A filtering pattern or its specialisation can be linked to its support
set in original log r. The link can be implemented, for example, as a
query, which fetches the support of the pattern. For example, a query for
Pattern 2 of Table 5.1, would fetch entries that include field-value pairs
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Table 5.2: The most covering pattern expanded to show its subpatterns.
No Destination Proto SPort Service Src Frequency

1. * tcp xx a daemon B1 11161
— 1.1. 123.12.123.12 tcp xx a daemon B1 10283
— 1.2. 123.12.123.13 tcp xx a daemon B1 878

2. 255.255.255.255 udp xx 1234 * 1437
3. 123.12.123.12 udp xx B-dgm * 1607

Destination:255.255.255.255, Proto:udp, SPort:xx, and Service:1234. The
answer contains 1437 entries, which could be analysed further. For example,
an expert might want to know the values in field Src and their frequencies
in the answer and in the whole database.

An objective of the CLC method is to select the most informative pat-
terns as starting points for navigating the log and its summary. What the
most informative patterns are depends on the application and the task at
hand. The filtering patterns are informative in the sense that they repre-
sent large amounts of entries and can be used to provide information about
value distributions of varying fields in these entries. For example, a port
scan might be captured by a closed set containing quite a lot of constant
information, e.g., the source address in the Source field and label ”rejected”
in the status field. The entries in the support set of the port scan closed
set contain varying values in field DPort, i.e., the destination port. These
values cover the numbers of ports in the destination computer.

On the other hand, entries that are left to the compressed log, are
possible signs of single anomalous or intrusive events and may be interesting
as such. For example, if the values of field DPort in the entries in the
support of the closed set related to a port scan do not contain all the port
numbers, and if in the compressed log there is an entry that contains the
same source address, the label accepted and one of the missing port numbers
in field DPort, it might be an indication that the scan found an open port.
In such a case, an expert should verify whether there is any more traffic
between the port scan source and the server where the open port was found.

The summary may contain several patterns, whose supports overlap.
Some of the supports of such patterns may be even totally covered by the
others, and the redundant patterns could be removed without affecting the
compression. The set of filtering patterns is not further optimised with
respect to its size or coverage; all the filtering patterns found are included
in the summary for browsing. The optimisation would be possible but
tedious due to constraints that are applied in computation of frequent sets.
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Minimum coverage and perfectness seem to be useful constraints to find
good and informative filtering patterns for log summaries. The supports of
selected patterns must be large to achieve good filtering effectiveness and
the selected patterns must be perfect to be understandable for an expert
and to lose as little information as possible, when the pattern is applied
in filtering. If the perfectness of the pattern is 100%, it does not lose any
information.

Selection of the most informative sets can also be based on the opti-
mality with respect to coverage. It is possible that an expert wishes to see
only the n most covering patterns or most covering patterns that together
cover more than m% of the data. Examples of optimality constraints are
considered in [139, 140].

5.4 Experiments

5.4.1 Experiment objectives

The purpose of these experiments is to evaluate the performance of the
CLC method. The evaluation addresses the following questions:

• Is it possible to obtain useful results with the CLC method?

• How robust is the CLC method — or is it sensitive to parameter
values or their combinations?

• How do changes in individual parameters affect the performance?

• How good are the results compared to some simpler alternative?

• How fast is the algorithm and how do different factors affect running
times?

• How usable is the algorithm from the end user’s point of view?

5.4.2 Method evaluation criteria

To evaluate CLC compression power experimentally, I define indicators to
describe the size of the output. The output consists of a summary — i.e.,
the set of filtering patterns — and entries that are not covered by any of the
filtering patterns. The indicators count patterns and entries in the output
and make those relative by comparing them to the size of the original log.
The relative result size allows comparison of results between data sets and
throughout the experiment series.
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Definition 5.7 (size of summary) The size of summary FF is |FF|, the
number of filtering patterns in FF.

Definition 5.8 (support of summary) The combined support of sum-
mary FF of log r is defined as SSupport(FF, r) = {e e ∈ supp(S, r) for any
S ∈ FF}.

Definition 5.9 (uncovered entries) The set of uncovered entries
runcovered of log r with summary FF is defined as runcovered = {e ∈ r e �∈
SSupport(FF, r)} = r \ SSupport(FF, r). The number of uncovered entries
is |runcovered|.

Definition 5.10 (result size) ) Given a log r and summary FF produced
by CLC for r, the result size is size(FF, r) = |runcovered|+ |FF|. The relative
result size is rsize(FF, r) = size(FF, r)/|r|.

In the compression phase of CLC, the algorithm removes all the entries
that are in the support of some of the filtering patterns in the summary.
If the largest of such filtering patterns does not include some field : value
items of a removed entry, then information related to such items is lost.
This is measured with information loss. A definition of maximal cover of
an entry is used to formally define information loss.

Definition 5.11 (maximal cover) The maximal cover of an entry e by
summary FF is defined as maxCover(e,FF) = max(|S| S ∈ FF ∧ S ⊆ e).

Definition 5.12 (information loss) The information loss of CLC, with
respect to given log r and its summary FF, is defined as iloss(FF, r) =
(
∑

e∈SSupport(FF,r)(|e| − maxCover(e,FF)))/
∑

e∈r |e|.

5.4.3 Method parameters

The CLC method requires three parameters: thresholds for frequency, cov-
erage and perfectness. A pattern is included in the summary only if it fills
the corresponding three minimal constraints. Possible value ranges for the
thresholds are

• Frequency threshold γ ∈ {1, 2, . . . , |r|},

• Coverage threshold κ ∈ {1, 2, . . . ,
∑

e∈r |e|}, and

• Relative perfectness threshold πr ∈ [0, 1].
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...

56773;6May2000; 0:00:15;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC2;123.123.123.123;udp;;;;;;;;;;;

56774;6May2000; 0:00:38;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC18;123.123.123.123;udp;;;;;;;;;;;

56777;6May2000; 0:01:27;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC19;123.123.123.123;udp;;;;;;;;;;;

56779;6May2000; 0:02:18;eth-s2p1c0;fw.xyz.com;log;accept;ser2;ABC2;123.123.123.123;udp;;;;;;;;;;;

56780;6May2000; 0:02:40;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC2;123.123.123.123;udp;;;;;;;;;;;

56781;6May2000; 0:02:59;eth-s2p1c0;fw.xyz.com;log;accept;serABC;ABC10;255.255.255.255;udp;;;;;;;;;;;

56782;6May2000; 0:03:01;eth-s2p1c0;fw.xyz.com;log;accept;serABC;ABC18;255.255.255.255;udp;;;;;;;;;;;

56783;6May2000; 0:03:21;eth-s2p1c0;fw.xyz.com;log;accept;abc_daemon;ABC10;321.321.321.321;tcp;;;;;;;;;;;

56784;6May2000; 0:03:21;eth-s2p1c0;fw.xyz.com;log;accept;abc_daemon;ABC10;321.321.321.321;tcp;;;;;;;;;;;

56786;6May2000; 0:04:26;eth-s2p1c0;fw.xyz.com;log;accept;ser3;ABC2;123.123.123.123;udp;;;;;;;;;;;

56787;6May2000; 0:04:31;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC2;123.123.123.123;udp;;;;;;;;;;;

56790;6May2000; 0:05:35;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC12;123.123.123.123;udp;;;;;;;;;;;

56794;6May2000; 0:07:43;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC10;123.123.123.123;udp;;;;;;;;;;;

56795;6May2000; 0:08:19;eth-s2p1c0;fw.xyz.com;log;accept;ser3;ABC18;123.123.123.123;udp;;;;;;;;;;;

56796;6May2000; 0:08:28;eth-s2p1c0;fw.xyz.com;log;accept;ser1;ABC12;123.123.123.123;udp;;;;;;;;;;;

56798;6May2000; 0:08:59;eth-s2p1c0;fw.xyz.com;log;accept;serABC;ABC10;255.255.255.255;udp;;;;;;;;;;;

56799;6May2000; 0:09:01;eth-s2p1c0;fw.xyz.com;log;accept;serABC;ABC18;255.255.255.255;udp;;;;;;;;;;;

...

Figure 5.5: An example of test data.

If the number of fields, i.e., cardinality of entries, is constant throughout
a log, then the coverage threshold κ ∈ {1, 2, . . . , |r| · |e|} and the absolut
perfectness threshold π ∈ {0, 1, . . . , |e|}. In the test data the number of
fields changes over time between daily logs but it is constant in each log file.
In the following experiments perfectness threshold is given as a minimum
size of a filtering pattern π or as a maximum difference from the size of the
entry πd. For example, in a case where the entry size is 21 and at least
19 field : value pairs are required for filtering patterns, the perfectness
threshold can be given in one of the forms π = 19 (absolute), πr = 90%
(relative) or πd = 2 (difference).

5.4.4 Datasets

The performance of CLC was experimentally evaluated with firewall log
sets. Firewall log data was chosen as a test data for many reasons: There
is plenty of data, the data is recorded for human experts, the data contains
deterministic value combinations and the data needs to be stored for and
analysed after a longer time period.

Firewalls have been protecting all business domains for a decade and
personal firewalls are also spreading to home computers. In an enterprise,
firewalls also separate network segments which are used for different pur-
poses like factory network, research networks and financial networks. Each
firewall produces thousands or even millions of log entries per day. This
data needs to stored, for example, for after-the-fact analysis purposes, if a
security incident takes place.

Figure 5.5 gives an anonymised sample slice of the data. Each data
entry contains fields like entry number, date, time, interface, origin of the
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Figure 5.6: Daily log entry frequencies of data from small firewall.

entry, type, firewall action, attended service, packet source, packet desti-
nation, used protocol, and so on. The logs were dumped from a Firewall-1
proprietary database to ASCII files where the fields were separated by semi-
colons. As can be seen in Figure 5.5, there can be several fields that are
empty. Different firewall rules and actions log different fields.

Each firewall log entry contains several values, which can be determin-
istically connected via firewall and system parameters. For example, in
Figure 5.5, there is a functional dependency of attended service and pro-
tocol used. However, this does not apply in general, because the service
might use several protocols, depending on its operation. Moreover, these
dependencies change over time since system parameter values and firewall
rules are changed.

Many of the attacks against information systems, especially the most
interesting and dangerous ones, are unique. They take advantage of previ-
ously unknown vulnerabilities in the system. Therefore firewalls are often
configured to store all the possible data in detail.

I evaluated the methods developed in this work with two data sets from
two separate firewalls.

The first one, called small firewall data or small data, was recorded
by a firewall protecting a small research network used for testing network
applications. The data contains all entries collected during one month. The
data has been divided into files, one file per day. Figure 5.6 depicts the
number of entries per day. As can be seen, most of the time the number of
entries is in the range from 5000 to 6000. Exceptional activity has occured
during days 10, 11 and 12. The maximum frequency has been achieved on
day 11 and is 15, 587. There have also been some low-activity days where
the frequency has been under 4000 entries.
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Figure 5.7: Daily log entry frequencies of data from large firewall.

The other data set, called large firewall data or large data, was generated
by a set of firewalls guarding an enterprise network. If compared to the
small firewall data, the volume and heterogeneity of traffic was much larger.
This can be seen in Figure 5.7. The number of entries per day ranges from
77,674 to 1,119,850. The activity has a strong weekly cycle. It is lower on
weekends (days 2, 3, 9, 10 and so on) and higher throughout working days.

In the large data set, the entries have similar fields to the small data
set (Figure 5.5). However, each field has a much larger variety of values,
and in general there are no systematically empty fields. Here, the volume
and heterogeneity of the data challenge the CLC method and therefore the
large data set is used as a stress test for the method.

5.4.5 Example of performance

The experiments begin by ensuring that the method works at least in some
cases. First the CLC method is applied with a reasonable parameter com-
bination to both data sets and results are evaluated.

For the small data set the following threshold values were selected:

• Frequency threshold γ = 100 — If a pattern occurs four times an hour
on an average, it is so frequent that it is included into a summary.

• Coverage threshold κ = 5000 — If the pattern has 20 items it has to
occur in 250 entries to be included into a summary. Correspondingly
for a pattern of 10 items occurences in 500 entries and a pattern of 5
items occurences in 1000 entries are required.

• Perfectness threshold π = 19 — In small firewall data the threshold
value lets values in two fields to be left open in filtering patterns.
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Figure 5.8: Relative result sizes (a) and the number of uncovered entries
(b) of the small data set compressed with γ = 100, κ = 5000 and π = 19.

In all of these experiments, I have left out fields for the entry number
and entry time. By definition they are changing so that they will not
be included in the frequent sets. Leaving them out makes the algorithm
execution more efficient.

The relative result sizes of daily data in small data set are depicted
in Figure 5.8(a). The average relative result size of daily data files is 7%,
the lowest is 1% and the largest 23%. The method compresses days 10, 11
and 12 quite effectively also in terms of uncoverd entries (Figure 5.8(a)).
These days contain the peak in the number of log entries. The log entry
burst is caused by a misconfigured or broken process. It causes the firewall
to record more than 500 almost identical entries in an hour. After CLC
identifies and removes those entries, the rest of the data is quite similar to
all the other days.

All the summaries except one contain just 3 or 4 filtering patterns (not
shown). The only exception is the summary of day 31, which contains
only one filtering pattern. The number of uncovered entries is depicted
in Figure 5.8(b) Interestingly, when the entries covered by the summaries
have been removed, the weekly activity cycle can be seen. The weekend
days (6 and 7, 13 and 14 and so on) have fewer uncovered entries left in the
data. A clear exception to this is Sunday the 21st, for which the relative
result size was also the worst. This is due to an efficiently distributed port
scan, in which not only the scanned port is changing, but it is implemented
by several tens of IP addresses in different parts of internet address space.
CLC does not summarise it with perfectness threshold π = 19 since there
are more than two varying fields in these entries. However, it is clearly
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Figure 5.9: Number of uncovered entries of the large data set compressed
with γ = 100, κ = 5000 and πd = 2.

visible in the result for a human observer. Similar kinds of attacks can also
be found in logs of days 4, 12 and 17, each of which has more than 700
uncovered entries.

Corresponding experiments were carried out also with the large data
set. The relative result sizes of the large data set (not shown) comply with
those of the small data set. The average relative result size of the large data
is 7% and the range is [3%, 15%]. Again the most effective compression is
achieved on those days (4, 6, 12, 21 and 28) that contain a peak in the
number of log entries. The reason for the peaks is partly the same as in
the small data, i.e., a misconfigured or broken process. However, in each
peak there are also signatures of prevented attacks.

As with the small data, the uncovered entries reveal a weekly cycle
in the logging activity, which reflects the user activity in the monitored
network (Figure 5.9). The CLC results of the large firewall data with these
parameters contain more than 10, 000 uncovered entries. However, the set
of uncovered entries still contains regularities that could be summarised
with patterns by setting the thresholds lower. The effects of parameter
values will be evaluated shortly.

5.4.6 Robustness of the CLC method

For practical applications it is important that the method always returns
some results, even with an arbitrary parameter value combination. How
CLC copes with this requirement is studied by executing CLC with param-
eter combinations that cover the possible value ranges.

The possible parameter ranges were defined in Section 5.4.3. In the case
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of the small data set, the selected parameter values were

• Frequency threshold γ ∈ {1, 10, 50, 100, 1000},

• Coverage threshold κ ∈ {1, 100, 500, 1000, 5000, 10000, 20000, 50000},
and

• Perfectness threshold π ∈ {1, 15, 17, 19, 20, 21}.
The method was executed with all the parameter value combinations on
each file. There were 7812 test runs altogether. In daily files there were
9 − 11 entry fields which had constant values and 8 − 10 fields which had
several values. The time and entryId fields were left outside the analysis.

All the test runs returned with some results. At worst the method
could not find any filtering patterns or it found few very short ones, which
removed all the entries but represented only a small part of the informa-
tion that the entries contained. Figure 5.10 shows the relative result sizes
(Definition 5.10) for all the 7812 runs as a function of the three parameters.

The relative result size as a function of the frequency threshold is de-
picted in Figure 5.10(a). The average relative result size is around 20%
with low frequency values. From there, the average increases and almost
doubles at 1000. The number of filtering patterns drops since the relative
frequencies then are very high. A common data file size in the small data
is around 5500 entries. In a set of that size, if an item frequency is more
than 100 it occurs in 2% of the entries and if it is 1000, in 20% of the en-
tries. With such a threshold there are only short frequent patterns, which
— in most test cases — are pruned from the summary by the perfectness
threshold.

The median of the relative result size of all experiments grouped by
the frequency threshold is significantly lower than the average. Since the
data points contain results of all the possible threshold value combinations,
the results of unreasonable parameter value combinations are included and
degenerate the average.

As was said earlier, the coverage and frequency thresholds are closely
related. With small coverage thresholds the average relative result size is
around 10% (Figure 5.10(b)). When the threshold is increased to 5000, the
relative result size begins to climb up fast. Coverage threshold value 5000
corresponds to frequency threshold value 263 with perfectness threshold 19.
Test cases executed with large coverage threshold values are the main reason
for the large difference between median and average of results grouped by
the frequency or the perfectness threshold.

With regard to perfectness, the best compression is achieved when the
threshold is low (Figure 5.10(c)). This is because the algorithm is then
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Figure 5.10: Relative result sizes of all the test runs of the small data set as
a function of the frequency (a), coverage (b) and perfectness (c) thresholds.

allowed to select short filtering patterns to the summary. This kind of
pattern easily represents a large part of the data. For example, a set of
three simple filtering patterns each including only one item {protocol :
udp}, {protocol : tcp}, {protocol : html}, would filter away most of the
entries from almost any firewall log. Such a summary is not informative. A
human observer can not get any idea of what has happened in the firewall.

The large data set was then analysed with parameter value combinations
which covered the ranges of frequency and perfectness thresholds. Based
on the results with the small firewall data (Figures 5.10(a) and 5.10(b))
the effect of coverage threshold correlates with the effect of the frequency
threshold. Therefore, the coverage threshold was left out from the tests by
letting its value be constantly κ = 1.

• Frequency threshold γ ∈ {50, 100, 500, 1000, 5000, 10000, 50000,

100000},
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• Coverage threshold κ = 1, and

• Perfectness threshold πd ∈ {6, 4, 2, 0}.

Because the entry size varies from day to day in the large data set, it is
more useful to give the perfectness threshold as the distance from the full
entry size.

The frequency threshold values start from 50. This is quite low
compared to the size of the data files. It varies in relative range
[0.004%, 0.064%]. (Correspondingly, the absolute frequency threshold 1
of small data was in relative range [0.006%, 0.029%].) Smaller thresholds
would have represented only small fragments of the data and they would
probably have required quite long execution times. The algorithm searching
for frequent closed sets is inherently sensitive to low frequency thresholds
which often exponentially increase the amount of frequent sets found.

The method was executed with all the parameter value combinations
for each file. In total there were 992 test runs. The time and entryId fields
were again left out from the analysis. In daily files there was only one entry
field which had a constant value.

As in the case of the small data set, all the test runs returned with some
results. The results were well in line with the small data set (Figure 5.11).
When the frequency threshold was high, the method lost much of its com-
pression power that it had with small frequency threshold values. On the
other hand, with frequency threshold γ ≤ 500 and perfectness threshold
πd ≥ 2, the average relative result size is less than 10.5%.

When the perfectness requirement was loosened, the method produced
better compression results. An interesting step in improvement of relative
result size can be seen when the perfectness is released from πd = 0 to
πd = 2. The average relative result size drops even with large frequency
threshold values from 100% to 40%. A reason for this is that the method
identifies in this data set a small pattern set representing filtered snmp
traffic. The frequency of these entries is more than one entry in a second
and they represent a significant fraction of entries.

As a conclusion, the method appeared to be robust with respect to the
data sets used. It was nearly always able to provide some kind of summary
and reduction of data. At worst, when the frequency or coverage thresholds
were high, the method could not find filtering patterns and did not achieve
any compression. The execution times were decent and the laptop used had
no difficulties of any kind to handle the processes. Only when the frequency
threshold was set low, the execution time increased remarkably. Execution
times and memory usage are discussed in more detail in Section 5.4.9.
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Figure 5.11: Average relative result sizes of the large data set as functions
of the frequency threshold with different perfectness threshold values (πd)
given as difference from the full entry.

5.4.7 Effects of parameters

The results generated in the robustness tests were studied in more detail
to find out how changes in parameter values affect the quality of results.
In robustness testing the method was executed with all parameter value
combinations. For evaluation of effects of parameter values, an analysis
perspective was changed: the analysis was done for each threshold at a
time. The values of the other two thresholds were fixed to some reasonable
value combination and the analysed threshold was allowed to change in
the range of possible values. This corresponds more closely to the real
world use cases of the method. The relative result size and information loss
(Definition 5.12) are used to analyse the results. Recall that information
loss is defined as the relative amount of discarded items when compared to
the original log.

The frequency threshold clearly affects the result size (Figure 5.12(a)).
When the frequency threshold grows, the result becomes larger, since higher
thresholds prune out more potential filtering patterns. The effect on the
information loss is slighter: the information loss decreases with larger fre-
quency thresholds (Figure 5.12(b)). The explanation for both observations
is that with larger frequency threshold values there are fewer filtering pat-
terns and more uncovered entries included in the result.

A growing coverage threshold also increases the result size (Fig-
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Figure 5.12: Relative result size (a) and information loss (b) of the small
data set as functions of the frequency threshold. The line connects averages
of each threshold. Coverage and perfectness thresholds were set to κ = 1
and π = 19.
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Figure 5.13: Relative result size (a) and information loss (b) of the small
data set as functions of the coverage threshold. The line connects averages
of each threshold. Frequency and perfectness thresholds were set to γ = 1
and π = 19.

ure 5.13(a)). As was mentioned earlier, it correlates with the effects of
the frequency threshold. The information loss has an inverse shape (Fig-
ure 5.13(b)). When the coverage threshold is low, result sizes are small
and information loss is at its highest. When the coverage threshold gets
high the information loss decreases towards zero. As with the frequency
threshold, this happenes since fewer filtering patterns and more uncovered
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Figure 5.14: Relative result size (a) and information loss (b) of the small
data set as a function of the perfectness threshold. The line connects av-
erages of each threshold. Frequency and coverage thresholds were set to
γ = 1 and κ = 1.

entries are included in the result.
The perfectness threshold strongly affects the information loss. When

it is low, the algorithm produces small results with short filtering patterns
(Figure 5.14(a)). It also loses a lot of information (Figure 5.14(b)). When
the perfectness increases, less information is lost and results become larger.
This happens since a higher perfectness threshold enforces longer filtering
patterns. Thus fewer entries are removed and a larger portion of removed
entries is represented in patterns that pruned them.

The results with the large data set were well in line with those of the
small data. The similarity is evident for results obtained with identical
frequency threshold values (Figure 5.15). The only larger difference is in
relative result size with the frequency threshold γ = 1000. It appears to
be caused by the size of the small data set files. There were several days
where no patterns were found with that threshold, increasing the average
result size.

When the whole frequency threshold range of the large data is consid-
ered, the result size continues to increase and information loss to decrease
when the frequency threshold increases. The intersection point of relative
result size and information loss is at the frequency γ ≈ 240 (Figure 5.15). It
is a good candidate for a frequency threshold, as a compromise between the
contradicting objectives of achieving small results with small information
loss.

Information loss with different perfectness threshold values obtained
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Figure 5.15: Average relative result size and information loss of the large
and small data set as a function of the frequency threshold with perfectness
threshold πd = 2.

from the large data set is shown in Figure 5.16 as a function of frequency
threshold. When the perfectness threshold πd is relaxed — the difference
from the full entry size gets larger — the compression is done with shorter
filtering patterns. Thus the information loss increases. Simultaneously the
relative result size decreases (see Figure 5.11 on page 72). The ultimate
results are achieved when the perfectness πd = 0, when no information is
lost. These results correspond to those obtained from the small data.

5.4.8 CLC compared to a simple reduction

To study the general quality of the results, a simple baseline compression
was defined and the CLC results were compared to it. A reduct of each
daily log was used as a baseline.

The reduct of a log is the collection of all unique entries after the removal
of time and entryId fields. In the worst case it contains all the entries in
the data and at its best all entries are identical. Using the notation and
definitions of this chapter, the reduct can be defined as follows.

Definition 5.13 (reduct) A summary R is a reduct if γ = 1 ∧ πd = 0.

In general, relative reduct sizes were quite small with the small data
set, i.e., from 1% to 23%. From all the small data set results produced in
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Figure 5.16: Average information loss of the large data set as functions
of the frequency threshold with different perfectness threshold values (πd)
given as difference from the full entry.

the robustness test, 55% were smaller than the reduct of the log. When the
parameter ranges were set to the values that seemed to produce the best
results, i.e.,

• Frequency threshold γ = 10, and

• Perfectness threshold π = 19

then all the result sizes were below the reduct size, the largest being 79%
of the reduct and 3% of the original log.

The relative reduct sizes of the large data set were higher: from 45%
to 94%. From all the robustness test results of the large data set, 71%
of results were smaller than the corresponding reduct. Again, all the best
results with

• Frequency threshold γ = 50, and

• Perfectness threshold πd = 2,

were smaller than the corresponding reducts. Now the largest result size
was only 10% of the corresponding reduct size and 6% of the log size.

In both cases the information loss was small. With logs in the small
data set, information loss was in the range [5.3%, 9.4%] and with logs in
the large data set in the range [5.7%, 7.0%].
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Figure 5.17: Average execution time of the large data set as functions of
the frequency threshold.

The effects of the coverage threshold correlate with those of the fre-
quency threshold. Therefore, in both cases the coverage threshold was set
to so small a value that it did not affect the computation.

5.4.9 Efficiency

In practical applications the algorithm execution time and memory con-
sumption play an important role. To clarify the time and memory con-
sumption, I will study the execution of robustness tests in more detail.

All the tests were run on an IBM Thinkpad T43 laptop with an Intel
Pentium M 1.86 GHz processor provided with 2GB of main memory and
running Linux operating system v2.6.18.

The CLC execution time of the small data set was less than two seconds
with thresholds 10 ≤ γ. This is quite feasible for any on-line application.
The execution times were longer only with frequency threshold γ = 1, when
the algorithm extracted all possible patterns. Thus the average was around
four seconds and at the worst the extraction took twenty seconds. Changes
in coverage and perfectness thresholds had in practice no effect at all on
the overall execution times.

The same applies to the large data. The frequency thresholds have
an effect on the execution time when other parameters have only a minor
effect on it (Figure 5.17). Again a small frequency threshold introduces
longer execution times. The perfectness threshold has a major effect only
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Figure 5.18: Execution time of the large data divided to algorithm phases
with different frequency threshold values.

with small frequency threshold values, where the number of long patterns
is larger.

The absolute times of test runs with the large data — on the aver-
age from a couple of minutes to twenty minutes — are feasible for batch
processing but not for online applications.

When we analyse where the time is spent inside the algorithm, a reason
for the importance of frequency threshold becomes evident (Figure 5.18).
Most of the time is spent in pre-processing the data and in search for
closed sets in it. In preprocessing the implementation prepares the data
for the algorithm searching for closed sets: removes fields left out from
the analysis and fields with constant values, compiles field : value pairs
to unique integers, and so on. With lower frequency thresholds almost as
much time is spent in data reduction — i.e. removing all the entries in the
union of filtering pattern supports. When plenty of closed sets are found,
the set of possible filtering patterns becomes large, and matching patterns
against each of the entries takes longer time.

To reduce the time spent in data reduction the implementation could
be optimised. Currently it uses a sequental search to find a matching
filtering pattern for each log entry. An optimised solution could be built,
for example, on a trie structure of items in filtering patterns [41, 91] or
some sort of optimised automata [5].

The correspondence between execution time and number of filtering
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Figure 5.19: Correspondence between CLC execution time and summary
size of the large data set.
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Figure 5.20: Memory consumption as a function of the number of input
entries of the large data set.

patterns found is clearly visible (Figure 5.19). The CLC algorithm was
executed with parameters γ = 50, κ = 1 and πd = 2. The execution time
varies with the summary size.

The memory consumption of this implementation of the CLC algorithm
correlates almost linearly with the input size (Figure 5.20). A rough rule
of thumb states that with the large data each entry consumes about 1KB
of main memory.
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Figure 5.21: The uncovered entries (a) and the summary size (b) of the best
results of the small data set, achieved with γ = 10, κ = 100 and π = 19.

5.4.10 Usability

The experiments are concluded by studying the best results produced in
robustness tests. The selection is based on a trade-off between compression
power, information loss and summary size.

The best results for the small data set in terms of compression power
and information loss are achieved with parameters γ = 10, κ = 100 and
π = 19. There the number of uncovered entries is below 100 in all except
one case (Figure 5.21(a)), which a human observer can easily analyse. The
average information loss was 7.5%, a minimum 5.3% and a maximum 9.4%.

The third aspect of the usability of the results is the size of the summary.
If it is very large, it just turns the problem of analysing a large log to a
problem of analysing a large summary. In case of the best small data
results, the summaries have at most 15 patterns (Figure 5.21(b)). This is
an understandable representation for an expert.

Considering the large dataset, a set of 1, 000, 000 entries is too large
for almost any log viewer tool to present and handle. When reduced to
4000 − 20, 000 entries, the tools can offer assistance in the analysis. This
compression for the large data set is achieved with the CLC method with
parameters γ = 50, κ = 1 and πd = 2 (Figure 5.22(a)).

The information loss was practically constant at 6% With such a loss,
an expert can see phenomena behind removed entries from the filtering
patterns.

The summary sizes vary from day to day reflecting the weekly activity
cycle (Figure 5.22(b)). The achieved summaries for week days, where the
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Figure 5.22: The uncovered entries (a) and the summary size (b) of the
best results of the large data set, achieved with γ = 50, κ = 1 and πd = 2.

size varies in range 300 − 630 are quite large to analyse at a glance. With
proper browser, however, analysis is feasible.

The filtering pattern sets in summaries for different days are overlap-
ping. The re-occurring patterns found can be used as rules in, e.g., entry
correlation, where uninteresting entries are filtered away. They can also be
used in firewall rule design to decide whether or not a rule creates a log
entry when it fires. New and anomalous patterns can also be identified by
comparing the summaries to each other. These are probably the most in-
teresting patterns, since they might represent some new attack or network
disturbance to be dealt with.

5.5 Applicability and related work

The experiments show the usefulness of the CLC method. Its idea is simple,
its computation efficient and its filtering power remarkable. With a small
number of filtering patterns in a summary, it can represent the majority of
the data of a large log file. CLC representation gives a human expert or
a computationally more intensive algorithm a chance to continue with the
data that does not contain too common and trivial entries.

The scalability of the CLC method is good. Closed sets can be ex-
tracted from highly correlated and dense data, i.e., in contexts where the
computation of the whole collection of frequent patterns is intractable
[126, 12, 164, 128]. This enables the use of CLC in analysis of log files,
where many field values are highly correlated and frequent sets are long
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containing most of the items in entries.
A comparison of frequent and closed sets derived from some days of

small data set shows how much smaller a collection of closed sets is with re-
gard to a corresponding collection of frequent sets [55]. In the CLC method
the collection of closed sets is further diminished in number when the per-
fectness and coverage thresholds are used in selecting the most informative
and understandable sets to summary.

A collection of maximal frequent sets [48, 9, 111] that contains all most
specific frequent sets derived from the data can also be considered to be used
in CLC. The collection of maximal frequent sets is a subset of the collection
of closed sets [21]. As the maximal frequent sets can be computed without
extracting all the frequent sets or even all the closed sets, they can be
computed from the data that contains several tens of items in the largest
frequent sets [21].

A collection of closed sets contains also sets that are not maximal.
In some cases these non-maximal closed sets are more informative. For
example, in Figure 5.4 the two sets of length five are maximal and the
first set, whose specialisations they are, is not. When a collection of closed
sets and the CLC algorithm are used, the generalisation is selected to the
summary (see Table 5.1). If a collection of maximal frequent sets were
used, the summary would have contained the two maximal sets instead.

In data sets that contain several tens or even hundreds of items in the
largest frequent sets, the maximal sets may be a good choise for CLC.
Especially, if the items do not correlate and the closeness property does
not decrease the search space efficiently. In what conditions and with what
kind of data maximal frequent sets would challenge closed sets in CLC are
interesting questions that are left open for further studies.

CLC supports on-line analysis of large log files. This is often required
for a system state identication task that is common in many telecommuni-
cations management processes on the tactical level where signs of different
types of incidents are searched for. The idea of summarising frequently
repeating information is quite effective in an environment where lots of log
contents are signs of normal operation and thus repeated from day to day.
Normal operation is not interesting but the deviations from it are.

The CLC type of representation is general with respect to different log
types. Closed sets can be generated from most of the logs that have struc-
ture and contain repeating symbolic values in their fields; like, for example,
in Web Usage Mining applications [93, 145]. The main difference between
the CLC method and those applications is the objective of the mining task.
Most of the web usage applications try to identify and somehow validate
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common access patterns in web sites. These patterns are then used to, e.g.,
optimise the site. The CLC method, however, does not say anything about
semantic correctness or relations between the frequent patterns found. It
only summarises the most frequent value combinations in entries.

Some related approaches have been published after the introduction of
the CLC method [55]. Most of them aim at approximating a collection of
frequent item sets with a smaller subset. Boundary cover sets [2], δ-clusters
and their representative patterns [162], and set of K -representatives [163]
all summarise a set of frequent patterns by grouping patterns to homoge-
neous sets and selecting a representative pattern for each set. The distance
measure and algorithm used in grouping and selecting the representative
pattern varies from one method to another. The difference between these
approaches and the CLC method is that instead of reducing analysed pat-
terns, the CLC method aims at reducing the amount of log entries, i.e.,
transactions that a human expert needs to study.

Collections of frequent itemsets have also been used to characterise clus-
ters produced by a probabilistic clustering using mixtures of Bernoulli mod-
els [72, 73]. In these works, data has been first clustered using probabilistic
clustering. A collection of frequent sets has been computed for each data
cluster from the data points included in the cluster. For each frequent set
collection, a set of maximal frequent sets is selected and used to represent
and describe the cluster. The cluster specific frequent set collections differ
from each other and characterise the data from which they were computed
[72]. The extracted maximal frequent sets summarise the marginal dis-
tributions in the clusters compactly and describe the clusters in domain
specific terminology, for example, in the naming scheme for chromosomal
regions used in literature [73].

Two related approaches summarise dense categorical transaction and
log data bases. The SUMMARY algorithm [159, 160] searches for each of
the transactions for the longest frequent itemset that is included in the
transaction. The set of these so called summary itemsets is called a sum-
mary set of the data base and presented as its summary. A summary set
may not be unique because a transaction may support more than one sum-
mary itemsets. However, the algorithm can be enhanced to find also the
alternative summary sets.

An approach for log data summarisation [26, 27] searches for an infor-
mative set of frequent sets that covers a set of selected suspicious log entries.
The approach turns the summarisation problem to a dual-optimisation
where a summary is characterised with information loss and compaction
gain. The summarisation can be done either by clustering log entries or
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using a greedy algorithm to find a suboptimal set of informative frequent
sets with respect to introduced measurements.

The log data summarisation method differs from the CLC also in the
search direction. The CLC computes the set of filtering patterns and re-
moves those log entries that are in support of at least one filtering pattern.
In the log data summarisation method of [26, 27], the method starts from
the data entries by attaching to each of them the most representing fre-
quent set and then optimising the set of these representatives. With large
log files this might become quite tedious.

Although CLC shares characteristics with these two approaches —
SUMMARY and log data summarisation — their objective is different.
These approaches aim at presenting a summary of a whole selected set of
data entries while CLC aims at finding sets of similar, common entries that
can be removed from the data since the frequency and other properties of
the entry sets are more interesting than the entries themselves.

Similarly as related approaches, CLC is a lossy compression method. It
loses information about entry times and order as well as values in fields not
covered by filtering patterns. However, if it is possible to store the original
data and the filtering patterns in the CLC summary can be linked to it, it
is possible to analyse those details, as well.

In CLC the set of selected patterns may contain many overlapping pat-
terns. Depending on the task and the information need, the interesting
patterns may differ. It is possible that the most frequent patterns filter
away information that would reveal an anomaly in less frequent field val-
ues. For example, if there are fewer servers than provided services in the
network, the most frequent patterns may contain values pointing to dif-
ferent servers. If a suspicion arises that a certain service is maliciously
misused, the user interface should also provide the possibility to view less
frequent selected patterns including pointers to services.

The use of the CLC method requires only setting of default values for
three thresholds when it is installed. It does not require any other kind
of a priori knowledge. The experiments also show that the CLC method
is not sensitive for non-optimal parameter values. From the experiments
one may suspect that, due to dependency between frequency and coverage
thresholds, two thresholds might be sufficient in many cases. Probably
importance of the coverage threshold would be higher, if the amount of
fields in entries would be larger.

The features that a user interface provides for browsing the summary
and the data are very important. However, they are left outside the scope
of this work.



CLC versus requirements The CLC method appears to fulfill require-
ments set for the data mining and knowledge discovery methods and tools
summarised in Section 4.5 quite well. The method does not require data-
mining-specific knowledge when it is used (Easy-to-use methods, Easy to
learn). On run time when the method is applied, the only statistical fig-
ure that is necessary to understand is the frequency of a pattern. When
the method is installed, default values have to be set also to the coverage
and perfectness thresholds. Otherwise the network expert operates on the
concepts and log contents that are specific for his own domain (Application
domain terminology and semantics used in user interface). The method
efficiently provides immediate answers: summaries and a reduced set of
analysed data (Immediate, accurate and understandable results, Efficiency
and appropriate execution time). This speeds up the analysis task and
reduces the iterations needed (Reduced iterations per task, Increases effi-
ciency of domain experts). The CLC method can be integrated into existing
tools, for example, as a new view or a report (Interfaces and integrability
towards legacy tools).

Only the requirements of Adaptability to process information and Use of
process information are not directly addressed. However, the CLC method
supports the domain expert in acquiring new information from the data.
He can then compare this information to his existing knowledge about the
system, its processes and their current state.



86 5 Comprehensive Log Compression (CLC)



Chapter 6

Queryable lossless Log data
Compression (QLC)

Large volumes of daily network log data enforce network operators to com-
press and archive the data to offline storages. Whenever an incident occurs
— in system security monitoring, for example — that immediately requires
detailed analysis of recent history data, the data has to be fetched from the
archiving system. Typically the data also has to be decompressed before it
can be analysed.

This kind of on-line decision-making tasks on the tactical level are
challenging for data mining methods and the knowledge discovery pro-
cess. There is not much time to iterate, data management requires a lot
of effort even before the analysis can take place, and the network expert
knows everything about, for example, network authentication server proto-
cols and unix tools but only little about statistics and data mining. Critical
resources available for data mining developers are missing (Figure 4.3).

As Chapter 5 already showed, it is possible to use closed sets to compress
data. This chapter further elaborates the idea and modifies the presented
methods to data archiving [56]. Closed sets can be used to create a repre-
sentation that reduces the size of the stored log by coding the frequently
occurring value combinations. The coding can be done without any prior
knowledge about the entries. The compression does not lose any informa-
tion and the original log file can easily be restored. The representation
can also be queried without decompressing the whole log file first. This
approach is more straightforward compared to the solutions proposed for
semantic compression of databases [6] and documents [110].

6.1 Background and method overview

Log files that telecommunications networks produce are typically archived
in compressed form. Compression is, in many cases, done with some
general-purpose compression algorithm like the Lempel-Ziv compression
algorithm (LZ) [165], Burrows-Wheeler Transform [22], or PPM (predic-
tion by partial matching) [36] or with some algorithm designed specifically
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*;11May2000;*;a_daemon;B1;12.12.123.12;tcp;; 4

*;11May2000;*;1234;*;255.255.255.255;udp;; 2

Figure 6.1: Two closed sets with frequencies derived from a firewall log
excerpt (Figure 2.10). The fields marked with ’*’ do not have a value in
the closed set. The last field of both sets contains an empty string.

for log data compression [135, 7, 143]. When the log files are restored and a
query or a regular expression search for relevant entries is made, the whole
archive must be de-compressed.

Another possibility to archive history logs is to insert them to a database
management system first and then, after a certain period, compress the
whole database table to a file that is inserted to a mass storage. Problems
arise, when there is a need to analyse old backups. An expert has to find the
correct media, de-compress the whole database and load it to the database
management system. This can be problematic because the amount of data
included in a database per day might be large. Thus its de-compression
and uploading takes a lot of time.

Without compression the problem is to fit the database to mass storage
media and still be able to manage the rapidly growing number of mass
storage media. Selecting carefully what is stored can reduce the problem,
but still there tends to be quite a lot of data written into archives. Selection
might also lose important information, which is not acceptable, for example,
in security application logs.

Figure 2.10 on page 15 shows an example excerpt from a database con-
taining transactions that store firewall log entries produced by CheckPoint’s
Firewall-1. As can be seen, the transactions are filled with entries that share
correlating value combinations but still there are some fields whose values
are varying; e.g., there are TIME and ID fields that are changing from
entry to entry.

Figure 6.1 lists closed sets that are used in data compression by QLC,
the method to be proposed in this chapter. They contain those items that
have the largest coverage, i.e., they cover the largest amount of field values
in the table. These sets are output as compression patterns (Figure 6.2,
first two lines). The method then goes through each entry. It compares
the entry to the compression patterns. If the entry supports any of the
patterns, values included in the pattern are removed from the entry and
are replaced by a reference to the pattern. In Figure 6.2 the compressed
data are shown by using an XML-tagged format. If the original table is
needed, the formulae can be used to restore it completely — no information
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<define p0> *;11May2000;*;a_daemon;B1;12.12.123.12;tcp;; </define>

<define p1> *;11May2000;*;1234;*;255.255.255.255;udp;; </define>

777; 0:00:23;<p0>

778; 0:00:31;<p0>

779; 0:00:32;B1;<p1>

780; 0:00:38;B2;<p1>

781; 0:00:43;<p0>

782; 0:00:51;<p0>

Figure 6.2: Compressed firewall log excerpt (Figure 2.10), with two patterns
and six compressed entries.

will be lost.

6.2 Definitions and algorithms for QLC

6.2.1 Log compression

Here we define concepts that are needed in log compression and de-
compression phases.

Definition 6.1 (compression gain) The compression gain of a closed
set S in a log r is defined by cgain(S, r) = cov(S, r)− ((freq(S, r) ·n) + |S|)
where n denotes the size of the reference to the pattern and |.| denotes the
cardinality of the closed set S.

Definition 6.2 (compression pattern) A closed set S is a compres-
sion pattern in log r with respect to frequency, coverage and perfectness
thresholds γ, κ and π if it satisfies constraint Ccompr, where Ccompr(S, r) ≡
Cminfreq(S, r) ∧ Cmincov(S, r) ∧ Cminperf(S, r) ∧ cgain(S, r) > 0.

Definition 6.3 (compressed log) A compressed log rcompr derived from
log r with respect to frequency, coverage and perfectness thresholds γ, κ
and π consists of a set of compression patterns, i.e., compression for-
mulae rcompr.CF = {S | Ccompr(S, r)} and a set of compressed entries
rcompr.entries = {(e\p)∪{ref(p)} | e ∈ r∧p ∈ rcompr.CF ∧e ∈ supp(p))∧
(∀q ∈ rcompr.CF s.t. e ∈ supp(q) : |p| ≥ |q|)} ∪ {e ∈ r | � ∃p ∈ rcompr.CF
s.t. e ∈ supp(p)}.

The compressed log is not uniquely defined if there are several longest
compression patterns applicable to any entry.

Log compression is conceptually a straightforward operation (Fig-
ure 6.3). After the frequent closed sets in the given log have been iden-
tified, the algorithm selects those whose compression gain is positive. The
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Input: Log r, frequency, coverage and perfectness thresholds γ, κ and π
Output: Compressed log rcompr

1. Find the set of frequent closed sets CFS from r
2. Select compression formulae

CF = {S | S ∈ CFS ∧ Ccompr(S, r)}.
3. Output CF
4. Compress log (CF, r) and output the result // Figure 6.4

Figure 6.3: An algorithm for log compression.

Title: Compress log
Input: Compression formulae CF, log r
Output: Compressed entries rcompr.entries of log r

1. for each entry e ∈ r do
2. CFe = {p | p ∈ CF ∧ e ∈ supp(p)}
3. if CFe �= ∅ then
4. pcompr = p s.t. (p ∈ CFe) ∧ (∀q ∈ CFe) : |p| ≥ |q|
5. e′ = (e \ pcompr) ∪ {ref(pcompr)}
6. Output e′

7. else
8. Output e
9. od

Figure 6.4: An algorithm for compressing log entries.

compression gain is evaluated with respect to the original log r (cf. Defi-
nition 6.1). The order in which patterns are selected thus does not affect
the result. On the other hand, this process obviously can result in a set
of patterns where some patterns are redundant and could be removed with
no actual effect on the compression.

The compression formulae are then used to remove recurrent value com-
binations away from the log entries. The removed values are replaced with
a reference to the pattern that was used to identify them. The replacement
is the most specific, i.e., the longest compression pattern that applies to the
log entry is used as is shown in Figure 6.4. The compression pattern might
be ambiquous if there are more than one pattern that are as long as the
longest pattern. Also then, the algorithm selects only one as a compression
pattern.
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The compression ratio of the algorithm is not optimal. This is because
it is not able to handle compression patterns that are partially overlapping.
The algorithm selects the most specific one, and makes the compression of
an entry with it. It would also be possible to use many patterns per entry.
In some cases this could lead to improved compression ratio and minimise
the size of compression formulae. However, the search for the best pattern
combination per entry would be more complex.

A simple modification that reduces the size of compression formulae is to
compress the log entries first, mark all the compression patterns that were
used and remove all those patterns that were not used. This would require
switching the order in which the entries and the compression patterns are
output (Figure 6.3, Lines 3 and 4).

A structure of a compressed file can also be optimised further in a do-
main like firewall logs where each entry contains a unique identifier and
entries are stored in an increasing order of the identifiers. A simple optimi-
sation could be that all the entries compressed with the same pattern are
grouped together. Thus it is enough to mark the entry groups and include
a reference to the compression pattern only in the beginning of each group.
The pattern references can be left out from the compressed entries. This
would require changes in the Compress log algorithm (Figure 6.4, Lines 6
and 8 and at the end) where the output of compressed entries should be
directed to the pattern specific buffers that are combined to output only
after all the entries have been processed.

The computational complexity of the algorithm mainly depends on the
algorithm that searches for closed sets and the algorithm that finds the
most specific compression pattern for an entry. With this in mind we have
done a series of experiments on factors that affect the execution of the
algorithm. The results of these experiments are reported in Section 6.3.

The de-compression of log data is as simple as the compression. The
algorithm goes through the compressed log entries and expands them with
the values of the compression pattern that was used for compression. The
entries may also be sorted if their order was changed due to structural
optimisation.

6.2.2 Queries to compressed logs

One of the main advantages of the proposed compression method is its
ability to support queries in compressed form.

Definition 6.4 (query) A query Q is a subset of Items.
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Definition 6.5 (query result) A query result RS of query Q on log r will
contain all those entries e ∈ r that match the query: RS = {e | Q ⊆ e}.

While evaluating query Q, we want to extract all log entries e ∈ r, such
that Q ⊆ e ⇐⇒ Q = Q ∩ e. In compressed log rcompr all log entries
e ∈ rcompr.entries are either stored as such or compressed by replacing
some pattern p ⊆ e with a reference ref(p) and storing (e \ p) ∪ {ref(p)}.
Thus we do not have to test all the entries whether the query is included
in them but we can take advantage of information whether the query is
subset of a pattern used to compress an entry.

Given an entry e ∈ r denote the compression pattern applied to it by
p. Thus p ⊆ e and further e = p ∪ (e \ p). Thus Q ⊆ e ⇐⇒ Q = Q ∩ e =
Q ∩ (p ∪ (e \ p)) = (Q ∩ p) ∪ (Q ∩ (e \ p)). We have four options when
evaluating query Q on entry e:

1. Q = ∅: Thus Q∩ p = ∅ and Q∩ (e \ p) = ∅ and an answer will be the
whole log r, since the ∅ ⊆ e for all entries e ∈ r;

2. Q ∩ p = Q: Thus all the entries e ∈ supp(p, r) are included to the
answer;

3. Q ∩ p �= ∅: Thus we need to evaluate the query against each of the
entries e ∈ supp(p, r) to see whether (Q ∩ p) ∪ (Q ∩ (e \ p)) = Q;

4. Q∩ p = ∅: Thus we need to evaluate the query Q against each of the
entries e ∈ supp(p, r) to see whether Q ∩ (e \ p) = Q

An algorithm for query evaluation is given in Figure 6.5. Query Q is
matched against each of the compressed entries e ∈ rcompr.entries. If the
entry is not compressed with any pattern, then the query is matched to the
entry, otherwise the algorithm needs to study both the compression pattern
and the compressed entry.

If the entry contains a reference to a pattern, which is a superset of the
query, then the entry is decompressed and included to the answer (Option 2,
Line 7). If the query is overlapping with the pattern but not completely
subset of it (Option 3, Line 9), the algorithm tests if the query is subset of
the union of the pattern and the compressed query. Finally, if the intersec-
tion between the query and the pattern is empty, it is enough to test if the
query is subset of the compressed entry (Option 4, Line 12).

Computational complexity of the algorithm is linear in the number of
entries. However, the algorithm can be optimised in many ways. For ex-
ample, the query can first be matched against each of the patterns and the
result of the intersection (subset, disjoint, overlapping) can then be hashed
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Input: Compressed log rcompr, Query Q
Output: Query result RS = {e ∈ r | Q ⊆ e}.

1. RS = ∅
2. for each entry e′ ∈ rcompr.entries do
3. e = NULL
4. if � ∃ pattern p ∈ rcompr.CF s.t. e′ ∈ supp(p) then
5. if Q ⊆ e′ then
6. e = e′

7. elsif pattern p ∈ rcompr.CF ∧ ref(p) ∈ e′ ∧ Q ⊆ p then
8. e = e′ \ {ref(p)} ∪ p
9. elsif pattern p ∈ rcompr.CF ∧ ref(p) ∈ e′ ∧ Q ∩ p �= ∅ then

10. if Q ⊆ (p ∪ e′) then
11. e = e′ \ {ref(p)} ∪ p
12. elsif pattern p ∈ rcompr.CF ∧ ref(p) ∈ e′ ∧ Q ∩ p = ∅ then
13. if Q ⊆ e′ then
14. e = e′ \ {ref(p)} ∪ p
15. if e �= NULL then
16. RS = RS ∪ {e}
17. return(RS).

Figure 6.5: An algorithm for query evaluation in a compressed log.

with the pattern reference as a key. Thus the algorithm does not need
to repeat set intersection testing between the query and the pattern with
every entry.

In a domain like firewall logs, where a field can have only one value
in each entry, a query never matches to an entry that contains another
value for the field included in the query. The algorithm can use this in-
formation for optimisation by identifying patterns containing field : value
items that disagree with the query. Entries that have been compressed with
such a disagreeing pattern can be left out from the result without further
inspection.

6.3 Experiments

6.3.1 Experiment objectives

The purpose of these experiments is to evaluate the performance of the
QLC method. The evaluation addresses the following questions:

• Is it possible to obtain useful results with the QLC method?
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• How do changes in individual parameters affect the performance?

• How good are the results compared to some simple alternative?

• How fast is the algorithm and how do different factors affect running
times? How sensitive is the QLC method to data size?

• How efficiently can the results be accessed?

6.3.2 Experiment arrangements

The effectiveness of QLC can be measured by the result size and execution
time. The QLC method does not lose any information, so the information
loss is not measured here. In the following experiments, the result size
has been measured by the resulting file size. Thus it is simple to compare
the QLC results to the results of the well-known compression algorithm
Lempel-Ziv [165] and its commonly used implementation named GNU zip
or gzip.

When a compression algorithm is evaluated then typically both com-
pression and decompression need to be studied. In the QLC case, the
querying of compressed results is analysed. This is because the main usage
for QLC is to archive data so that it can be accessed without decompression.

The analysed method parameters are the same as with the CLC: thresh-
olds for frequency, coverage and perfectness. Their possible value ranges
used here are also the same as with CLC (Section 5.4.3).

The QLC was evaluated using the same data sets as with CLC (Sec-
tion 5.4.4). All the experiments were also made on the same laptop as the
CLC experiments (Section 5.4.9).

6.3.3 QLC performance example

As an example of the QLC method performance it was applied with fixed
parameter values to the small and large data sets.

The parameter values were selected based on experiences with the CLC.
The intention was to ensure that the gain of each compression pattern was
positive. With the small data set the thresholds were set as follows:

• Frequency threshold γ = 10,

• Coverage threshold κ = 20, and

• Perfectness threshold πd = 16.
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Figure 6.6: Relative sizes of QLC compressed and GNU zipped files and
GNU zipped QLC results of a small data set (γ = 10, κ = 20, πd = 16).

In contrast to the CLC experiments, here the perfectness threshold
as a difference from the full entry is higher and does not dominate the
analysis. This is because the compression formulae are not meant for a
human observer, but for optimising the compression of the data. Thus the
compression patterns do not need to be long and semantically meaningful.

First the QLC compression was performed with said parameters. The
result size was 16% of the original file size on an average (Figure 6.6).
As resulting files are in ASCII format it is possible to further compress
them with gzip. The combined QLC-gzip compression result size was
only 5% of the original size on an average — approximately one third of
the QLC-compressed file size. Such small files are easy to handle and in
most cases they fit into the main memory in the querying or decompression
process. For the querying the most essential part of the QLC compressed
file — the header with the compression patterns — is in the beginning of
the compressed file and relatively short with respect to the original file.
Decompression and query processing of the QLC-gzip compressed file is
easy and efficient as will be seen later in Section 6.3.7.

The QLC compression results — the plain and the combined QLC-gzip
compressed — of the small data set were compared to the compression re-
sults of gzip, v. 1.3.5 (Figure 6.6). As can be seen, the combined com-
pression result sizes are always the smallest. The average gzip compressed
file size is 7% of the original log file size. The relative improvement from
gzip to combined compression is 21% on an average.

The large data set was compressed with threshold values

• Frequency threshold γ = 500,
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• Coverage threshold κ = 1000, and

• Perfectness threshold πd = 16.

The results were in line with those of the small data set and thus not
shown. The average result sizes were 26% of the original log file size for the
QLC method, 8% for gzip and 5% for QLC-gzip combined. For example,
with an original log file of 135.1MB (day 21), the QLC compressed result
was 34.5MB, gzip result 8.6MB and combined result 5.9MB. The relative
compression improvement from the gzip to combined results was on average
34%. This is a considerable reduction, for example, in archiving.

6.3.4 Effects of parameters

The meaningful value ranges for thresholds were the same as those for
CLC evaluation (Section 5.4.6). The threshold values used for the large
data evaluation were as follows.

• Frequency threshold γ ∈ {50, 100, 500, 1000, 5000, 10000, 50000,

100000},

• Coverage threshold κ ∈ {100, 1000, 10000, 100000}, and

• Perfectness threshold πd ∈ {16, 6, 2}.

All the log files of the large data set were compressed with all the threshold
value combinations. Similarly as the CLC, the QLC method was able to
produce some results with all the threshold value combinations.

The compression ratio was at its best, when the thresholds were at their
lowest values. The effect of the frequency threshold is a good example of
this (Figure 6.7). The largest frequency threshold value (γ = 100, 000) is
larger than some log file sizes. In these cases the algorithm did not find
any compression patterns and the file was not compressed. These cases
have been omitted from the results and there are not so many data points
as with other frequency thresholds. Omission of the largest relative sizes
affects the average so that it does not increase from the preceding value.

As with the CLC method, an effect of increasing the coverage threshold
value corresponds to the effect of increasing the frequency threshold value
(not shown). Increasing the perfectness threshold value beginning from
πd = 2, did not have any effect to the result sizes (not shown). This is
probably characteristics for firewall data, where most of the variation in
the most common log entries concentrates to one or two fields at a time:
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Figure 6.7: Relative sizes of QLC compressed results of the large data as a
function of a frequency threshold. The coverage and perfectness thresholds
are constants κ = 100 and π = 16.

for example, a port scan typically introduces entries where values in only
one field vary.

The small data set was tested with the threshold values

• Frequency threshold γ ∈ {1, 2, 5, 10, 20, 50, 100, 200, 500, 1000},

• Coverage threshold κ ∈ {1, 20, 50, 100, 500, 1000, 5000, 10000}, and

• Perfectness threshold πd ∈ {16, 8, 6, 4, 2, 0}.

The QLC was applied to all the log files of the small data set with all the
value combinations. The compression results of the small data set were well
in line with the results of the large data set and are therefore not reported
in detail.

6.3.5 QLC compared to gzip

Sizes of the QLC compression result files were compared to those of gzip
and the sizes of the combined QLC-gzip compressed results, for all the
parameter combinations above (Figures 6.8 and 6.9). The combined QLC-
gzip compression always provides the smallest result files. Only with days
10, 17 and 30 of the large data set the size of gzip compressed file is inside
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Figure 6.8: Average relative sizes of QLC and QLC-gzip compressed files
(upper pane) and QLC-gzip and gzip compressed files (lower pane) of
small data. 95% of data points are included inside error bars.

the value range that covers 95% of the QLC-gzip compression results of
all the test runs in large data experiments.

In the large data set, the worst compression results are caused by the
high threshold values (Figure 6.9). When the threshold values are too
high, the QLC method does not find effective compression patterns, and
outputs the input file as such. For days 10, 17 and 30, there are parameter
combinations with which QLC was not able to compress the log file. In
those cases in the combined compression, gzip was applied to the original
file and the result was identical to that of plain gzip compression. In the
experiments with small data there are no such combinations (Figure 6.8).

The results show that the QLC method is quite robust with respect to
the parameter combinations. Especially combined QLC-gzip compression
provides on average 26% better compression results than the plain gzip,
calculated over all the large data experiments.
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Figure 6.9: Average relative sizes of QLC and QLC-gzip compressed files
(upper pane) and QLC-gzip and gzip compressed files (lower pane) of
large data. 95% of data points are included inside error bars.

6.3.6 Compression efficiency

In earlier tests [56], the possible sensitivity of QLC to the size of the input
data was studied. The QLC method was evaluated with logs of different
sizes that included entries with a varying number of fields. The data used
in these tests were a set of randomly selected daily logs from the small and
the large data sets.

The results of these tests showed that the execution time of the QLC
algorithm depends linearly on the number of fields and the number of log
entries.

For this thesis, the efficiency of the QLC algorithm was further evalu-
ated by applying it to the small and large data sets with all above mentioned
parameter combinations. With the small data and a frequency threshold
values γ ≥ 2, the average execution time was always around one second.
The largest maximum was 2.6 seconds with threshold γ = 2. Only with



100 6 Queryable lossless Log data Compression (QLC)

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 100  1000  10000  100000

E
xe

cu
tio

n 
tim

e 
(s

)

Frequency

πd=2
πd=6

πd=16

Figure 6.10: Average QLC compression times of large data as functions of
frequency and perfectness.

the threshold value γ = 1, when all in data occurring item combinations
were considered, the average increased to 3.5 seconds and maximum to 21.5
seconds.

The effect that the frequency threshold has on the execution times can
be seen with the large data (Figure 6.10). The QLC implementation uses
plenty of time with small frequency thresholds but the time consumption
decreases rapidly with increasing threshold, and with a larger frequency
threshold it does not change much. The time consumption correlates with
the amount of closed sets. When there are more closed sets, the algorithm
needs more time to search for them and more importantly, to do the data
reduction, i.e., to find all instances of compression patterns (selected closed
sets) in log entries.

Lowering the perfectness threshold π (i.e., increasing πd, the difference
from the full entry) also increases time consumption. This is also due to
an increasing amount of compression patterns (Figure 6.10).

Data reduction is the most time-consuming part of the QLC algorithm
(Figure 6.11). The time to search for instances of patterns in log entries
seems to be almost exponential with respect to the number of selected closed
sets. When the longest compression pattern is searched for, the patterns are
matched to an entry in decreasing length order. When the algorithm finds
a matching compression pattern, it removes the corresponding field : value
pair sets and replaces them with a reference to the pattern. This kind of
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Figure 6.11: Average times of algorithm phases as a function of frequency.

sequential search for a matching pattern is inefficient. The matching fails
for most entries several times before the correct pattern is found.

The slight rise in execution times with the largest frequency threshold
(Figure 6.11) is explained by those logs, whose size was less than the largest
threshold. The QLC method did not compress them since it could not ex-
tract any compression patterns. Their compression times with the smaller
threshold values were much below the average.

The memory consumption (not shown) depends mostly on the number
of log entries. The QLC implementation uses approximately 1KB of main
memory per each log entry. This is inline with the observation made with
CLC.

6.3.7 Query evaluation

Query test setups

The QLC compressed data files can be queried without a separate decom-
pression operation. The efficiency of the query evaluation was tested by
defining a set of queries in the form of field:value pairs and evaluating them
on each of the QLC compressed data files. In evaluation an optimised
implementation of the query algorithm given in Figure 6.5 was used.

The queries were defined so that they

• produced answers of different size,
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Table 6.1: Query classes of large data set experiments. Detailed queries
are given in Appendix B, Table B.2.
Id Description Queries Queried Output size

in class items Min Median Max

A Miscellaneous queries 6 (1–6) 1 0 60 5092
with small output

B Small queries with large 4 (7–10) 1–3 1512 7456 1119850
and medium output

C Small query with empty 1 (11) 2 0 0 0
output

D Set of increasingly 2 (12,13) 1–2 29 280 5336
specific small queries
with regular expression

E Set of increasingly 5 (14–18) 1–6 20351 53469 128769
specific queries with large,
almost constant output

F Set of increasingly 4 (19–22) 1–5 0 2081 128769
specific queries
with reducing output

G Set of increasingly 3 (23–25) 1–3 295 890 32388
specific queries
with constant output

H Set of increasingly 5 (26–30) 1,3 11 331109 1038208
specific overlapping
queries with large output

I Set of increasingly 4 (31–34) 3–6 0 15913 212003
specific queries
with reducing output

• contained different amounts of queried field:value pairs, and

• contained both string literals and regular expressions in values.

For the large data, there were 34 defined queries, which can be grouped
into nine classes (Table 6.1; detailed queries are given in Appendix B,
Table B.2). Queries in classes A, B and C were not related to each other in
the sense that the results were not overlapping. In the rest of the classes,
the results of the queries are either partially overlapping or subsets of results
of previous queries.

Query answers can be partially overlapping if the queries are par-
tially overlapping. In class H, for example, queries action:drop AND
i/f dir:inbound AND proto:udp and action:drop AND i/f dir:inbound AND
service:XYZ may provide partially overlapping results.

If a query p is a superset of query q, then its answer is a subset of that
of q. In classes D-I most of the queries are formed by adding an item to
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Table 6.2: Query classes of small data set experiments. Detailed queries
are given in Appendix B, Table B.1.
Id Description Queries Queried Output size

in class items Min Median Max

a Miscellaneous queries 5 (1–5) 1,2 0 0 878
with a small output

b One item query with 1 (6) 1 3411 5132 15587
the entire log file as
an answer

c Set of partially overlapping 7 (7–13) 1–4 0 6 962
increasingly specific queries
with regular expression
and small output

d Set of increasingly specific 9 (14–22) 1–9 413 681 682
queries with constant output

e Set of increasingly specific 8 (23–30) 1–8 0 1516 2806
queries with medium reducing
output

f Set of increasingly specific 6 (31–36) 1–6 0 2338 4323
queries with medium reducing
output

some of the shorter queries in the class. For example, the queries in class
E are all specifications of the query action:reject, the second one being
action:reject AND i/f dir:inbound.

The size of an answer is a meaningful factor in query evaluation. There-
fore, the queries have been defined to provide answers of different sizes. The
median of the class shows the characteristic answer size in the class. In some
classes, like classes F and I, the answer size reduces when the query is more
specific.

Regular expressions can also be used in queries in place of field val-
ues. For example, in class D, we were interested in all the entries in
which the user field was not empty. Such entries were found with a query
user:[a-zA-Z0-9]+.

The corresponding query classification of the small data is given in
Table 6.2 (detailed queries are given in Appendix B, Table B.1).

In the following experiments the threshold values for the QLC compres-
sion of large data were

• Frequency threshold γ = 500,

• Coverage threshold κ = 50 or κ = 100, and

• Perfectness threshold πd = 16.
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The coverage threshold κ = 100 was used in measuring effects of different
frequency thresholds. In practice, those two threshold values are so close
to each other that there is no difference between their effects.

The corresponding values for the small data were

• Frequency threshold γ = 10,

• Coverage threshold κ = 20, and

• Perfectness threshold π = 5.

The QLC queries were compared to queries applied to the log files com-
pressed with gzip. For querying they were decompressed with zcat, for-
warded to the process executing the query and the results were output to a
file. The used search programs were egrep and a corresponding perl script.

A query fieldi : valuej was expressed to search programs as
a regular expression. In the file format used, fields are identified
by their position (column) in the file. To ensure that valuej was
matched for the correct field, the preceding fields were represented
with regular expression ’[^;]*;’, which represents any string in a
field and the field delimiter ’;’. For example, a query with two items:
action:reject AND proto:icmp, was expressed as a regular expression
’^[^;]*;[^;]*;[^;]*;[^;]*;[^;]*;reject;[^;]*;[^;]*;[^;]*;icmp’,
which was then given for egrep.

Query test results

The first observation was that the size of the query answer is the factor
that affects the evaluation time the most (Figure 6.12). The correlation
between average query time and the number of found entries is almost one.

The second observation about the performance of the QLC was that
the sorting of the entries to correspond with the original order in the log
file was time consuming. The overhead caused by sorting was minimal with
small answers and was more than 40% ot the total time with the largest
answers (Figure 6.13).

The querying on QLC-gzip compressed files was a bit slower than with
the QLC compressed files (Figure 6.13). The added overhead was intro-
duced by the zcat program that decompressed the gzip compressed QLC
file and forwarded it to the QLC query program.

Next, QLC was compared to the egrep-program that sequentially
searches for given regular expressions in the data. As egrep is a com-
piled program and the QLC-query implementation is made with Perl — an
interpreted script language — the setup could favor egrep. Therefore, I
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Figure 6.12: Average size of answers and QLC query times on large data.

also implemented a perl script lGrep that searches for given regular expres-
sions in the data and included that in the comparison. Results for both
are included in the figures since their behaviours turned out to be quite
different.

The QLC query providing unsorted answers was nearly always the
fastest option (Figure 6.14). When the answer was very large (queries
7 and 26 in the lower and query 31 in the upper pane of the figure), the
QLC query was slower than egrep and lGrep.

The behaviour of egrep was quite strange with some queries.
There is no single visible reason for its slow performance with queries
12, 24, 15, 28, 29 and 30. The reason can possibly have something to do with
the query evaluation, when the given value is further in the line (query 12)
the amount of queried items is increasing and the answer is not diminishing
(queries 27 − 30) or something else (queries 15 and 24).

lGrep behaves quite steadily. The execution time of lGrep increases
remarkably with seven queries (12, 7, 26 − 30). Probably the regular ex-
pression searched for is more demanding in those queries. However, the ex-
ecution time does not rise suddenly with any query as it does with egrep.
Probably the regular expression evaluation has been optimised better in
the perl interpreter than in egrep.

The results with a small data set were again well in line with those
of large data (Figure 6.15). The QLC query with unsorted answers is the
fastest, except when the answer is large.



106 6 Queryable lossless Log data Compression (QLC)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

1
A

2
A

3
A

4
A

5
A

6
A

11
C

12
D

13
D

19
F

20
F

21
F

22
F

23
G

24
G

25
G

31
I

32
I

33
I

34
I

A
ns

w
er

 ti
m

e 
(s

)

Query and Query class

QLC
QLC, unsorted

QLC-gzip

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

7
B

8
B

9
B

10
B

14
E

15
E

16
E

17
E

18
E

26
H

27
H

28
H

29
H

30
H

A
ns

w
er

 ti
m

e 
(s

)

Query and Query class

QLC
QLC, unsorted

QLC-gzip

Figure 6.13: Average query times of sorted and unsorted QLC answers and
sorted answers on QLC-gzip compressed large data. The query classes
with small or medium output (A, C, D, F, G and I) are on the upper pane
and query classes with large output (B, E and H) on the lower pane.

Returning to the analysis of QLC, the effect of the frequency thresh-
old is interesting (Figure 6.16). With the small frequency threshold val-
ues the query times are slightly reducing when the frequency threshold is
increased. However, with the large frequency threshold values, the time
increases again. The reason is that with small frequency threshold values,
there are plenty of compression patterns and the algorithm spends time in
matching the query against them and entries in their supports. With large
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Figure 6.14: Average query times of QLC queries with unsorted answer,
egrep and lGrep on large data. The query classes with small or medium
output (A, C, D, F, G and I) on the upper pane and query classes with
large output (B, E and H) on the lower pane.

frequency threshold values, the number of compression patterns is small,
but the number of unmatched entries is large and the algorithm needs to
match the query against each of them.

Experiments with QLC queries show that the method speeds up query
evaluation on compressed data, especially when the size of the query answer
is less than a few thousand entries. For example, with queries in all the
classes resulting in a small or medium answer — i.e., large data queries in
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classes A, B, C and D (Table 6.1) and small data queries in classes a, c, d
and e (Table 6.2) — QLC with unsorted answers is the fastest solution.

In classes that result in a large answer — more than several thousands
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of entries — QLC querying efficiency suffers from the size of the answer.
However, it is still feasible; at the longest of all cases a QLC query took less
than 40 seconds to execute. The query was Query 7 in large data query
class B. It returns an entire log file, i.e., more than 1, 100, 000 entries at
most.

QLC benefits from adding new field:value pairs to queries. For example,
as the queries on large data in classes C, D, E, F, G, H and I are enlarged,
the execution time reduces (Figure 6.14). The reason for this is that the
answer becomes smaller. egrep and lGrep may react in quite the opposite
way; their execution time increases with larger queries, for example, with
large data queries in class H.

6.4 Conclusions and related work

QLC compression together with the corresponding query mechanism pro-
vide tools to handle the ever-growing problem of log data archiving and
analysis. The compression method is efficient, robust, reasonably fast, and
when used together with, for example, the gzip program provides smaller
results than gzip alone.

QLC compressed files can be queried without decompressing the whole
file. QLC query evaluation is remarkably faster than the combination of
decompressing a log file and searching for the corresponding regular ex-
pression from the decompressed log; especially when the answer size is less
than a few thousand entries.

The query algorithm presented in Figure 6.5 is comparable to decom-
pression: it loops through all the entries and inspects the related pattern
and possibly also the remaining items. However, by cashing the results
of the intersection between the query and the patterns, the algorithm can
minimise the number of needed set comparison or pattern matching oper-
ations.

QLC shares many ideas with the CLC method (Chapter 5). Both meth-
ods use selected closed sets — filtering and compression patterns — to
summarise and compress the data. CLC is a lossy compression method: if
an entry is in the support of a filtering pattern, it is removed completely.
QLC is lossless: only the values overlapping with the matching compres-
sion pattern are removed from an entry and replaced with a reference to the
pattern. In QLC compression the main criterion is not understandability
as in CLC but storage minimisation and query optimisation. Therefore the
criterion for selecting a compression pattern is its compression gain. On
the other hand it is a straightforward task to generate a CLC description
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from a log database compressed with QLC.
As with the CLC, in the data that contain several tens or even hun-

dreds of items in the largest frequent sets, the maximal frequent sets may
be a good choise instead of the closed sets. However, as with the CLC,
the comparison between closed and maximal frequent sets is left open for
further studies.

A related approach that has been published after the original publi-
cation of the QLC method [56] also uses frequent patterns for database
compression [141, 8]. A method named Krimp [154] takes advantage of
minimum description length (MDL) principle [47] in selecting the best set
of frequent itemsets, i.e., “that set that compresses the database best” [141].
The method uses a greedy heuristic algorithm to search for the best set
of frequent patterns. The set is used as a code table to replace parts of
database entries that match with a selected frequent item set with shortest
possible codes.

The Krimp-method has many advantages: the patterns in the code
table can be used in classification [153, 154] or to characterise differences
between two data sets [158]. The method does not offer any means for
query evaluation on compressed data. However, it could be made with a
quite similar algorithm as QLC query evaluation.

All of the four decision subtasks defined in Section 4.2 need log file
analysis where archived or otherwise compressed log files are used. In op-
eration of a telecommunications network, system state identification and
prediction, cost estimation and estimation of external actions, all require
information from logs that the network provides. Especially the security
analysis is based on the data recorded in the logs about who did what
and when and where and how they came in and how often they used the
systems.

The QLC method supports analysis of compressed data on all operation
levels. It offers a fast and robust tool to do iterative querying on history
data in the knowledge discovery process on the strategic level as well as
enables analysis of a recent burst of log entries, which can be kept on the
disk only in a compressed format. The method speeds up the iteration by
answering queries faster than, for example, the zcat-egrep combination
commonly used on log files.

QLC versus requirements The QLC method answers well to the re-
quirements set for the data mining and knowledge discovery methods and
tools summarised in Section 4.5. The method does not require data-mining-
specific knowledge when it is used (Easy-to-use methods, Easy to learn).



From a telecommunications expert’s point of view, the data mining tech-
nology — frequent closed sets — may be integrated into an existing query
tool in such a way that the expert does not have to know anything about it
(Interfaces and integrability towards legacy tools). The technology supports
the expert, who can concentrate on identifying queried fields and their most
interesting values (Application domain terminology and semantics used in
user interface). The method shortens the time required to answer queries
on archived history data (Immeadiate, accurate and understandable results,
Efficiency and appropriate execution time). This speeds up the analysis
task (Increases efficiency of domain experts).

Only the requirements of Reduced iterations per task, Adaptability to
process information and Use of process information are not directly ad-
dressed. However, the amount of available data and efficiency of an expert
are increased. Thus the expert can better concentrate on and take advan-
tage of the information about the network.



112 6 Queryable lossless Log data Compression (QLC)



Chapter 7

Knowledge discovery for network
operations

During the research that began already during the TASA project at the
University of Helsinki, one of the main themes has been to bring data
mining and knowledge discovery tools and methods to an industrial en-
vironment where large amounts of data are being analysed daily. As was
described in Chapter 4, the telecommunications operation environment sets
requirements that differ from those set by the research environment. The
methods presented in Chapters 5 and 6 address many of those industrial
requirements.

Based on experiences of industrial applications of the CLC and QLC
methods and other data analysis methods on alarm and performance data
[59, 61, 60, 69, 70, 97, 96, 58, 63, 64, 98, 102, 103, 156] I will discuss,
in this chapter, decision-making and knowledge discovery as a part of an
everyday process of network operations [156]. I will outline how the pace
and dynamics of this process affects the execution of knowledge discovery
tasks, and present an enhanced model for the knowledge discovery process
[63]. I will also propose a setup for a knowledge discovery system that
better addresses the requirements identified in Chapter 4 [65].

The classical knowledge discovery model (Section 3.1) was designed for
isolated discovery projects. As the methods and algorithms presented in
this thesis were developed and integrated to network management tools,
it became evident that the process model does not fit real-world discovery
problems and their solutions. The model needs to be augmented for in-
dustrial implementation, where knowledge discovery tasks with short time
horizons follow each other continuously. The discovery tasks have to be car-
ried out in short projects or in continuous processes, where the discovery
tasks are mixed with other operational tasks.

The main information source for experts operating the networks is the
process information system. The system is implemented mainly with legacy
applications without data mining functionalities. The knowledge discovery
process needs to be integrated into these legacy applications. The integra-
tion can be done by including required data mining functionalities to the
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system. These functionalities have to support network operation experts
in their daily work

7.1 Decision making in network operation process

Operation of a mobile telecommunications network is a very quickly evolv-
ing business. The technology is developing rapidly; each technology gener-
ation lifetime has been less than ten years so far. For example, the benefits
of digital technology in the second-generation networks, such as Global
System for Mobile communications (GSM), overtook the first-generation
analogue systems such as Nordic Mobile Telephony (NMT) in the mid
nineties, General Packet Radio Service (GPRS) solutions began to extend
GSM networks around 2001 [138], and the third-generation networks such
as Universal Mobile Telecommunications System (UMTS) are widely used.

In this environment strategic planning is a continuous activity targeted
at the time frame from present to 5 or 10 years. Due to a continuously de-
veloping technology base many issues have to be left open when investment
decisions are made. While the new technology empowers users with new
services, it also changes consumption and communication patterns. The
change affects directly the profit achievable through strategic decisions.
Hence the effective time horizon of strategic decisions can be as short as
one to two years or even less. Their time horizons are shorter than those of
some tactical decisions, like planning and executing network infrastucture
updates, which can be from two to three years.

In many systems today the redesign cycle is also so rapid that the update
of knowledge obtained through knowledge discovery takes time comparable
to the redesign cycle time. This creates a swirl in which the strategic and
tactical levels can no longer be considered separately. For example, when
new network technology is added to the network, the resource planning and
redesign of networks are done continuously. All the time some part of the
system is under redesign.

At the tactical level of telecommunications network operation there are
several continuous maintenance cycles that operate on the same infrastruc-
ture. The fastest maintenance cycle is from some seconds to minutes. In
it operators try to detect and fix the most devastating malfunctions on the
network. The second cycle takes some days, during which operator per-
sonnel fix malfunctions that disturb the network capacity and quality of
service, but which are not urgent. The next maintenance cycle monitors
and audits the network elements and services on a monthly basis. Each
component is checked for any malfunctions. If there are needs for configu-
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ration optimisations they are also made in this cycle.
The quickly developing technology and continuously evolving set of ser-

vices also have another consequence: domain knowledge may lose its ac-
curacy rather fast. Configuration parameter updates, installation of new
hardware, and updates in existing software components change the struc-
ture of the system hence outdating a priori knowledge. Constant changes
in user behaviour patterns speed this degradation of a priori knowledge
further.

Knowledge discovery projects — if implemented according to the clas-
sical KD-process model (Section 3.1) — typically require quite a long time
to execute; at least some months. As most of the tactical decision tasks
have a much shorter time horizon, the classical KD-process model can not
be applied to their support.

The knowledge discovery efforts supporting these fast-pace strategic and
tactical decision-making tasks — agile decision making — have to cope with
these requirements;

• Decision task time horizons are short

• Decision tasks repeat constantly

• A priori knowledge outdates rather fast

These requirements lead to an idea of a continuous knowledge discovery
process that finds new information, integrates it to existing knowledge and
also evaluates the accuracy of it.

7.2 Knowledge discovery for agile decision sup-

port

A decision task always requires information and knowledge about the pro-
cess and its environment (Section 4.2). If the required information is avail-
able, it can be searched for from a priori knowledge, otherwise a knowledge
discovery task to the available data is needed. The knowledge discovery
task is executed in a knowledge discovery process (Figure 7.1).

The execution of a knowledge discovery process uses resources from
the existing information systems and applies appropriate data mining and
data analysis methods. The results of the knowledge discovery process
are interpreted by the expert executing the knowledge discovery task and
provided to the decision maker for further consideration.

A knowledge discovery process can be initialised specially for a decision
task if it is large and has a long enough time horizon. Typical examples are
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Figure 7.1: Each knowledge discovery task is implemented with a knowledge
discovery process utilising the data and legacy tools of process information
system and different data mining methods.

knowledge discovery for a strategical decision task or for an expert system
making automated process decisions; for example, a search for a covering
set of correlation patterns after a major system upgrade.

If the time horizon of a decision task is short, the knowledge discovery
task has to be executed in some existing knowledge discovery process. The
organisation has to have knowledge discovery tools integrated into the sys-
tem and available pre-defined processes on how to use them. An example of
such a task could be daily log analysis, which searches for security or mal-
function incidents that have not been detected and prevented by automatic
tools.

Knowledge discovery swirl

The current models for knowledge discovery (see Section 3.1) seem to suffer
from the division into phases. The proposed steps are overlapping and it
is seldom possible to say where one step ends and another begins [161].
On the other hand, decision tasks often arise sequentially, and for each
of them a corresponding knowledge discovery task is introduced as is de-
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Figure 7.2: While knowledge discovery tasks are evaluated in a row, they
are linking to each other by updating the a priori knowledge.

picted in Figure 7.2. Especially if these tasks are executed in one single
knowledge discovery process, for example, due to their smaller size or short
time horizon, the knowledge discovery tasks link together to form a con-
tinuous process, in which each task relies on the results of the previous
tasks.

A continuous knowledge discovery process is cyclic: it is a knowledge
discovery swirl [63] (see Figure 7.3). It is based on a notion of inductive
data analysis. Inductive data analysis is a process where data is repeat-
edly studied and transformed with a collection of methods. Either a priori
knowledge about the domain, or the results extracted with previous meth-
ods, are used for parameterising each method. Each method is applied
either to a combination of the results from previous steps or raw data. A
method can either extract new information or transform the data into a
new form. Every time a new method is selected, a group of functions that
are needed for its application are determined and executed.

Selection of accurate, subsequent methods and adjustment of their pa-
rameters is affected by the knowledge extracted from the data. The swirl
is terminated when the extracted and validated knowledge satisfies the re-
quirement set. If the knowledge is not adequate or new knowledge discovery
tasks have arisen, the swirl continues to cycle with new methods and ad-
justed parameters for previous methods. To validate the results, an expert
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Figure 7.3: Knowledge discovery swirl.

needs appropriate tools that link the results to the data and a priori know-
ledge. The swirl model emphasises the importance of the clearly defined
knowledge requirements and facilities to validate the results.

The daily log analysis task, for example, starts already during the sys-
tem start-up period. During it, the initial set of correlation patterns are
generated and deployed. Patterns may filter out entries or replace them
with a new entry. This reduces the number of entries, which changes the
statistical indicator distributions. The analysis tools have to be tuned ac-
cording to these changed figures. Every time some new process state is
reached, the system may produce a previously unknown, probably volu-
minous, set of log entries or feature value combinations and the pattern
collection must be updated. This is done repeatedly during the system life
time either periodically or when needed.

The intention-mining model (I-MIN) [50] gives a similar type of ap-
proach to the discovery process as the definition for inductive data anal-
ysis. The introduction of the accumulation phase of the model answers
particularly to needs of telecommunications network operation. However,
unlike the I-MIN process we emphasise the possibility not only to study
knowledge discovery concentrates [50] but also to query and analyse any
subsets of the original data. The cyclic model also gives a possibility to
integrate external knowledge to the process during any of the iterations.
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Figure 7.4: Role of interpretations between data and information in know-
ledge discovery process.

Both of the models have greatly been inspired by the work done within the
area of inductive databases [49, 75, 106].

7.3 Adaptive knowledge discovery solution

All the translations between data and knowledge require human interpre-
tation. A human expert makes the interpretation, for example, when he is
looking at the available data and making decisions about how the industrial
process should be adjusted. In order to be able to make the decisions, he
combines the acquired information with his mental model of the subject
[105, 31]. He often also verifies his jugdement against the collected his-
tory data. This history data must be large and covering. It must also be
accessible; such a data set is typically neither easy to store nor simple to
query. Here methods like queryable lossless compression QLC (Chapter 6)
can assist.

As is depicted in Figure 7.4, there are several places of the informa-
tion system where interpretation is made between usable information and
some formal representation like data, analysis results or formal information
request. First of all the log entries are defined in such a way that they
carry meaningful information. Knowledge requirements that are defined
must be formalised so that the knowledge discovery system is able to find
the required information and the knowledge discovery swirl can determine
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Figure 7.5: An adaptive knowledge discovery process integrated to infor-
mation system of a network operator.

when the requirements are met. Finally the analysis results revealed in
the knowledge discovery swirl need to be interpreted in domain-specific
semantic terms so that necessary decisions can be made.

An adaptive knowledge discovery process integrated to an information
system of telecommunications network operations is depicted in Figure 7.5.
The knowledge discovery process analyses the incoming data. Domain ex-
perts doing the analysis use background information, i.e., history data, do-
main configurations and a priori knowledge of the organisation to filter the
data, to select analysis parameters, to separate causally related phenomena
from each other [57] and to steer and focus analysis.

When the information request has been fulfilled, the knowledge discov-
ery process results are interpreted for the decision making. Again all the
appropriate background information is used. If the discovery reveals new
knowledge that will benefit the organisation, the knowledge is integrated
to the a priori knowledge. The integration is made only if the benefits of
the knowledge considerably exceed the integration cost.

In practice, especially in agile decision making on a tactical level, a
large part of the extracted information is never formalised and integrated
to the a priori knowledge. Reasons vary from haste to obscure or cumber-



7.4 Use of knowledge discovery 121

some knowledge formats. However, experts usually take advantage of that
information by learning and improving their own expertise.

The presented model brings the knowledge discovery process to the cen-
tre of the process information system given in Figure 4.1. The model con-
nects the knowledge discovery to data interpretation phase. Together with
legacy tools, designed for monitoring and interpreting the data, knowledge
discovery tools can provide more information and facilitate new insights of
experts. This improves also the update and maintenance of a priori know-
ledge. A prerequisite for integration of knowledege discovery process and
every day data interpretation is that the knowledge discovery tools fulfil
the requirements described in Chapter 4.

The presented knowledge discovery model (Figure 7.5) supports the
decision making model introduced in Section 4.2. The knowledge discov-
ery process gets required information about system states, actions and
costs from the on-line data, configuration databases and history model.
The description of the external world is acquired from network data, i.e.,
alarms, log entries, traffic measurements, service definitions and subscriber
databases of the management system.

7.4 Use of knowledge discovery

On the level of automated process decisions, closed loop control and error
detection are widely applied in industrial processes. They often operate in
a limited scope for which the KD process and knowledge discovery systems
can provide the necessary support. For example, for alarm correlation en-
gines, systems like TASA can be used to extract required knowledge. When
methods used in TASA are further augmented to use a priori knowledge
about the network structure [58], the quality of its results improves.

When the degree of freedom in decision making increases, only a human
expert can make decisions. The expert’s task starts when many closed
control loops are integrated together and the decisions concerning their
co-operation have to be made. For this the expert can also be helped by
knowledge discovery methods.

When previously unknown industrial process states are analysed, the
role of a knowledge discovery system is to filter the needed information and
discover structures in it. An expert has to be able to identify the causal
relations holding in the logged and measured industrial process. He has to
be able to make interpretation and mapping from the log entries and time
series to the domain semantics. The methods presented in Chapters 5 and
6 aim at this kind of support. Summarised and compressed logs (CLC and



QLC methods) improve the quality of information that is presented for an
expert and increase the amount of available data and information.

An adaptive knowledge discovery process versus requirements
The knowledge discovery swirl and its integration to process information
model supports well the requirements set for the data mining and know-
ledge discovery methods and tools summarised in Section 4.5. The model
facilitates use of domain specific terminology and semantics by connecting
the configuration and parameter information to the analysis process (Ap-
plication domain terminology and semantics used, easy to learn). It also
supports linking the analysis results to related process information (Use
of process information). Thus analysis results can be described directly in
system context and interpretation of results becomes easier (Easy-to-use
methods, Easy to learn). This simplifies integration of data mining and
legacy tools (Interfaces and integrability towards legacy tools) and makes it
possible for analysis methods to adapt current process information (Use of
process information, Adaptability to process information). The model facil-
itates the shortening of the time required to perform the analysis tasks and
interprete their results (Immeadiate, accurate and understandable results,
Efficiency and appropriate execution time, Increases efficiency of domain
experts). Only the requirement of Reduced iterations per task is left for data
mining tools.



Chapter 8

Concluding remarks

In this thesis I have studied application of data mining and knowledge dis-
covery methods and processes in telecommunications network operations.
The objective of the thesis was to find ways to assist operators in solving
everyday problems in decision-making.

First, I studied the telecommunications operations as an environ-
ment for data mining and knowledge discovery methods and tools (Chap-
ter 4). I introduced an operation information system and a decision-making
model, discussed decision making on different operational levels and stud-
ied decision-making resources and assets available for used methods and
tools.

When the requirements and resources for data mining applications were
defined, I introduced data summarisation (Chapter 5) and compression
(Chapter 6) methods based on closed sets and made an extensive set of
experiments with both methods. Finally, I defined a continuous knowledge
discovery swirl and outlined how that can be implemented to support know-
ledge extraction for repeating decision tasks from a continuous data flow
in a telecommunications operation environment (Chapter 7).

The methods introduced, especially CLC and its generalisation to
episode summarisation, have been accepted well among network experts.
CLC, for example, has been integrated to the security log management
and analysis software called NetAct TMAudit Trail by Nokia Siemens Net-
works. The use of domain structure data to improve the quality of episode
summaries [58] was one of the enablers for the acceptance.

In this thesis I have focused on log data. Another important type of
data are the measurement and counter time series that are continuously
collected from the network elements. An interesting question is what kind
of knowledge discovery methods could provide corresponding benefits for
time series data analysis. Unsupervised clustering and anomaly detection
seem to be promising candidates. Furthermore, how could one combine in-
formation extracted from both types of data? These questions are currently
under my consideration.

The results of this thesis and their acceptance among telecommunica-
tions experts show that the approach to support human expertise works

123
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in practice. As has been shown elsewhere [123], expert systems and con-
trol loops are able to automate decisions that are either very frequent and
almost trivial, or hard but well defined. In other cases, especially in tac-
tical decision making, the more productive way is to prepare to support
the cognition of a human expert. At the tactical level we need support for
on-line decision making, which is quite a challenge for many of the know-
ledge discovery methods and tools. The tools should provide an easy-to-use
approach with minimal iterations that reveal understandable results for ex-
perts in the domain. The method should be robust, provide accurate and
reliable information and — what is most important — help the domain ex-
perts in their daily work. This is exactly what the CLC and QLC methods
do.
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[161] Rüdiger Wirth and Jochen Hipp. CRISP-DM: Towards a standard
process model for data mining. In Proceedings of the 4th International
Conference on the Practical Applications of Knowledge Discovery and
Data Mining, pages 29 – 39, Manchester, United Kingdom, April
2000.

[162] Dong Xin, Jiawei Han, Xifeng Yan, and Hong Cheng. Mining com-
pressed frequent-pattern sets. In Klemens Böhm, Christian S. Jensen,
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Appendix A

Requirements for knowledge
discovery tasks

This Appendix presents characterisation of decision making levels of
telecommunications network operations. The characterisations set require-
ments for the knowledge discovery process. The characterisations are linked
to process phases that they affect most.

Table A.1: Summary of requirements for KD-tasks set by dif-
ferent types of decision situations.

Automatic
Control
Functions

Tactical
Decision-
making

Strategic
Decision-
making

Affected
KD-process
phase

Supported
tasks

Control
circuits

Planning Design Knowledge
require-
ments, UI,
Form of
results

Error
diagnostics

Configuration Management
support
systems

Optimisation

Actor Operative
automated
systems

Expert
systems,
Human
experts

Managers UI, Form of
results

Length of
estimated
time
horizon

< n min < n weeks < n years Knowledge
require-
ments,
Method
selection,
Analysis
execution

Validity
scope

Narrow,
focused

Wider, focused
to given sub
goal

Wide, tied to
scope of
developed
scenarios

Knowledge
require-
ments,
Method
selection
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Table A.1: Summary of requirements for KD-tasks set by dif-
ferent types of decision situations (continued).

Automatic
Conrol
Functions

Tactical
Decision-
making

Strategic
Decision-
making

Affected
KD-
process
phase

Type of
decision

Objective,
Subjectivity
integrated to
knowledge

Objective /
Subjective
towards risk,
Multi-
objective

Multi-
objective,
Subjective

Knowledge
requirements

Mode of
support

Off-line
knowledge
extraction and
executable
model
construction

Off-line
knowledge
extraction and
human
interpretable
model
construcation

Off-line
knowledge
extraction and
human
interpretable
model
construcation

UI, Form of
results,
Method
selection,
Analysis
execution

On-line
adaptivity

On-line
support for
decision tasks

KD-
iteration
time

Days – weeks In on-line
support
minutes –
hours

In on-line
support: days

Method
selection,
Analysis
execution

In off-line
support days –
weeks

In off-line
tasks: > weeks

Decision
tasks

System state
identification,

System state
identification

Cost
estimation

Knowledge
requirements

System state
estimation

System state
estimation

System state
estimation
External
estimation
Cost
estimation

What
causes
information
need

Changes in
system inputs
and service
requests

Changes in
system inputs,
service
requests and
direct
surroundings

Changes in
external
factors

Knowledge
requirements

Changes in
system
surroundings

Changes in
system policies

System upsets

Changes in
system policies

Changes in
system
parameters

Business
upsets



147

Table A.1: Summary of requirements for KD-tasks set by dif-
ferent types of decision situations (continued).

Automatic
Conrol
Functions

Tactical
Decision-
making

Strategic
Decision-
making

Affected
KD-
process
phase

Changes in
system
parameters

Changes in
system
production
portfolio

Changes in
product
portfolio

System upsets

Knowledge
requirement
with respect
to the phase
of the
system
lifespan

Frequent at
the beginning
of the system
lifespan

Frequent
throughout the
system lifespan

Depends on
the business

Method
selection,
Knowledge
require-
ments,
Analysis
execution

Later
validation and
updating when
system
parameters,
product
portfolio, or
policies are
changed

Frequent
follow-up

Type of
available
data

Measurements
as time series

Measurements
and cost data
as time series

Aggregated
measurements,
benchmarking,
statistics

Preprocessing,
Method
selection, UI,
Form of
results

Event logs Event logs Free-text
reports

Semi-
structured
documents

Behavior and
business
models and
theories

Required
content

Dynamic
system models

Plans,
scenarios

Scenarios Knowledge
requirements

System state
descriptions

System state
descriptions
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Table A.1: Summary of requirements for KD-tasks set by dif-
ferent types of decision situations (continued).

Automatic
Conrol
Functions

Tactical
Decision-
making

Strategic
Decision-
making

Affected
KD-
process
phase

Required
type of KD
task results

Human
verifiable
mathematical
or logical
model

Models under-
standable for
humans

Any human
understand-
able
knowledge

Method
selection, UI,
Form of
results

Information
quality

Robustness Generalisability Coherency Postprocessing
and
Validation

Coverage

Required
validations

Response
testing

Comparison
against history

Comparison
against history

Postprocessing
and
Validation

Simulations Large-scale
simulations



Appendix B

QLC Queries

This Appendix lists the queries used in testing query evaluation against
QLC compressed files. Table B.1 lists queries applied to the small data
log files and Table B.2 lists queries applied to the large data log files. The
queries have been anonymised without changing field names or query struc-
ture.
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