
Renormalization methods in KAM theory

Emiliano De Simone

FACULTY OF SCIENCE

DEPARTMENT OFMATHEMATICS AND STATISTICS

UNIVERSITY OF HELSINKI

2006

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Helsingin yliopiston digitaalinen arkisto

https://core.ac.uk/display/14916786?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2000 Mathematics Subject Classification.Primary 37J40; Secondary 70H08,

11D75, 11D75

Key words and phrases.KAM, small divisors, diophantine, Renormalization

Group

ABSTRACT. It is well known that an integrable (in the sense of Arnold-

Jost) Hamiltonian system gives rise to quasi-periodic motion with tra-

jectories running on invariant tori. These tori foliate the whole phase

space. If we perturb an integrable system, the Kolmogorow-Arnold-

Moser (KAM) theorem states that, provided some non-degeneracy con-

dition and that the perturbation is sufficiently small, most of the invari-

ant tori carrying quasi-periodic motion persist, getting only slightly de-

formed. The measure of the persisting invariant tori is large together

with the inverse of the size of the perturbation.

In the first part of the thesis we shall use a Renormalization Group

(RG) scheme in order to prove the classical KAM result in the case of

a non analytic perturbation (the latter will only be assumed to have con-

tinuous derivatives up to a sufficiently large order). We shall proceed

by solving a sequence of problems in which the perturbations are ana-

lytic approximations of the original one. We will finally show that the

approximate solutions will converge to a differentiable solution of our

original problem.

In the second part we will use an RG scheme using continuous

scales, so that instead of solving an iterative equation as in the classical

RG KAM, we will end up solving a partial differential equation. This

will allow us to reduce the complications of treating a sequence of itera-

tive equations to the use of the Banach fixed point theorem in a suitable

Banach space.
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Chapter 1

Introduction

The Year 1885 is fundamental in the history of the modern theory of dynam-

ical systems: in that year King Oscar II of Sweden and Norway decided to

award a prize to the first person who would be able to provide an analytic

solution to then-body problem; the problem read: "Given a system of arbi-

trarily many mass points that attract each other according to Newton’s law,

try to find, under the assumption that no two points ever collide, a represen-

tation of the coordinates of each point as a series in a variable that is some

known function of time and for all whose values the series converges uni-

formly". The mathematician Henri Poincaré, after three years of hard work,

was awarded the prize despite the fact that he couldn’t fully accomplish the

given task. Even though he was not able to find a complete solution to the

n-body problem, the contribution given to the modern understanding of dy-

namical systems by the research he had done in the attempt to win the prize

was inestimable. Later on, gathering his notes, he published the book [22]

which is considered to be the cornerstone of the modern theory of dynamical

systems. The new point of view developed by Poincaré was still in accordance

with the assumption that dynamical systems are to be considered determinis-

tic; however his revolutionary idea was that, instead of looking for analytic

3



4 1. Introduction

solutions to the equations governing the motion, one has to start thinking ge-

ometrically and quantitatively. In this way, abandoning the goal of finding

accurate predictions on the configuration of a system at each time, one can

still recover geometrical and quantitative properties which provide a deep in-

sight into the global behavior of the motion. Poincaré’s was the first attempt

to rigorously define mathematical "chaos" and to deal with it. The reader

interested in the historical development of "chaos theory" can read the book

[10].

KAM Theory can be considered one of the many offsprings of Poincaré’s

pioneering work. It deals with stability problems that arise in the study of cer-

tain perturbed dynamical systems. A brief preliminary discussion is in order:

if a dynamical system is very sensitive to the smallest changes in the model

used to study it, one has to be careful in understanding whether it is possible

to apply the mathematical results to the real world. In fact, whatever model

one uses, the latter is necessarily an "approximation" due to the imprecision

of measurement instruments, to the idealization of the real model and so on.

A very simple example of such "approximations" is the solar system: strictly

speaking it is not true that the planets describe elliptical orbits around the sun;

that would happen if, studying the motion of a single planet around the sun,

one could neglect the perturbative effect produced by the other planets in the

solar system; such effect is indeed very small (the masses of the planets are

tiny compared to the mass of the sun), but unfortunately not to be neglected:

the results of such perturbation can be seen by studying, for instance, the

orbits of Venus and Mercury, who describeslowly processional ellipses, tra-

jectories that slightly deviate from the Keplerian ellipses at each revolution

around the sun. The conclusion we wanted to draw by bringing up the latter

example is: the two-body problem (fully described by Keplerian ellipses) is

only good as a first approximation of the motion of the planets in the solar

system. Keeping that example in mind we can pass to describe the main goal
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of the KAM theory: if we are given a dynamical system that can be written as

a perturbation of a "simpler" one, whose behaviour is well known, we would

like to answer the following question: which of the properties of the simple

system are preserved under the effect of the perturbation, assuming that the

latter is sufficiently small? Returning to the solar system, we can translate

the general question above into the following one: if we take into account

the gravitational effect of all the planets among each other, will the keplerian

ellipses get destroyed? Will periodic motion no longer exist? Will the plan-

ets fall into the sun? Will they escape the gravitational attraction of the sun

and drift away from the solar system? Leaving these very dramatic questions

open1 we shall now translate this heuristic discussion into the more formal

language of mathematics. The natural framework we shall operate in is the

theory of Hamiltonian systems (on Hamiltonian systems see for instance [3]).

1. The KAM problem

Given a Hamiltonian functionH(p, q) : Rd × Rd → R, it is possible un-

der certain conditions (See [16] Appendix A.2) to introduce a special set of

canonical coordinates(I, θ) ∈ Rd × Td calledaction-anglevariables, so that

in the new coordinates the Hamiltonian is a function of the new "momenta"

only: H = H(I). In such case the system described byH is calledintegrable

and the motion in the new variables is very simple:

1To be honest, despite a lot having been written about the solar system’s stability, the mutual interactions

between the planets are probably too strong for the KAM theorem to be applied directly; nevertheless the example

is still very instructive. Also, with the solar system being the main historical reason for studying dynamical systems,

we thought it would be good to mention it.

Some interesting results on the stability of the planets of the solar system have been obtained by numerical

integrations over large intervals of time: for instance the maximum orbit’s eccentricity of the biggest planets (Nep-

tune, Jupiter, Saturn, Uranus) seems to stay virtualy constant; the diffusion of the eccentricity of the Earth and Venus

is moderate while that of Mars is large, finally Mercury is the planet with the biggest chaotic zone and its orbit’s

eccentricity experiences the largest diffusion. (see [19])
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 I(t) = I0

θ(t) = θ0 + ωt where ω := ∂H
∂I
|I=I0 .

(1.1)

The trajectories are bound to run on the invariant toriTI0 := {(I0, θ) | θ ∈
Td}. Notice that the frequenciesω = ωI0 depend on the particular invariant

torus considered. In view of this remark we shall restrict our discussion to the

nondegeneratecase, in which one can number univocally the invariant tori

TI0 with the frequenciesω: the non-degeneracy condition reads

det

∣∣∣∣∂ω

∂I

∣∣∣∣ = det

∣∣∣∣∂2H

∂I2

∣∣∣∣ 6= 0. (1.2)

Using the assumed one to one correspondence between frequencies and in-

variant tori, we shall callnon resonantthose tori numbered by rationally in-

dependent frequencies:ω · q 6= 0 for all q ∈ Zd \ {0}, and in this case the

trajectories fillTI0 densely. Otherwise, if∃q ∈ Zd \{0} s.t.ω ·q = 0, TI0 will

be said to beresonantand the trajectories will run on a subtorus of dimension

s < d. We immediately see that the probability of ending up on a resonant

torus is zero, hence for almost all the initial conditions the motion is dense on

an invariant torus; such trajectories are calledquasi-periodic.

Unfortunately the problems at our disposal described by integrable Hamil-

tonians are not numerous. Nevertheless, as pointed out in the heuristic intro-

duction, one can still exploit the knowledge about integrable systems, by con-

sidering many important non-integrable systems as "small" perturbations of

integrable ones. According to Poincaré (See [22]) the "fundamental problem

of dynamics" is the study of a Hamiltonian of the form

H(I, θ) = H0(I) + λV (I, θ) (1.3)

whereλ � 1 is a small parameter. Since we already studied and completely

solved the integrable caseλ = 0, we are now interested in what happens
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asλ 6= 0 and the perturbation is "turned on". Will invariant tori and quasi-

periodic motion still exist or will they instead be destroyed by the perturba-

tion? The remarkable discovery of the KAM theory was that a large number

of non-resonant invariant tori do not get destroyed, instead they get only de-

formed a little bit and still carry quasi-periodic motion. More precisely the

non resonant tori that survive the perturbation (providedλ is small enough)

are those numbered by the so calleddiophantinefrequencies, that is, suchω’s

for which

|ω · q| ≥ γ|q|−ν for some γ ∈ R, /, ν > d. (1.4)

Henceω cannot satisfy any resonance relation, not even approximately (the

reason of the importance of the condition (1.4) will soon become clear).

Without loss of generality, from now on we shall concentrate on the study

of the Hamiltonian function of a perturbed system of rotators:

H(I, θ) =
I2

2
+ λV (θ), (1.5)

whereθ = (θ1, . . . , θd) ∈ Td are the angles describing the positions of the

rotators andI = (I1, . . . , Id) ∈ Rd are the conjugated actions. It generates

the equations of motionθ̇(t) = I(t)

İ(t) = −λ∂θV (θ(t)).
(1.6)

To look for a "distorted" invariant torus of (1.6) means to find an embed-

ding of thed-dimensional torus inTd×Rd, given by Id+Xλ : Td → Td , Yλ :

Td → Rd, such that the solutions of the differential equation

ϕ̇ = ω (1.7)
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are mapped into the solutions of the equations of motion (1.6), so that the

trajectories read θ(t) = ωt + Xλ(ωt)

I(t) = Yλ(ωt).
(1.8)

Plugging (1.8) into (1.6) we get a well known equation forX:

D2X(θ) = −λ∂θV (θ + X(θ)), where D := ω · ∂θ. (1.9)

Trying to invert the operatorD will lead us to deal with the infamous “small

denominators”: if we formally write the Fourier expression forD−1, the latter

is of the form 1
(ω·q) , whereω · q can become arbitrarily small asq varies inZd.

As we shall see, the diophantine condition plays a crucial role in controlling

the size of such denominators.

2. The "Lindstedt series" and the first KAM proofs

One of the oldest methods of tackling (1.9) is to look for a solutionX(θ) in

the form of aλ-formal power series. A λ-formal power series expansion ofX

is a sequence{Xk}k∈N, such thatXk : Td → Td, and it is customary to write

X(θ) ∼
∑∞

k=0 Xk(θ)λ
k. Expanding both sides of (1.9) in powers ofλ one

gets an infinite sequence of equations forXk, k = 0, 1, 2, . . ., which can be

solved inductively. The formal power series associated to the problem (1.9) is

called theLindstedt series.

However, although this method is old and widely used in perturbation the-

ory, it has a shortcoming: the convergence of the series
∑∞

k=0 Xkλ
k is not ob-

vious. For instance one can experience that, even in much simpler problems,

though the full series stays bounded for all times, if one truncates it up to or-

derN , the truncated series blows up in time, and the blow up gets more and

more severe the larger the number of termsN is taken. Nowadays we know

that one cannot rely on the predictions given by the truncated series at order
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N except for an interval of time much smaller than1
λN . Back in Poincaré’s

times, when he showed that the solar system is unstable to all orders in pertur-

bation theory, the latter discovery caused consternation, and Poincaré himself

became pessimistic about the fact that the perturbative series he was using

could converge:

Il semble donc permis de conclure que les series (2) ne con-

vergent pas.

Toutefois la raisonement qui précède ne suffit pas pour

établir ce point avec une rigueur complète.

[...]

Ne peut-il pas arriver que les series (2) convergent quand

on donne auxx0
i certaines valeurs convenablement choisies?

Supposons, pour simplifier, qu’il y ait deux degrées de

liberté les series ne pourraient-elles pas, par example, con-

verger quandx0
1 etx0

2 ont été choisis de telle sorte que le rap-

port n1

n2
soit incommensurable, et que son carré soit au con-

traire commensurable (ou quand le rapportn1

n2
est assujetti à

une autre condition analogue à celle que je viens d’ennoncer

un peu au hassard)?

Les raisonnements de ce Chapitre ne me permettent pas

d’affirmer que ce fait ne se présentera pas. Tout ce qu’il

m’est permis de dire, c’est qu’il est fort invêrsemblable.2

In 1954, at the International Mathematical Congress held in Amsterdam,

A.N. Kolmogorov presented the paper [18] in which he gave a proof of the

persistence of quasi-periodic motions for small perturbations of an integrable

Hamiltonian. Despite the fact that his proof did not make use of the formal se-

ries expansion, the solution was proven to depend analytically onλ, showing

2Henri Poincaré, [22]
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indirectly that the Lindsted series converges. Kolmogorov’s result was later

improved by V.I.Arnold [1, 2] and J.Moser [20, 21]: the apparently mysteri-

ous letters K, A and M that give the name to the whole theory are the initials

of these three mathematicians

3. Inside the Lindstedt series

Even though after Kolmogorov’s, Arnold’s and Moser’s work it was known

that the Lindstedt series is convergent, it was only in 1988 that Eliasson,

in [9] proved it directly. By working on the series terms, Eliasson showed

the mechanisms that rely on the compensations that happen inside the se-

ries, compensations which counter the effect of the small denominators, and

make the series converge. Later on, J. Feldman and F.Trubowitz (see [11])

noticed that Eliasson’s method could be performed using the same diagrams

that physicists had been using since Feynman. Namely one can associate to

the Lindstetd series a particular kind of diagrams without loops calledtree

graphs. By means of such graphs one can conveniently express the Fourier

coefficientsX̂k(q) of the terms in the Taylor expansion of the formal solution∑
k Xkλ

k. The coefficientX̂k(q) will be given by a sum running over all tree

graphs withk vertices.

Finally, the analogies between the methods used in Quantum Field Theory

and Eliasson’s proof of KAM were fully understood by Gallavotti, Chierchia,

Gentile et al., who, in many influential papers (see for instance [7, 6, 14, 13,

12, 15]), proved the convergence of the Lindstedt series by using a tool of

QFT: theRenormalization Group. By using RG techniques, one can group

the "bad terms" (particular subgraphs calledresonances, which will be re-

sponsible for contributions insidêXk(q) of the orderk!s for s > 1. ) that

plague the Lindstedt series into particular families inside which the diverging

contributions compensate each other.
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The Renormalization Group has been applied to the KAM problem also

by J. Bricmont, K. Gawȩdzki and A. Kupiainen in [5]: here the small denom-

inators are treated separately scale by scale, and the mechanism responsible

for the compensations that make the Lindstedt series converge is shown to

rely on a symmetry of the problem, expressed by certain identities that are

known in QFT: the so calledWard identities. The approach adopted in the

latter paper is the same we adopt in the present work, for which [5] has been

the main source of inspiration. By using the Ward identities in a slightly un-

usual fashion, we shall prove in the first part the KAM theorem in the case of

a finitely many times differentiable function; in the second part we shall prove

the KAM theorem for an analytic perturbation, using a continuous renormal-

ization scheme.





Part 1

Differentiable

perturbation





Chapter 2

The KAM theorem and

RG scheme

As said in the Introduction, we are interested in the existence of invariant tori

and quasi-periodic solutions of (1.5) forλ > 0. We shall investigate such

problem in the special case of a non analytic perturbationV , the latter being

assumed to beC` for a sufficiently large integer̀, whose size will be estimated

later on. Even though, as we already said, the main inspiration for this paper

has been [5], on the case of a non analytic perturbation we are in debt to the

papers [7] and [26] for many fruitful ideas.

From now on, we shall work with Fourier transforms, denoting by lower

case letter the Fourier transform of functions ofθ, which will be denoted by

capital letters:

X(θ) =
∑
q∈Zd

e−iq·θx(q), where x(q) =
1

(2π)d

∫
Td

eiq·θX(θ)dθ. (2.1)

The rest of the first part of this thesis will be devoted to the proof of the

following result:

15



16 2. The KAM theorem and RG scheme

Theorem 1. Let H be the Hamiltonian(1.5), with a perturbationV such

that its Fourier coefficients satisfy
∑

q |q|`+1|v(q)| ≤ C (i.e. ∂V ∈ C`), and

fix a frequencyω satisfying the diophantine property(1.4). Provided|λ| is

sufficiently small, if̀ = `(ν) is large enough, then fors < 2
3
` there exists a

Cs embedding of thed-dimensional torus inTd×Rd, given by Id+Xλ : Td →
Td , Yλ : Td → Rd, such that the solutions of the differential equation

ϕ̇ = ω (2.2)

are mapped into the solutions of the equations of motion generated byH, and

the trajectories read θ(t) = ωt + Xλ(ωt)

I(t) = Yλ(ωt),
(2.3)

running quasi-periodically on ad-dimensional invariant torus with frequency

ω.

1. Scheme

In view of the discussion at the end of the previous section, let us define

W0(X; θ) := λ∂θV (θ + X(θ)). (2.4)

Denote byG0 the operator(−D2)−1 acting onRd-valued functions onTd with

zero average. In terms of Fourier transforms,

(G0x)(q) =


x(q)

(ω·q)2 for q 6= 0

0 for q = 0;
(2.5)

we know that by inserting (2.3) into the equations of motion we get Eq. (1.9)

(see p. 8), so we write the latter as the fixed point equation

X = G0PW0(X), (2.6)

whereP projects out the constants:PX = X −
∫

Td X(θ)dθ.
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As we are not granted analyticity, we are not able to solve (2.6) by using a

standard renormalization scheme for analytic perturbations (See for instance

[5]): we have to proceed by means of analytic aproximations, easier to treat.

Let us set forj = 1, 2, . . . the constantsγj, αj, ᾱj as follows

γj := M8j

αj :=
1

γj−2

=
1

M8j−2

ᾱj =
1

γj+1

(2.7)

whereM will be a large constant that we shall fix at the end of the proof. We

define the analytic approximations

V j(ξ) :=

∫
Td

V (θ)Dγj
(ξ − θ)dθ =

∑
|q|∞≤γj

v(q)eiq·ξ. (2.8)

where

DN(θ) =
d∏

i=1

sin (N + 1
2
)θi

sin θi

2

(2.9)

is the Dirichlet Kernel (see Fig. 1).

With the latter setup, we get a sequence of “analytically” perturbed Hamil-

tonians:

H(I, θ) =
I2

2
+ λV j(θ), (2.10)

givinge rise to a sequence of “analytic” problems

X(θ) = G0PW j
0 (X; θ). (2.11)

where

W j
0 (X; θ) ≡ λ∂θV

j(θ + X(θ)) (2.12)

For eachj using for instance the renormalization scheme in [5], one could

solve (2.11) for a fixed set of frequencies and for aj-dependentλ, but that

would not work, as eitherλ or the set of allowed frequencies, could shrink to
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Figure 1. The Dirichlet kernel ford = 1 plotted atN = 10 andN = 40

zero asj grows, making the procedure useless. Instead we shall show that,

by a slight modification of the scheme, we obtain a sequence of “approxi-

mated” problems, whose solutions will allow us to construct, for` big enough

and|λ| ≤ λ0, a sequence (solving (2.11)) converging to aCs solution of our

original problem, fors < `
3
.
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We can assume inductively, as discussed earlier, that for|λ| ≤ λ0 and

k = 0, . . . j − 1 we have constructed real analytic functionsXk(θ) such that

Xk(θ) = G0PW k
0 (Xk; θ), (2.13)

we shall look for a solution to (2.13) withk = j, and in order to do that we

shall exploit the fact thatXj−1 is a good aproximation to it.

From now on we shall writēX := Xj−1 = G0W
j−1
0 (Xj−1) and set

W̃ j
0 (Y ) = W j

0 (X̄ + Y )−W j−1
0 (X̄). (2.14)

We notice that if the fixed point equation

Y = G0W̃
j
0 (Y ) (2.15)

has a solutionYj, thenXj ≡ X̄ + Yj, is a solution to (2.11) fork = j that we

were looking for.

In this setup we shall start our renormalizative scheme: in the same fash-

ion as in [5], we decompose

G0 = G1 + Γ0 (2.16)

whereΓ0 will effectively involve only the Fourier components with|ω · q|
larger thanO(1) andG1 the ones with|ω · q| smaller than that.

We want to prove the existence of maps̃W j
1 such that

W̃ j
1 (Y ) = W̃ j

0 (Y + Γ0W̃
j
0 (Y )). (2.17)

Inserting

F j
1 (Y ) ≡ Y + Γ0W̃

j
1 (Y ) (2.18)
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into Eq. (2.15) we notice

F j
1 (Y ) is a solution to (2.15)

⇐⇒ Y + Γ0W̃
j
1 (Y )

= (G1 + Γ0)PW̃ j
0 (Y + Γ0W̃

j
1 (Y ))

⇐⇒ Y = G1PW̃ j
0 (Y + Γ0W̃

j
1 (Y ))

⇐⇒ Y = G1PW̃ j
1 (Y ). (2.19)

Thus (2.15) reduces to (2.19) up to solving the easy large denominators prob-

lem (2.17) and to replacing the maps̃W j
0 by W̃ j

1 .

After n− 1 inductive steps, the solution of Eq. (2.15) will be given by

F j
n−1(Y ) = Y + Γn−2W̃

j
n−1(Y ) (2.20)

whereY must satisfy the equation

Y = Gn−1PW̃ j
n−1(X̄) (2.21)

whereGn−1 contains only the denominators|ω ·q| ≤ O(ηn) where0 < η � 1

is fixed once for all. The next inductive step consists of decomposingGn−1 =

Gn + Γn−1 whereΓn−1 involves|ω · q| of orderηn andGn the ones smaller

than that.

Let’s now definẽW j
n(Y ) as the solution of the fixed point equation

W̃ j
n(Y ) = W̃ j

n−1(Y + Γn−1W̃
j
n(Y )), (2.22)

and set

Fn(Y ) = Fn−1(Y + Γn−1W̃
j
n(Y )). (2.23)

We infer thatF j
n(Y ) is the solution of (2.15) if and only ifY = GnPW̃ j

n(Y ),

completing the following inductive step.
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Finally it is easy to recover the inductive formulae

W̃ j
n(Y ) = W̃ j

0 (Y + Γ<nW̃ j
n(Y )) (2.24)

F j
n(Y ) = Y + Γ<nW̃ j

n(Y ), (2.25)

whereΓ<n=
∑n−1

k=0 Γk. Using (2.24) and (2.25) we see that, ifF j
n(0) converges

for n →∞ to F j, we have

F j
n(0) = Γ<nW̃ j

n(0)

= Γ<nW̃ j
0 (Γ<nW̃

j
n(0))

= Γ<nW̃ j
0 (F j

n(0)), (2.26)

and taking the limit forn →∞,

F j = G0W̃
j
0 (F j) (2.27)

so thatF j is the solution of (2.15) we are looking for.





Chapter 3

Setup and preliminary

results

1. Spaces

Let q ∈ Zd, γ ∈ Nd, we will use the following notation

|q| =
d∑

i=1

|qi|, |γ| =
d∑

i=1

|γi|, γ! = γ1! · · · γd!, ∂γX =
∂|γ|X

∂θγ1

1 · · · ∂θγd

d

;

(3.1)

Denote byΞα the complex strip

Ξα := {ξ ∈ Cd : |Imξ| < α}. (3.2)

Forα ≥ 0 we define

Rα(Td, RN):={X ∈ C(Td, RN) with analytic and bounded extension onΞα}
(3.3)

Lemma 2. We can almost exactly characterize the functions inRα in terms

of the decay of their Fourier coefficients:

(i) X ∈ Rα , for someα > 0 =⇒ |x(q)| ≤ Ce−α|q|

(ii) |x(q)| ≤ Ce−α|q|, for someα > 0 =⇒ X ∈ Rη for all η < α

23
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Proof. Let θ = (θ1, . . . , θd) ∈ Rd, q = (q1, . . . , qd) ∈ Zd.

(i) If 0 ≤ η ≤ α, we have

|x(q)| =
∣∣∣∣∫

Td

X(θ + iη
q

|q|
)eiq·(θ+iη q

|q| )dθ

∣∣∣∣
≤
∫

Td

∣∣∣∣X(θ + iη
q

|q|
)

∣∣∣∣ dθ e−|q|η

which yields|x(q)| ≤ Ce−|q|η with C = supξ∈Ξ |X(ξ)|.

(ii)

sup
ξ∈Ξη

|X(ξ)| = sup
ξ∈Ξη

∣∣∣∑
q∈Zd

x(q)eiq·ξ
∣∣∣

≤ sup
ξ∈Ξη

∑
q∈Zd

|x(q)|eIm ξ|q|

≤ sup
ξ∈Ξη

∑
q∈Zd

Ce(Im ξ−α)|q|

≤
∑
q∈Zd

Ce(η−α)|q| < ∞ (3.4)

�

Recalling the definition (2.8), we writeV j(θ) =
∑

q vj(q)eiq·θ by setting

vj(q) =

v(q) for|q| ≤ γj

0 for|q| > γj,
(3.5)

We shall denote

H ≡ {(w(q))q∈Z | ‖w‖ :=
∑

q

|w(q)| < ∞} (3.6)

B(r) ≡ {w ∈ H | ‖w‖ ≤ r}. (3.7)

and letH∞(B(r),H) denote the Banach space of analytic functionsw :

B(r) → H equipped with the supremum norm.
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From now on we shall writēx ≡ xj−1 for the inductive solution of the

(j − 1)-th analytic problem as discussed in section 1, that is

x̄ = G0w
j−1
0 (x̄) x̄(0) = 0, (3.8)

and assume inductively the following decay:

|x̄(q)| ≤ CεAj
e
− |q|

4γj

|q|`/3
with Aj :=

j−1∑
k=0

`!

(
4

M8k−5

) `
3

andε → 0 when|λ| → 0,

(3.9)

whereM is as in (2.7).

From now onC, C1, C2, C3 . . . will denote different constants which can

vary from time to time. We can omit their dependence on the parameters when

we think it is not important.

2. A priori bounds for the approximated problems

The mapsV j defined in (2.8) clearly belong toRγ−1
j

, so that there exists

C > 0 such that for allj

sup
ξ∈Ξ

γ−1
j

|V j(ξ)| ≤ C (3.10)

which implies the following

Lemma 3. For each|σ| < 1
4γj

, there existsb > 0, such that the coefficients

V j
n+1(θ + X̄(θ)) belonging to the space ofn-linear mapsL(Cd, . . . , Cd; Cd),

of the Taylor expansion

∂V j(θ + X̄(θ) + Y ) =
∞∑

n=0

1

n!
V j

n+1(θ + X̄(θ))(Y, . . . , Y ) (3.11)

have Fourier coefficients that decay according to the following bound∑
q∈Zd

eσ|q|‖vj
n+1(q; x)‖L(Cd,...,Cd;Cd) < bn!(2γj)

n. (3.12)
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Proof. First of all we notice that, if|Im ξ| ≤ 1
4γj

then|Im (ξ + X̄(ξ))| ≤ 1
2γj

,

in fact

∣∣ImX̄(ξ)
∣∣ =

∣∣Im (X̄(ξ)− X̄(Reξ)
) ∣∣

≤
∣∣X̄(ξ)− X̄(Reξ)

∣∣
≤ 1

4γj

sup
ξ∈Ξ 1

4γj

∣∣∂ξX̄(ξ)
∣∣

≤ 1

4γj

sup
ξ∈Ξ 1

4γj

∑
q

|q||x̄(q)|eiq·ξ

≤ 1

4γj

∑
q

|q||x̄(q)|e|q|
1

4γj

≤ 1

4γj

(3.13)

using (3.9) forε (i.e. |λ|) small enough; hence from the Cauchy estimates for

analytic functions we get

‖V j
n+1(θ + X(θ))‖L(C2d,...,C2d;C2d) ≤ Cn! (2γj)

n ∃C ∈ R (3.14)

and finally using Cauchy Theorem we have for allη ∈ R such that|η| ≤ 1
4γj∣∣vj

n+1(q; x)(Y1, . . . , Yn)
∣∣=

=

∣∣∣∣ 1

(2π)d

∫
Td

V j
n+1(θ+iη+X̄(θ + iη))(Y1, . . . , Yn)eiq·(θ+iη)dθ

∣∣∣∣
≤ 1

(2π)d

∫
Td

∣∣V j
n+1(θ + iη + X̄(θ + iη))(Y1, . . . , Yn)

∣∣ e−q·η

≤ Cn! (2γj)
n e−q·η|Y1| · · · |Yn| (3.15)

hence

‖vj
n+1(q; x)‖L(Cd,...,Cd;Cd) ≤ Cn! (2γj)

n e−q·η (3.16)
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and takingη = 1
4γj

q
|q| we get1∑

q∈Zd

eσ|q|‖vj
n+1(q; x)‖L(Cd,...,Cd;Cd) ≤ C

∑
q∈Zd

e
(σ− 1

4γj
)|q|

︸ ︷︷ ︸
:=b<∞

n!(2γj)
n (3.17)

for all 0 < σ < 1
4γj

.

�

In view of the latter Lemma, let us introduce a translationτβ by a vector

β ∈ Cd, (τβY )(θ) = Y (θ − β). OnH, τβ is given by(τβy)(q) = y(q)eiq·β. It

induces a mapw 7→ wβ from H∞(B(r0),H) to itself if we set

wβ(y) = τβ(w(τ−βy)) (3.18)

The fixed-point equations, (2.22) and (2.24) may be written in the form

w̃j
nβ(y) = w̃(n−1)β(y + Γn−1w̃nβ(y)) (3.19)

w̃j
nβ(y) = w̃0β(y + Γ<nw̃nβ(y)) (3.20)

Remark 4. Note that, because of the definitions (2.14) and (3.18), one has

w̃j
0β(y) = τβwj

0(x̄ + τ−βy)− τβwj−1
0 (x̄) (3.21)

and the right hand side is notwj
0β(x̄ + y)− wj−1

0β (x̄).

Similarly, the equations (2.23) and (2.25) translate in the Fourier space to

the relations

f j
nβ(y) = f(n−1)β(y + Γn−1w̃

j
nβ(y)) (3.22)

f j
nβ(y) = y + Γ<nw̃

j
nβ(y) (3.23)

1note that with that choice ofη, because of (3.13),θ+iη+X(θ+iη) is in the analyticity strip of the integrand

function
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Proposition 1. Let |Imβ| < 1
8γj

, and‖y‖ ≤ α
2
3
`

j (See(2.7)at p. 17) we have∑
q∈Zd

|w̃j
0β(y; q)| ≤ |λ|Cd,`α

2
3
`

j (3.24)

and furthermore, writing

w̃j
0β(y) = w̃j

0β(0) + Dw̃j
0β(0)y + δ2w̃

j
0β(y), (3.25)

we have

|w̃j
0β(0; q)| ≤ C1|λ|

α
2
3
`

j

|q| `
3

(3.26)

‖Dw̃j
0β(0)y‖ ≤ C2|λ| (3.27)

‖δ2w̃
j
0β(y)‖ ≤ C3|λ|α`

j (3.28)

Proof. Let us set

w
j(n)
0 (x̄; q, q1, . . . , qn) ≡ 1

n!
vj

n+1(x̄; q −
∑

j

qj) (3.29)

inserting the Fourier expansion ofY , we can compute∑
q∈Zd

|w̃j
0β(y; q)| =

∑
q∈Zd

|τβwj
0(x̄ + τ−βy; q)− τβwj−1

0 (x̄; q)|

= |λ|
∞∑

n=0

∑
q,q1,...,qn

∣∣∣eiβ·(q−
P

qj)w
j(n)
0 (x̄; q, q1, . . . , qn)(y(q1), . . . , y(qn))+

−
∑

q

eiβ·qwj−1
0 (x̄; q)

∣∣∣
= |λ|

∞∑
n=1

∑
q,q1,...,qn

∣∣∣eiβ·(q−
P

qj)w
j(n)
0 (x̄; q, q1, . . . , qn)(y(q1), . . . , y(qn))

+
∑

q

w̃j
0β(0; q)

∣∣∣
(3.30)

from which (3.27) follows immediately from Lemma 3, and (3.28) follows

from Lemma 3 and from the fact that‖y‖ ≤ α
2
3
`

j
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To prove (3.26), for|η| ≤ 1
4γj

, we use (3.13), the hypotheses onV of

Theorem 1 and (2.7) to get

∣∣∂V j(θ + iη + X̄(θ + iη))− ∂V j−1(θ + iη + X̄(θ + iη))
∣∣

=

∣∣∣∣∣∣
∑

γj−1<|q|≤γj

qv(q)eiq·(θ+iη+X̄(θ+iη))

∣∣∣∣∣∣
≤

∑
γj−1<|q|≤γj

|q||v(q)|e|q|
1

2γj

≤ 1

γ`
j−1

∑
γj−1<|q|≤γj

|q|`+1v(q)e
|q| 1

2γj ≤ C
1

γ`
j−1

. (3.31)

Then we choose|η| = 1
4γj

q
|q| and use (3.31) to proceed as in Lemma 3 in

order to get

|w̃j
β0(0; q)| =

∣∣eiβ·q (wj
0(x̄; q)− wj−1

0 (x̄; q)
)∣∣

≤ e|Im β||q| λ

(2π)d

∫
Td

∣∣(V j − V j−1)(θ + iη + X̄(θ + iη))
∣∣ eiq·(θ+iη)dθ

≤ |λ|C 1

γ`
j−1

e
(|Im β|− 1

4γj
)|q| ≤ |λ|C (8γj)

`/3

γ`
j−1|q|`/3

≤ ε
α

2
3
`

j

|q|`/3
(3.32)

for all |Im β| < 1
8γj

= ᾱj.

Finally, in view of (3.25) we combine (3.26), (3.27), (3.28) and for` large

enough we obtain (3.24). This concludes the proof of the Lemma.

�

3. Cauchy Estimates

We state now some standard estimates we shall use throughout the paper. Let

h, h′ be Banach spaces, we defineH∞(h; h′) as the space of analytic functions

w : h → h′ equipped with the supremum norm. We shall make use of the
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following Cauchy estimates throughout the proof:

sup
‖y‖≤r−δ

‖Dw(y)‖ ≤ sup
‖y‖≤r

1

δ
‖w(y)‖ (3.33)

sup
‖y‖≤r′µ

‖δkw(y)‖ ≤ µk

1− µ
sup
‖y‖≤r′

‖w(y)‖ (3.34)

Furthermore we will also make use of the following estimate: letwi ∈ H∞(B(r) ⊂
h ; h′) for i = 1, 2, andw ∈ H∞(B(r′) ⊂ h′ ; h′′), then, ifsup‖y‖h≤r ‖wi(y)‖h′ ≤
1
2
r′, we have

sup
‖y‖h≤r

‖w ◦ w1(y)− w ◦ w2(y)‖h′′ ≤
2

r′
sup

‖y′‖h′≤r′
‖w(y′)‖h′′ sup

‖y‖h≤r

‖w1(y)− w2(y)‖h′

(3.35)

4. The Cutoff and n-dependent spaces

To define the operatorsΓn - that establishes our renormalization- we will di-

vide the real axis in scales. We shall fixη � 1 (once and for all) and introduce

the so-called "standard mollifier" by

h(κ) =

Ce
1

κ2−1 if |κ| < 1

0 if |κ| ≥ 1
(3.36)

with the constantC chosen such that
∫

R hdx = 1. Now let us definēχ ∈
C∞(R) by

χ̄(κ) := 1− 2

1− η

∫ ∞

1+η
2

h

(
2(|κ| − y)

1− η

)
dy (3.37)

so that

χ̄(κ) =

1 if |κ| < η

0 if |κ| ≥ 1
(3.38)

and trivially
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sup
κ∈R

|∂κχ̄(κ)| , sup
κ∈R

|∂2
κχ̄(κ)| ≤ C (3.39)

χ̄n(κ) = χ̄(η−nκ) (3.40)

and set

χ0(κ) = 1− χ̄1(κ)

χn(κ) = χ̄n(κ)− χ̄n+1(κ) for n ≥ 1. (3.41)

Finally we define the diagonal operatorΓn : H → H

Γn(q, q′) =
χn(ω · q)
(ω · q)2

δq,q′ := γn(ω · q)δq,q′ , (3.42)

so that supp(Γn−1(q)) = {ηn+1 ≤ |ω · q| ≤ ηn−1}. The formulae coming

from our renormalization scheme, suggest us to definen-dependent norms

and spaces: forn ≥ 2 we define the seminorms

‖w‖−n =
∑

|ω·q|≤ηn−1

|w(q)|. (3.43)

Let H−n denote the corresponding Banach spaces2. Next we consider the

projection

Pn(y)(q) =

y(q) if |ω · q| ≤ ηn−1

0 otherwise.
(3.44)

and define the spaces

Hn ≡ PnH, (3.45)

2In fact, since‖‖−n is a seminorm,H−n is a Banach space up to identifying the mapsw(q) that coincide on

the set{|ω · q| ≤ ηn−1}, but that is all we need.
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equipped with the norm inherited fromH:

‖y‖ ≡
∑

q

|y(q)| =
∑

|ω·q|≤ηn−1

|y(q)|, (3.46)

Remark 5. Fory ∈ Hn, ‖y‖ = ‖y‖−n, even though in general‖ · ‖ 6= ‖ · ‖−n,

Note the natural embeddings forn ≥ 2:

Hn → Hn−1 → H→ H−n+1 → H−n (3.47)

We shall denote byBj
n(r) the open ball inHn of radiusrj.

If we define the cutoff with “shifted kernel”

Γn[κ](q) = γn(ω · q + κ) (3.48)

we can prove the following:

Lemma 6. For i = 0, 1, 2 and |κ| ≤ ηn, the cutoff functions obey the follow-

ing estimates

‖∂i
κΓn−1[κ]‖ ≤ Cη−(2+i)n (3.49)

Proof. The proof is trivial, since for̃κ = κ + ω · q we have, by definition,

Γn−1[κ](q) = χn−1(κ̃)/κ̃2 andχn−1(κ) = 0 for |κ| ≤ ηn. �

5. n-dependent bounds

Our final goal is to show that the maps̃wj
n andf j

n exist for allj andn, provided

λ is small enough in ann-independent way. For later purposes it will be useful

to show first some simplen-dependent bounds. Such bounds are carried out

quite easily in the next proposition:

Proposition 2. For any sufficiently smallr > 0, |λ| ≤ λn and |Imβ| ≤ αj/2

the equations(3.20)have a unique solutioñwj
n ∈ H∞(B(α

2
3
`

j rn),H) with

sup

y∈B(α
2
3 `

j rn)

‖wj
n‖ ≤ Cd,`α

2
3
`

j |λ| (3.50)
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whereCd,` is as in Proposition 1. Furthermore the mapsf j
nβ defined by Eqs.

(3.23)belong toH∞(B(α
2
3
`

j rn),H). They satisfy the bounds

sup

‖y‖≤α
2
3 `

j rn

‖f j
nβ(y)‖ ≤ 2α

2
3
`

j rn. (3.51)

Moreover,wj
nβ andf j

nβ are analytic inλ andβ and they satisfy the recursive

relations(3.19)and (3.22), respectively.

Proof. Consider the fixed point equation (3.20) and write it asw = F(w), for

w = w̃j
0β and

F(w)(y) = w̃j
0β(y + Γ<nw(y)). (3.52)

Let

Bj
n =

w ∈ H∞(B(α
2
3
`

j rn),H) | ‖w‖Bj
n
≡ sup

y∈B(α
2
3 `

j rn)

‖w(y)‖ ≤ Cd,`α
2
3
`

j |λ|

 ,

(3.53)

whereCd,` is as in Prop. 1. Let us chooseλn such thatCη−2nCd,`λn ≤ rn for

all n, with C as in Lemma 6. It follows from the latter that forw ∈ Bj
n and

y ∈ B(α
2
3
`

j rn) ⊂ H,

‖y + Γ<nw(y)‖ ≤ α
2
3
`

j rn + Cη−2nCd,`α
2
3
`

j |λ| ≤ 2α
2
3
`

j rn ≤ 1

2
α

2
3
`

j , (3.54)

soF(w) is defined inB(α
2
3
`

j rn) and, by Proposition 1,

‖F(w)‖Bj
n
≤ Cd,`α

2
3
`

j |λ|. (3.55)
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HenceF : Bj
n → Bj

n. Forw1, w2 ∈ Bj
n use (3.35) to conclude that

‖F(w1)−F(w2)‖Bj
n

= sup

‖y‖≤α
2
3 `

j rn

‖w̃j
0β(y + Γ<nw1(y))− w̃j

0β(y + Γ<nw2(y))‖

≤ 2

α
2
3
`

j

Cd,`α
2
3
`

j |λ|Cη−2n‖w1 − w2‖Bj
n

≤ 2rn‖w1 − w2‖Bj
n

≤ 1

2
‖w1 − w2‖Bj

n
, (3.56)

i.e. F is a contraction. It follows that (3.20) has a unique solutionw̃j
nβ in Bj

n

satisfying the bound (3.50), which, besides, is analytic inλ andβ.

Consider now forn ≥ 2 the mapF ′:

F ′(w)(y) = w̃0β(y + Γn−1w̃nβ(y) + Γ<n−1w(y)); (3.57)

againF ′ is a contraction inBj
n since, for‖y‖ ≤ α

2
3
`

j rn, we have

‖y + Γn−1w̃nβ(y) + Γ<n−1w(y)‖ ≤ 3α
2
3
`

j rn ≤ 1

2
α

2
3
`

j (3.58)

for r sufficiently small. But from Eqs. (3.20) one deduces thatw̃j
nβ and

w̃j
(n−1)β ◦

(
1 + Γn−1w̃

j
nβ

)
, both inBj

n, are its fixed points (just plug them into

(3.57)), hence by uniqueness they have to coincide, and (3.19) follows.

By virtue of the estimate (3.54) and definition (3.23),

sup

‖y‖≤α
2
3 `

j rn
j

‖f j
nβ(y)‖ = sup

‖y‖≤α
2
3 `

j rn
j

‖y + Γ<nw̃j
nβ(y)‖ ≤ 2α

2
3
`

j rn. (3.59)

The recursion (3.22) follows easily from Eq. (3.19):

f j
nβ(y) = y + Γ<nw̃j

nβ(y)

= y + Γn−1w̃
j
nβ(y) + Γ<n−1w̃

j
nβ(y)

= y + Γn−1w̃
j
nβ(y) + Γ<n−1w̃

j
(n−1)β(y + Γn−1w̃

j
nβ(y))

= f j
(n−1)β(y + Γn−1w̃

j
nβ(y)). (3.60)
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Chapter 4

The Ward identities

(revised)

We shall prove in this chapter some properties of the mapswj
n which will

be essential in the proof of the main theorem, namely in the part that deals

with the compensations of the so-calledresonances, the latter being the terms

that make the convergence of the Lindstedt series problematic. We will prove

some idientities, which will be a sort of "modified Ward identities" (for the

"standard" Ward identities used to prove a KAM theorem see [5]) for the maps

w̃j
n that we constructed in Proposition 2. We will omit the indecesj, writing

X = X̄, V = Vj, V̂ = Vj−1, W = W j andU = W j−1, and the summations

over repeated indeces will be understood. The basic identity reads

∫
Td

W̃ γ
n (Y ; θ)dθ =

∫
Td

Y α(θ)∂γW
α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

+

∫
Td

GnU
α
0 (X; θ)∂γW̃

α
n (Y ; θ)dθ. (4.1)

37
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Once (4.1) is proven, we can transpose it into the Fourier space language:

w̃γ
n(y; 0) = −

∑
q 6=0

iqγyα(q)wα
0 (x + y + Γ<nw̃n(y);−q)

−
∑
q 6=0

iqγχ̄n(ω · q)x̄α(q)w̃α
n(y;−q), (4.2)

so it immediately follows that

w̃γ
n(0; 0) = −

∑
q 6=0

iqγχ̄n(ω · q)x̄α(q)w̃α
n(0;−q). (4.3)

Differentiating (4.2) with respect toyα(q) and evaluating it aty = 0, we get

∂w̃γ
n(y; 0)

∂yα(q)

∣∣∣
y=0

= −iqγwα
0 (x + Γ<nw̃n(0);−q)

−
∑
q′ 6=0

iq′γχ̄n(ω · q′)x̄β(q′)
∂w̃β

n(y; q′)

∂yα(q)

∣∣∣
y=0

(4.4)

Let us finally prove (4.1), starting withn = 0,∫
Td

W̃ γ
0 (Y ; θ)dθ = λ

∫
Td

(∂γV )(θ + X(θ) + Y (θ))dθ −
∫

Td

(∂γV̂ )(θ + X(θ))dθ

= λ

∫
Td

∂γ (V (θ + X(θ) + Y (θ))) dθ

− λ

∫
Td

(∂αV )(θ + X(θ) + Y (θ)) (∂γY
α(θ) + ∂γX

α(θ)) dθ

+ λ

∫
Td

∂γ

(
V̂ (θ + X(θ))

)
dθ − λ

∫
Td

(∂αV̂ )(θ + X(θ))∂γX
α(θ)dθ.

(4.5)

The first and the third term in the right hand side vanish, and by integrating

the second and the fourth term by parts we get∫
Td

W̃ γ
0 (Y ; θ)dθ = −λ

∫
Td

∂γ(∂αV )(θ + X(θ) + Y (θ)) (Y α(θ) + Xα(θ)) dθ

− λ

∫
Td

∂γ(∂αV̂ )(θ + X(θ))Xα(θ)dθ. (4.6)
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Writing (∂αV )(θ + X̄(θ) + Y (θ)) = Wα
0 (X + Y ; θ), we get :

∫
Td

W̃ γ
0 (Y ; θ)dθ =

∫
Td

Y α(θ)∂γW
α
0 (X + Y ; θ)dθ +

∫
Td

Xα(θ)∂γW̃
α
0 (Y ; θ)dθ.

(4.7)

that is (4.1) forn = 0, sinceX(θ) = G0U0(X̄; θ). To prove the claim for

n ≥ 1, we use the relation (2.24):

∫
Td

W̃ γ
n (Y, θ)dθ =

∫
Td

W̃ γ
0 (Y + Γ<nW̃n(Y ); θ)dθ

(∗)
=

∫
Td

(
Y + Γ<nW̃n(Y )

)α

∂γW
α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

+

∫
Td

Xα∂γW̃
α
n (Y ; θ)dθ

(∗∗)
=

∫
Td

Y α∂γW
α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

+

∫
Td

Γ<nW
α
0 (X + Y + Γ<nW̃n(Y ); θ)∂γW

α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

−
∫

Td

Γ<nU
α
0 (X; θ)∂γW

α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

+

∫
Td

Xα∂γW
α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

−
∫

Td

G0U
α
0 (X; θ)∂γU

α
0 (X; θ)

(∗∗∗)
=

∫
Td

Y α∂γW
α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

+

∫
Td

GnU
α
0 (X; θ)∂γW

α
0 (X + Y + Γ<nW̃n(Y ); θ)dθ

(4.8)
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where (*) comes from (4.7), (**) fromX = G0U0(X), (***) from X̄ −
Γ<nU0(X̄) = GnU0X̄ plus∫

Td

Γ<n(θ − θ′)Wα
0 (X + Y + Γ<nW̃n(Y ); θ)∂γW

α
0 (X + Y + Γ<nW̃n(Y ); θ′)dθdθ′

−
∫

Td

G0(θ − θ′)Uα
0 (X; θ)∂γU

α
0 (X; θ′)dθdθ′ = 0 (4.9)

which is obtained performing two integrations by parts and using the sym-

metry of Γ<n andG0; the latter shows that the l.h.s. in (4.9) is equal to its

opposite, hence it vanishes.

1. Resonances and compensations

To use the identities we worked out in the last section, we introduce small

interpolations of the kernels of the mapsDw̃n, constructed in Proposition 2

for |λ| ≤ λn. Differentiating (3.20) we get

Dw̃nβ(y) = [1−Dw̃0β(yn)Γ<n]−1 Dw̃0β(yn) with yn ≡ y + Γ<nw̃nβ(y).

(4.10)

We will show that the diagonal part of the kernelDw̃nβ(y; q, q) depends on

q only throughω · q. In order to show this, forp ∈ Zd, let tp : L(H;H) →
L(H;H) be the continuous automorphism that mapsa ∈ L(H;H) into tpa ∈
L(H;H):

(tpa)(q, q′) = a(q + p, q′ + p), (4.11)

that is,tp shifts the kernel of the operatora by p. For n = 0 we have that

tpDw̃j
0β = Dw̃j

0β for all p ∈ Zd, since the kernelDw̃j
0β(y; q, q′) is function

of q − q′ only. The latter observation and the definition (3.48) allow us to

conclude that, applyingtp to (4.10), we get

tpDw̃j
nβ(y) =

[
1−Dw̃j

0β(yn)Γ<n(ω · p)
]−1

Dw̃j
0β(yn), (4.12)
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showing thattpDw̃j
nβ(y) depends onp only throughω · p. Therefore we can

define a smooth interpolation oftpDw̃j
nβ(y) in the following way: denote

πj
0β(y) = Dw̃0β(y) and define forn ≥ 1 and|κ| ≤ ηn,

πj
nβ(κ; y) =

[
1− πj

0β(yn)Γ<n(κ)
]−1

πj
0β(yn). (4.13)

Inequality (3.54) shows that fory ∈ B(α
2
3
`

j rn) ⊂ H, ‖yn‖ ≤ 1
2
α

2
3
`

j , so Propo-

sition 1 and the Cauchy estimate (3.33) imply for suchy

‖πj
0β(yn)‖L(H;H) ≤ sup

‖y‖≤ 1
2
α

2
3 `

j

‖Dw̃j
0β(y)‖L(H;H)

≤ 2

α
2
3
`

j

sup

‖y‖≤α
2
3 `

j

‖w̃j
0β(y)‖ ≤ |λ|2Cd,`. (4.14)

The latter discussion implies thatπj
nβ(κ; y) is analytic for|λ| ≤ λn, |Im β| <

ᾱj, y ∈ B(α
2
3
`

j rn) ⊂ H, andC∞ for |κ| ≤ ηn with norm, say,

‖πj
nβ(κ; y)‖L(H;H) ≤

√
|λ|. (4.15)

Furthermoreπj
nβ(κ; y) is a smooth interpolation of the kernel oftpDw̃nβ(y),

meaning that forp ∈ Zd

tpDw̃nβ(y) = πj
nβ(ω · q; y). (4.16)

Differentiating Eq. (4.13) with respect toκ we get the useful identity

∂κπ
j
nβ(κ; y) = πj

nβ(κ; y)∂κΓ<n(κ)πnβ(κ; y). (4.17)

For‖y‖ ≤ α
2
3
`

j rn and|κ| ≤ ηn the following recursive relation holds:

πj
nβ(κ; y) =

[
1− πj

(n−1)β(κ; ỹ)Γn−1(κ)
]−1

πj
(n−1)β(κ; ỹ) (4.18)

whereỹ = y + Γn−1w̃nβ(y).





Chapter 5

The Main Proposition

To simplify the notations, we shall denote byBj
n the open ball inHj

n of radius

α
2
3
`

j rn and byAj
n the spaceH∞(Bj

n,H−n). Finally Γ will stand forΓn−1.

Proposition 3. (a) There exist positive constantsrj, λ0, andᾱj,n where

ᾱ(j;n) =
n + 2

2n + 2
ᾱj n ≥ 1, (5.1)

such that, for|Imβ| ≤ α(j;n) and |λ| ≤ |λ0| there exist solutions

w̃j
nβ ≡ w̃j

n of Eqs.(3.19)such thatw̃j
n belong toAj

n, and are analytic

in λ.

(b) Writing

w̃j
n(y) = w̃j

n(0) + Dw̃j
n(0)y + δ2w̃

j
n(y) (5.2)

we have

|w̃j
n(0; q)| ≤ ε

(
2n+1 − 1

) α
2
3
`

j

|q| `
3

for 0 < |ω · q| ≤ ηn−1 (5.3)

‖δ2w̃
j
n‖Aj

n
≤ εα`

jr
3
2
n (5.4)

whereε → 0 asλ → 0.

43
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(c) Furthermore

‖Dw̃j
n(y)‖L(n;−n) ≤ εη2n (5.5)

1. Proof of (a)

First of all, we show that (5.3) implies for alln ≥ 1:

‖Pw̃j
n(0)‖−n ≡

∑
|ω·q|≤ηn−1

|w̃j
n(0; q)| ≤ εα

2
3
`

j r2n (5.6)

In fact the diophantine condition (1.4), forces the sum defining the norm to be

taken overq such that|q| ≥ γ
1
ν η−

n−1
ν , hence we can estimate∑

|ω·q|≤ηn−1

|wn(0; q)| ≤
∑

|q|≥γ
1
ν η−

n−1
ν

|wn(0; q)|

≤ ε
(
2n+1 − 1

)
α

2
3
`

j

∑
|q|≥γ

1
ν η−

n−1
ν

1

|q| `
3

≤ εγ
d− `

3
ν α

2
3
`

j

(
2n+1 − 1

)
η

n−1
ν

( `
3
−d)

≤ εα
2
3
`

j r2n (5.7)

for ε = ε(d, γ, ν) and` ≥ 12ν logη(r/2) + 3d.

Remark 7. In the diophantine condition (1.4) we would like to takeγ as

small as possible in order to have more diophantine frequenciesω to which

Theorem 1 applies . In order to get (5.7) we got the constraintγ ≥ εf(`) where

f → ∞ when` → ∞. The latter accords with the intuitive fact that as the

perturbation grows and the regularity decreases, one expects fewer invariant

tori to survive.

Remark 8. Note that (5.6) can be trivially improved with

‖w̃j
m(0)‖−n ≤ εα

2
3
`

j r2n (5.8)

for all m ≤ n. Anyway we shall not need the latter bound and in the following

we shall always use (5.6).
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Consider now the equation (3.19). The decomposition (5.2) implies

w̃j
n(y) = w̃j

n−1(0) + Dw̃j
n−1(0)(y + Γw̃j

n(y)) + δ2w̃
j
n−1(y + Γw̃j

n(y)) (5.9)

from which we deduce that

w̃j
n(y) = Hw̃j

n−1(0) + HDw̃j
n−1(0)y + u(y) (5.10)

where

u(y) = Hδ2w̃
j
n−1(y + Γw̃j

n(y)) = Hδ2w̃
j
n−1(ΓHw̃j

n−1(0) + H̃y + Γu(y))

(5.11)

with H = (1−Dw̃j
n−1(0)Γ)−1 andH̃ = 1+ΓHDw̃j

n−1(0) = (1−ΓDw̃j
n−1(0))

−1.

The bound (5.5) withn replaced byn − 1, together with Lemma 6 and the

definition of the norms imply

‖H‖L(−n+1;−n+1) , ‖H̃‖L(−n+1;n−1) ≤ 1 + Cε ≤ 2, (5.12)

for |λ| small enough.

To solve Eq. (5.11) we use the Banach Fixed Point Theorem. Onceu

is given, we can recover the existence ofw̃j
n solving (5.10). The solution of

(5.11) can be given as the fixed point of the mapG defined by

G(u) = Hδ2w̃
j
n−1(ỹ) with ỹ = ΓHw̃j

n−1(0) + H̃y + Γu(y). (5.13)

We shall show thatG is a contraction in the ball

Bj = {u ∈ H∞(Bj,δ
n−1,H−n+1) | ‖u‖Bj ≡ sup

y∈Bj,δ
n−1

‖u(y)‖−n+1 ≤ 2εα`
jr

3
2
(n−1)},

(5.14)

whereBj,δ
n−1 ⊂ Hn−1 is the open ball of radiusα

2
3
`

j rn−δ for 0 ≤ δ < 1 and

rj = rj(δ). Indeed, fory ∈ Hn−1 such that‖y‖n−1 ≤ α
2
3
`

j rn−δ, we get
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ỹ ∈ Hn−1 with

‖ỹ‖n−1 ≤ 2Cη−2n‖w(n−1)β(0)‖−n+1 + 2α
2
3
`

j rn−δ + 2Cη−2nεα`
jr

3
2
(n−1)

≤ 2Cη−2nεα
2
3
`

j r2(n−1) + 2α
2
3
`

j rn−δ + 2Cη−2nεα`
jr

3
2
(n−1)

≤ 1

2
α

2
3
`

j rn−1 (5.15)

for r small enough. Thusδ2w̃
j
n−1 is defined at̃y, since the latter is in

the domain of definition of̃wj
n−1. It follows thatG(u) : Bj,δ

n−1 → H−n+1.

Moreover

‖G(u)(y)‖−n+1 ≤ 2 sup
y∈Bj,δ

n−1

‖δ2w
j
n−1‖−n+1 ≤ 2εα`

jr
3
2
(n−1), (5.16)

where we used the bounds (5.4) and (5.12). HenceG : Bj → Bj.

To prove thatG is a contraction, we use the estimate (3.35) for

ỹi(y) = ΓHw̃j
n−1(0) + H̃y + Γui(y) (5.17)

andui ∈ B, i = 1, 2. We get immediately that̃yi ∈ Hn−1 and by inequality

(5.15),‖ỹi‖ ≤ 1
2
α

2
3
`

j rn−1. Hence the bounds (3.35), (5.4), (5.12), together

with the relations between then-dependent spaces and their norms, imply

‖G(u1)− G(u2)‖Bj = sup
y∈Bj,δ

n−1

‖Hδ2w̃
j
n−1(ỹ1)−Hδ2w̃

j
n−1(ỹ2)‖−n+1

≤ 4α
− 2

3
`

j r−n+1 sup
y∈Bj

n−1

‖δ2w̃
j
n−1(y)‖−n+1 sup

y∈Bj,δ
n−1

‖ỹ1 − ỹ2‖−n+1

≤ 4α
1
3
`

j εr
1
2
(n−1) sup

y∈Bj,δ
n−1

‖ỹ1 − ỹ2‖−n+1

≤ 4α
1
3
`

j εr
1
2
(n−1)Cη−2n sup

y∈Bj,δ
n−1

‖u1(y)− u2(y)‖−n+1

≤ 1

2
‖u1(y)− u2(y)‖Bj (5.18)

for r andε small enough, proving the contractive property ofG onBj. Hence

the existence of the fixed pointu ∈ Bj of G solving the equation (5.11) and
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providing w̃j
n : Bj,δ

n−1 → H−n+1 given by (5.10). Using the natural embed-

dings we may considerBj
n a subset ofBj,δ

n−1, andw̃j
n may be regarded as an

element of the spaceAj
n. Note also that, sincẽy = y + Γw̃j

n(y) (see (5.11)),

the inequality (5.15) can be rewritten as

‖y + Γw̃j
n(y)‖ ≤ 1

2
α

2
3
`

j rn−1 for y ∈ Bj
n (5.19)

which implies thaty + Γw̃j
n(y) ∈ Bj

n−1 for suchy.

2. Proof of (b)

In view of the decomposition (5.10), we write

w̃j
n(y) = w̃j

n(0) + Dw̃j
n(0)y + δ2w̃

j
n(y), (5.20)

where

w̃j
n(0; q) = Hw̃j

n−1(0; q) + u(0; q)

Dw̃j
n(0) = HDw̃j

n−1(0) + Du(0)

δ2w̃
j
n(y) = δ2u(y) (5.21)

Let us first iterate the bound (5.3). Note that, with the projectionP defined

at page 16

Pw̃j
n(0; q) = PHPw̃j

n−1(0; q) + Pu(0; q) (5.22)

sinceH = HP . Sinceu ∈ Bj (See definition (5.14)), we have for0 <

|ω · q| ≤ ηn−1

|u(0; q)| ≤ ‖u(0)‖−n+1 ≤ 2εα`
jr

3
2
(n−1). (5.23)

and Eq. (5.22), using the estimate (5.3), yields

|w̃j
n(0; q)| ≤ (2n − 1) ε

α
2
3
`

j

|q| `
3

+ |u(0; q)|; (5.24)
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we omitted here the technical details of the estimate ofPHPw̃j
n−1(0; q),

which is obtained by expandingH in a Neumann series; such details are car-

ried out at p. 53 in the estimate of the quantity (5.51). Now the inequality

(5.24), in view of (5.23), seems less than what we need to iterate (5.3), but in

fact it is much more, as we need a bound only for|Im β| ≤ α(j;n). For suchβ,

using the estimate (5.23) we get for0 < |ω · q| ≤ ηn−1

|uβ(0; q)|e(ᾱj,n−1−ᾱj,n)|q| = |uβ′(0; q)| ≤ 2εα`
jr

3
2
(n−1) (5.25)

where

β′ = β − i
(ᾱj,n−1 − ᾱj,n)

|q|
q so that |Im β′| ≤ ᾱj,n−1. (5.26)

From the definition (5.1) we can writeαj,n−1 − αj,n =
αj

2n(n+1)
. It follows

from (5.25) that for0 < |ω · q| ≤ ηn−1

|uβ(0; q)| ≤ 2εα`
jr

3
2
(n−1)e(

αj
2n(n+1)

)|q|

≤ 2ε
α

2
3
`

j

|q| `
3

r
3
2
(n−1) [2n(n + 1)]

`
3

`!

6

≤ ε
α

2
3
`

j

|q| `
3

(5.27)

for r small enough. Now, combining (5.24) and (5.27) we get the desired

bound:

|w̃j
n(0; q)| ≤

(
2n+1 − 1

)
ε
α

2
3
`

j

|q| `
3

for |ω · q| ≤ ηn−1 (5.28)

We can now iterate (5.4) forδ2w̃
j
n(y) = δ2u(y) (See (5.21)). We already

proved that for‖y‖n−1 ≤ α
2
3
`

j rn−δ we have‖u(y)‖−n+1 ≤ 2εα`
jr

3
2
(n−1) (see

(5.14)). We can apply the estimate (3.34) withk = 2 andγ = rδ, so that
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for‖y‖n ≤ α
2
3
`

j rn we get

‖δ2w̃
j
−n(y)‖n ≤ sup

‖y‖n−1≤α
2
3 `

j rn

‖δ2u(y)‖−n+1

≤ r2δ

1− rδ
sup

‖y‖n−1≤α
2
3 `

j rn−δ

‖u(y)‖−n+1

≤ r2δ− 3
2

1− rδ
2εα`

jr
3
2
n. (5.29)

Taking δ > 3
4

and r small enough, we infer that‖δ2w̃
j
n(y)‖−n ≤ εα`

jr
3
2
n,

which concludes the inductive proof of (b).

3. Proof of (c)

This is the part of the proof where the identities introduced in section 1 are

needed. We will make use of the mapsπnβ : B(rn
j ) ⊂ H → L(H;H),

constructed for|λ| ≤ λn. In view of the embeddings (3.47) such maps can be

viewed as

πj
nβ : Bj

n ⊂ Hn → L(Hn;H−n). (5.30)

We shall show that they can be extended to|λ| ≤ λ0, and the bound (5.5) will

be proven by

Lemma 9. Denote byDn the disk{κ ∈ C||κ| ≤ ηn} and splittingπj
nβ(κ; 0)

into its diagonal and off diagonal parts

πj
nβ(κ; 0) = σj

nβ(κ) + ρj
nβ(κ), (5.31)

whereσj
nβ(κ; q, q′) = πj

nβ(κ; 0; q, q′)δq,q′. The mapsπj
nβ : Dn × Bj

n →
L(Hn;H−n) extend analytically to|λ| ≤ λ0, their extensions will still be

smooth interpolations of the kernel oftpDwnβ(y), i.e.

tpDwj
nβ(y) = πj

nβ(ω · p; y) and tpπ
j
nβ(κ; y) = πj

nβ(κ + ω · p; y) (5.32)
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they will depend analytically onβ and y and belong toC∞(Dn). For i =

0, 1, 2, they obey the bounds

‖∂i
κδ1π

j
nβ(κ; y)‖L(Hn;H−n) ≤ εα

`
3
j r

1
2+i

n (5.33)

‖∂i
κσ

j
nβ(κ)‖L(Hn;H−n) ≤ εη(2−i)n (5.34)

|∂i
κρ

j
nβ(κ; q, q′)| ≤ ε

1

|q − q′| `
3

, (5.35)

whereδ1π
j
nβ(κ; y) ≡ πj

nβ(κ; y)− πj
nβ(κ; 0).

Remark 10. By using the diophantine condition as we did at p. 44 in order

to get (5.6), we see that the bound (5.35) implies

‖∂i
κρ

j
nβ(κ)‖L(Hn;H−n) ≤ εr

n
2 , (5.36)

for ` large enough.

Takingp = 0 in (5.32) and combining Eqs. (5.33), (5.34) and (5.35) we

obtain (5.5), so we are only left with

Proof. (Of Lemma 9) Differentiating (3.19) with respect toy we get

Dwj
n(y) =

(
1−Dwj

n−1(ỹ)Γn−1

)−1
Dwj

n−1(ỹ) (5.37)

where ỹ = y + Γn−1w̃
j
nβ(y). The right hand side is well defined fory ∈

Bj,δ
n−1 ⊂ Hn−1, in fact by inequality (5.19),̃y ∈ Bj

n−1 for suchy’s. Lemma 6

and the inductive hypotheses (5.5) imply that

‖Dw̃j
n(ỹ)Γn−1‖L(H−n+1;H−n+1) ≤ Cε (5.38)

Using the relation (4.18) we define

πj
nβ(κ; y) =

[
1− πj

(n−1)β(κ; ỹ)Γn−1(κ)
]−1

πj
(n−1)β(κ; ỹ). (5.39)

The relations (5.32) follow by simply applyingtp to (5.37) and (5.39). By the

inductive hypotheses, forκ ∈ Dn−1 andy ∈ Bj.δ
n , πj

nβ(κ; y) ∈ L(Hn;H−n)
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and it is an analytic function of its arguments. Hence, by induction, it coin-

cides for|λ| ≤ λn with the mapsπnβ constructed in section 1. Note that

πj
nβ(κ; 0) =

[
1− πj

(n−1)β(κ; 0̃)Γn−1(κ)
]−1

πj
(n−1)β(κ; 0̃), (5.40)

where0̃ = Γw̃j
nβ(0).

To get an a priori bound from (5.39), we formulate an easy Lemma

Lemma 11. Let Hj
n(κ, y) ≡

[
1− πj

(n−1)β(κ; y)Γn−1(κ)
]−1

. For y ∈ Bj
n−1

and allm ≤ n

‖∂i
κH

j
m(κ, y)‖L(Hn−1,H−n+1) ≤ 2η−i(m−1) for i = 0, 1, 2 (5.41)

Proof. For i = 0 (5.38) implies trivially that‖Hj
m(κ, y)‖L(Hn−1,H−n+1) ≤ 2.

For i = 1 we have

‖∂κH
j
m(κ, y)‖L(Hn−1,H−n+1) =

= ‖Hj
m(κ, y)∂κ

(
πj

(m−1)β(κ; y)Γm−1(κ)
)
Hj

m(κ, y)‖L(Hn−1,H−n+1)

≤ 2η−(m−1). (5.42)

In the same fashion one gets

‖∂2
κH

j
m(κ, y)‖L(Hn−1,H−n+1) ≤ 2η−2(m−1) (5.43)

�

From the latter Lemma, (5.39) and the inductive hypotheses we get the a

priori bound

‖∂i
κπ

j
nβ(κ; y)‖L(Hn−1;H−n+1) ≤ Cεη(2−i)(n−1). (5.44)

To prove (5.33) we note the identity

Hn(κ; ỹ)πj
(n−1)β(κ, ỹ) = πj

(n−1)β(κ, ỹ)
[
1− Γn−1π

j
(n−1)β(κ; ỹ)

]−1

≡ πj
(n−1)β(κ, ỹ)H̃j

n(κ; ỹ), (5.45)
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which, fory ∈ Bj,δ
n−1 yields

δ1π
j
nβ(κ; y) = πj

nβ(κ; y)− πj
nβ(κ; 0)

= Hj
n(κ; ỹ)πj

(n−1)β(κ; ỹ)− πj
(n−1)β(κ; 0̃)H̃j

n(κ; 0̃)

= Hj
n(κ; ỹ)

[
πj

(n−1)β(κ; ỹ)(H̃j
n)−1(κ; 0̃)− (Hj

n)−1(κ; ỹ)πj
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃)

= Hj
n(κ; ỹ)

[
πj

(n−1)β(κ; ỹ)
(
1− Γn−1(κ)πj

(n−1)β(κ; 0̃)
)

−
(
1− πj

(n−1)β(κ; ỹ)Γn−1(κ)
)

πj
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃)

= Hj
n(κ; ỹ)

[
πj

(n−1)β(κ; ỹ)− πj
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃)

= Hj
n(κ; ỹ)

[
δ1π

j
(n−1)β(κ; ỹ)− δ1π

j
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃). (5.46)

From Lemma 11 withi = 0 the inductive hypotheses and (5.46) we get the a

priori bound fory ∈ Bj,δ
n−1

‖δ1π
j
nβ(κ; y)‖L(Hn;H−n) ≤ ‖δ1π

j
nβ(κ; y)‖L(Hn−1;H−n+1) ≤ 8εα

`
3
j r

n−1
2 . (5.47)

To get (5.33) withi = 0, we restrict toy ∈ Bj
n and using (3.34) we extract

‖δ1π
j
nβ(κ; y)‖L(Hn;H−n) = ‖δ1δ1π

j
nβ(κ; y)‖L(Hn;H−n)

≤ sup
y∈Bj

n

‖δ1δ1π
j
nβ(κ; y)‖L(Hn;H−n)

≤ rδ

1− rδ
sup

y∈Bj,δ
n−1

‖δ1π
j
nβ(κ; y)‖L(Hn;H−n)

≤ rδ

1− rδ
8εα

`
3
j r

n−1
2 ≤ εα

`
3
j r

n
2 . (5.48)

To get (5.33) withi = 1 we first obtain another a priori bound fory ∈ Bj,δ
n−1

by differentiating (5.46) with respect toκ and using (5.44) and the inductive
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hypotheses:

‖∂κδ1π
j
nβ(κ; y)‖L(Hn;H−n) =

= ‖∂κH
j
n(κ; ỹ)

[
δ1π

j
(n−1)β(κ; ỹ)− δ1π

j
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃)

+ Hj
n(κ; ỹ)∂κ

[
δ1π

j
(n−1)β(κ; ỹ)− δ1π

j
(n−1)β(κ; 0̃)

]
H̃j

n(κ; 0̃)

+ Hj
n(κ; ỹ)

[
δ1π

j
(n−1)β(κ; ỹ)− δ1π

j
(n−1)β(κ; 0̃)

]
∂κH̃

j
n(κ; 0̃)‖L(Hn;H−n)

≤ 4η−nεα
`
3
j r

n−1
2 + 4εα

`
3
j r

n−1
3 η−n + 4η−nεα

`
3
j r

n−1
2

≤ 12εα
`
3
j r

n−1
3 , (5.49)

then we consider again the ballBj
n to squeeze the correct estimate out:

‖∂κδ1π
j
nβ(κ; y)‖L(Hn;H−n) ≤

rδ

1− rδ
12εα

2
3
`

j r
n−1

3 ≤ εα
2
3
`

j r
n
3 . (5.50)

The same procedure (establish an a priori bound, then restrict the domain of

y’s) yields (5.33) withi = 2.

Leaving the more difficult bound (5.34) for last, we can now iterate (5.35).

In order to do that inductively, we write

ρj
nβ(κ) =

[
1− π(0; κ)j

(n−1)βΓn−1(κ)
]−1

πj
(n−1)β(0; κ)︸ ︷︷ ︸

Υj
n(κ)

+Rj
n(κ) (5.51)

where

Rj
n(κ; q, q′) ≡

(
1

1− (π(0) + δπ)Γ
δπΓ

1

1− π(0)Γ
π(0) +

1

1− (σ + δπ)Γ
δπ

)
(5.52)

with π = πj
(n−1)β(κ) e δπ = δ1π

j
(n−1)β(κ; 0̃). Using the inductive hypotheses

it is not hard to show that

‖∂i
κR

j
n(κ)‖L(Hn;H−n) ≤ εα

`
3
j . (5.53)

In order to estimate the first term in (5.51) we notice that it can be written as
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Υj
n(κ; q, q′) =

∞∑
k=0

∑
q1,...,qk

π(0; q, q1)Γ(q1) · · ·π(0; q, qn)Γn−1(qn)π(0; qn, q
′)

(5.54)

where, again,π = πj
(n−1)β(κ). Thek-th term in the series reads (leaving the

sums over repeatedqj ’s understood)1∑
0≤i1≤i2···≤ik=k

[σ(q)Γ(q)]i1 ρ(q, qi1)Γ(qi1) · · · ρ(qi2−1, qi2)Γ(qi2)

[σ(qi2)Γ(qi2)]
i3−i2 ρ(qi2 , qi3)Γ(qi3) · · · ρ(qi4−1, qi4)Γ(qi4)

· · · [σ(qi4)Γ(qi4)]
ik−1−ik−2 ρ(qik−2

, qik−1
)Γ(qik−1

) · · · ρ(qk, q
′), (5.55)

Using the inductive hypothesis again, and the diophantine condition (1.4), we

get

Υj
n(κ; q, q′) ≤ ε

∞∑
k=0

εk

k∑
j=1

∑
|ω·qi|≤ηn−1

η−2n

|q − q1|
`
3

η−2n

|q1 − q2|
`
3

· · · η−2n

|qj − q′| `
3

(5.56)

(∗)
≤ ε

∞∑
k=0

εk

k∑
j=1

[
η−2n2`

(
2γ−1ηn−1

) `
ν (

`
3
−d)
]j

1

|q − q′| `
3

≤ 1

2
ε

1

|q − q′| `
3

(5.57)

for ` large enough andε small enough. To obtain (*) we repeatedly used the

estimate ∑
|ω·p|≤ηn−1

1

|q − p| `
3

1

|p− q′| `
3

≤ 2` (2γ−1ηn−1)
`
ν (

`
3
−d)

|q − q′| `
3

(5.58)

for all |ω · q|, |ω · q′| ≤ ηn−1 and q 6= q′, which is obtained by using the

diophantine condition as in (5.6) and Minkowski inequality for the`p spaces:

1To beveryexact and consistent with the expression ifk is not even, we should take the sum over0 ≤ i1 ≤

i2 · · · ≤ ik+1 = k, and perform some formal changes in a couple of subindices; we hope the reader will forgive us.
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‖f + g‖p ≤ ‖f‖p + ‖g‖p. Now combining (5.53) and (5.57) we get

|ρnβ(κ; q, q′)| ≤ εα
`
3
j +

1

2
ε

1

|q − q′| `
3

for |ω · q|, |ω · q′| ≤ ηn−1. (5.59)

Reasoning exactly in the same way we did at p. 47, we notice that the last

bound holds for all|Im β| ≤ ᾱ(j;n−1), hence we can shiftβ, and making use

of the diophantine property ofω (Cf. p.48) we get for|Im β| ≤ ᾱ(j;n)

|ρnβ(κ; q, q′)| ≤ ε
1

|q − q′| `
3

for |ω · q|, |ω · q′| ≤ ηn−1., (5.60)

that is, (5.35) fori = 0. Without any difference one obtains (5.57) for∂κρ

and∂2
κρ, which combined with (5.53) and the diophantine condition onω (see

(5.59)-(5.60)) yields (5.35) fori = 1, 2.

To prove (5.34) we need to establish a Lemma that will follow from the

discussion of chapter 4 as a consequence of the Ward identity (4.4)(the indices

j are omitted and the upper indeces stand for the components):

Lemma 12. The following inequalities hold

|σnβ(0; 0)| ≤ εr
n
2 , (5.61)

|∂κσnβ(0; 0)| ≤ εη2n. (5.62)

Proof. Using Eq.(4.4) evaluated atq = 0, we get

σγ,α
n (κ; 0)

∣∣∣
κ=0

= πγ,α
n (κ; y; 0, 0)

∣∣∣
κ=0
y=0

= Dwγ,α
n (y; 0, 0)

∣∣∣
y=0

= −
∑
q∈Zd

iqγχ̄n(ω · q)x̄β(q)ρβ,α
n (0;−q, 0), (5.63)

so (5.61) follows from the decay of the coefficientsx̄(q) and from (5.36)

|σnβ(0; 0)| ≤ ‖ρn(0)‖L(Hn;H−n) ≤ εr
n
2 . (5.64)
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Using (4.17) we get

∂κσn(0; 0)α,γ =
∑

q

πα,δ
n (0; 0; q, 0)∂κγ<n(ω · q)πγ,δ

n (0; 0;−q; 0)

=
∑

q

Dw̃α,δ
n (0; q, 0)∂κγ<n(ω · q)Dw̃γ,δ

n (0;−q; 0), (5.65)

using (4.4) the latter takes the form

∂κσn(0; 0) = Zn +Qn, (5.66)

where

Zα,γ
n = −

∑
q

qαqγ
(
wδ

0(x̄ + Γ<nw̃n(0);−q)
)
∂κγ<n(ω · q)

(
wδ

0(x̄ + Γ<nw̃n(0);−q)
)

(5.67)

and

Qα,γ
n =

∑
q,q′,q′′

iq′αχ̄n(ω · q′)x̄β(q′)πβ,δ
n (0; 0; q′, q)∂κγ<n(ω · q)· (5.68)

· iq′′γχ̄n(ω · q′′)x̄β′(q′′)πβ′,δ
n (0; 0; q′′, q).

The expression summed in the right hand side of (5.67) is odd inq, hence

Zn = 0, so, using Lemma 6 and (5.44), we have

|∂κσn(0; 0)| = |Qn| ≤ ‖πn‖L(Hn;H−n)‖‖∂κΓ<n(κ)‖‖πn‖L(Hn;H−n)

≤ Cε2η2n−2 ≤ εη2n (5.69)

for ε small enough. �

Using (5.39) we write

σj
nβ(κ) =

[
1− σ(n−1)β(κ)Γn−1(κ)

]−1︸ ︷︷ ︸
Kj

nβ(κ)

σ(n−1)β(κ) + Sj
n(κ) (5.70)

where

Sj
n(κ) ≡ diag

(
1

1− (σ +R)Γ
RΓ

1

1− σΓ
σ +

1

1− (σ +R)Γ
R
)

(5.71)
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with σ = σj
(n−1)β(κ) eR = ρj

(n−1)β(κ) + δ1π
j
(n−1)β(κ; 0̃). Using the inductive

hypotheses it is not difficult to show that

‖∂i
κS

j
n(κ)‖L(Hn;H−n) ≤ εr

n
2 (5.72)

asR appears as a factor in both terms of (5.71).

We shall now describe a crucial property ofKj
n(κ): fixing n and|κ| ≤ ηn,

we have thatKj
m(κ; q) restricted to the set{q ∈ Zd : |ω · q| ≤ ηn−1}, is the

identity for allm ≤ n− 2. In fact, for suchκ’s andq’s, we have|ω · q + κ| ≤
ηn−2. On the other handΓm(κ) is supported on the set|ω · q + κ| ≥ ηm, i.e.

wheneverηn−2 ≤ ηm, we haveΓm(κ) = 0. Summarizing form ≤ n− 2 and

|κ| ≤ ηn

Kj
m(κ; q) =

[
1− σ(n−1)β(κ)Γn−1(κ)

]−1
(q) = Id(q), for |ω · q| ≤ ηn−1.

(5.73)

So, for allm ≤ n− 2 and|κ| ≤ ηn we have

σj
mβ(κ; q) = σj

(m−1)β(κ; q) + Rj
m(κ; q) for |ω · q| ≤ ηn−1. (5.74)

In view of (5.73) we notice that "on the scalen", σm stays almost constant

until m = n− 2, in fact if we assume‖∂2σj
0β(κ)‖L(Hn;H−n) ≤ 1

16
ε which we

can always do, it follows from (5.74) and (5.72),

‖∂2
κσ

j
(n−2)β(κ)‖L(Hn;H−n) ≤ ε

(
1

16
+

n−2∑
k=1

r
k
2

)
=

1

8
ε. (5.75)

Now we can prove (5.34). Fori = 0 we use (5.70) twice and make use of

the fact that for allm σj
m(q; κ) = σj

m(0; κ̃) with κ̃ := κ + ω · q, so we get

σj
nβ(κ) = Kj

nβ(κ)Kj
(n−1)β(κ)σ(n−2)β(κ) + Kj

nβ(κ)Sj
n−1(κ) + Sj

n(κ)

=Kj
nβ(κ)Kj

(n−1)β(κ)

(∫ κ̃

0

∫ κ′

0

∂2σ(n−2)β(κ′′; 0)dκ′′ dκ′ + κ̃∂σ(n−2)β(0; 0) + σ(n−2)β(0; 0)

)
+ Kj

nβ(κ)Sj
n−1(κ) + Sj

n(κ) (5.76)
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from which, using Lemma 11, (5.61), (5.62) and (5.72) we get

‖σj
nβ(κ)‖L(Hn;H−n) ≤ ε

(
κ̃2

4
+ κ̃η2(n−2) + r

n−2
2

)
+ 2εr

n−1
2

j + εr
n
2
j

≤ εη2n. (5.77)

Differentiating (5.76) with respect toκ and using Lemma 11, (5.61), (5.62)

and (5.72), we get

∂κσ
j
nβ(κ) = ∂κ

(
Kj

nβ(κ)Kj
(n−1)β(κ)

)
σ(n−2)β(κ)

+ Kj
nβ(κ)Kj

(n−1)β(κ)∂κσ(n−2)β(κ) + ∂κK
j
nβ(κ)Sj

n−1(κ)

+ Kj
nβ(κ)∂κS

j
n−1(κ) + ∂κR

j
n(κ), (5.78)

and proceeding as in (5.77) we get

‖∂κσ
j
nβ(κ)‖L(Hn;H−n) ≤ εηn. (5.79)

In the same way we get obtain the bound

‖∂2
κσ

j
nβ(κ)‖L(Hn;H−n) ≤ ε. (5.80)

which concludes the proofs of Lemma 9, of(c) (p. 44) and, hence, of Propo-

sition 3. �



Chapter 6

Proof of Theorem 1

In this chapter we shall show thatY j
n ≡ F j

n(0) converges to an analytic

function Y j with zero average forn → ∞, solving (2.15). Furthermore

Xj ≡
∑j

i=0 Y i converges to a differentiable functionX with zero average

for j →∞, solving (2.6), which proves Theorem 1.

First of all in Proposition 2 we constructed for|λ| ≤ λn the analytic maps

f j
nβ from Bj

n ⊂ H toH, satisfying the relations (3.22) and (3.23) and obeying

the bound

sup
y∈Bj

n

‖f j
nβ‖ ≤ 2α

2
3
`

j rn. (6.1)

They may be also viewed as analytic maps fromBj
n ⊂ Hn toH. As such they

may be analytically extended to|λ| ≤ λ0 for n ≥ n0 by iterated use of (3.22)

if we recall the bound (5.19). The new maps are clearly bounded uniformly in

n (e.g. by2α
2
3
`

j rn0
j ). Let us prove now the convergence inH of yj

nβ ≡ f j
nβ(0)

obtained this way. The recursion (3.22) implies

yj
nβ = f j

nβ(0) = f j
(n−1)β(Γn−1w̃

j
nβ(0)) = yj

(n−1)β + δ1f
j
(n−1)β(Γn−1w̃

j
nβ(0)).

(6.2)

59
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Using Lemma 6, the bound (5.6) and (3.34) we infer

‖yj
nβ − yj

(n−1)β‖ = ‖δ1f
j
(n−1)β(Γn−1w̃

j
nβ(0))‖

≤ sup

‖y‖≤Cη−2nεα
2
3 `

j r2n

‖δ1f
j
(n−1)β(y)‖

≤ Cη−2nεrn+1

1− Cη−2nεrn+1
sup

‖y‖≤α
2
3 `

j rn−1

‖f j
(n−1)β(y)‖ ≤ Cη−2nεα

2
3
`

j rn

(6.3)

The sequence is hence Cauchy, and therefore it converges inH:

yj
nβ

n→∞−→ yj
β (6.4)

with

‖yj
β‖ ≤ Cεα

2
3
`

j (6.5)

uniformly in the strip|Im β| ≤ 1
2
ᾱj. This last estimate implies that, pointwise,

|yj(q)| ≤ Cεα
2
3
`

j e−
ᾱj
2
|q|. (6.6)

For |λ| ≤ λn, Eqs (3.23) and (3.20) imply that

yj
n ≡ f j

n(0) = Γ<nw̃j
0(y

j
n) and w̃j

0(y
j
n) = w̃j

n(0). (6.7)

From the first Eq. in (6.7) we getyj
n(q)|q=0 = 0 and from the second one

using (4.3) and (5.6) it follows

∣∣w̃j
0(y

j
n; 0)

∣∣ =
∣∣w̃j

n(0; 0)
∣∣ =

∣∣∣∣∣∑
q 6=0

q χ̄n(ω · q)x̄(q) · w̃j
n(0;−q)

∣∣∣∣∣
≤ ‖Pw̃j

n‖−n ≤ εα
2
3
`

j r2n (6.8)

By analyticity these relations have to hold also for|λ| ≤ λ0, so we can take

the limit for n −→∞ in Eqs. (6.7) and infer that

yj(0) = 0 , yj = G0w̃
j
0(q; y

j) for q 6= 0. (6.9)
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Once we have constructed inductivelyyj(0) we setxj ≡ yj + xj−1; using

(6.9), the inductive hypotheses onxj−1 and (2.14) we getxj(q)|q=0 = 0 and

for q ≥ 0,

xj = yj + xj−1 = G0w̃
j
0(q; y

j) + G0w
j−1
0 (q; xj−1)

= G0w
j
0(q; xj−1 + yj)−G0w

j−1
0 (q; xj−1) + G0w

j
0(q; xj−1)

= G0w
j
0(q; xj), (6.10)

soxj solves (2.13) fork = j. Furthermore, using (3.9) and (6.6) we get

|xj(q)| ≤ |yj(q)|+ |xj−1(q)| ≤ Cεα
2
3
`

j e−
ᾱj
2
|q| + CεAj

e
− |q|

4γj

|q| `
3

≤ Cε`!

(
4α2

j

ᾱj

) `
3 e−

ᾱj
4
|q|

|q| `
3

+ Cε

j−1∑
k=0

`!

(
4

M8k−5

) `
3 e

− |q|
4γj

|q| `
3

= Cε`!

(
4

M8j−5

) `
3 e−

ᾱj
4
|q|

|q| `
3

+ Cε

j−1∑
k=0

`!

(
4

M8k−5

) `
3 e

− |q|
4γj

|q| `
3

≤ CεAj+1
e
− |q|

4γj+1

|q| `
3

, (6.11)

that is (3.9) forxj.

If we can show thatxj converges forj → ∞ to some functionx, we can

take the limit forj →∞ on both sides of (6.10) to obtain

x(0) = 0 , x = G0w0(q; x) for q 6= 0 (6.12)

which is the Fourier transformed version of (2.6). To conclude the proof of

Theorem (1) we only have to show that forj → ∞, xj(q) → x(q), for all

q 6= 0, with
∑

q∈Zd |q|s|x(q)| < ∞ (which impliesX ∈ Cs). In order to do

that, we defineuj := xj − x0 so that

lim
j→∞

xj − x0 = lim
j→∞

uj =
∞∑

j=1

uj − uj−1, (6.13)
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and using (6.6) we get, for alls

|(uj(q)− uj−1(q))| =
∣∣yj(q)

∣∣ ≤ Cεα
2
3
`

j e−
ᾱj
2
|q|

≤ 2s+d83(s+d)(s + d)!Cε
α

2
3
`−s−d

j

|q|s+d

= Cs,dε
α

2
3
`−s−d

j

|q|s+d
, (6.14)

from the latter bound we get fors < 2
3
`,∑

q∈Zd

|q|s lim
j→∞

|uj(q)| ≤
∑
q∈Zd

∞∑
j=1

|q|s |uj(q)− uj−1(q)|

≤
∑
q∈Zd

∞∑
j=1

Cs,dε
α

2
3
`−s−d

j

|q|d
< ∞. (6.15)

Finally∑
q∈Zd

|q|s|x(q)| =
∑
q∈Zd

|q|s
∣∣∣∣ limj→∞

xj(q)

∣∣∣∣ =
∑
q∈Zd

|q|s
∣∣∣∣ limj→∞

uj(q) + x0(q)

∣∣∣∣ < ∞

(6.16)

which implies thatX ∈ Cs and proves Theorem 1.

�



Part 2

Continuous

Renormalization





Chapter 7

Introduction and

continuous RG scheme

Once again, we study the Hamiltonian function

H(I, θ) =
1

2
I2 + λV (θ) (7.1)

with I ∈ Rd, θ ∈ Td, λ ∈ R. We shall relax the hypotheses ofV beingC`+1

as in Part and assume it real analytic inθ. In chapter 1 we studied in detail

the flow generated byH in the caseλ = 0

After λ is turned on, we want again to investigate which of the non-

resonant invariant tori persist; let me recall that by an invariant torus with

frequencyω,we mean an embeddingTω : TN → TN × RN , Tω : ϕ 7→
(θ(ϕ), I(ϕ)), where the solutions of

ϕ̇ = ω (7.2)

are mapped into the solutions of (7.1). More precisely we write the embedding

as

Tω(ϕ) = (ω + Y (ϕ), θ0 + ϕ + X(ϕ)) (7.3)
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whereX : TN → TN , Y : TN → RN are analytic andO(λ). Let us recall

that by plugging the quasiperiodic solutions

I(t) = ω + Y (ωt) (7.4)

θ(t) = θ0 + ωt + X(ωt), (7.5)

into (1.6) we are led, after some straightforward algebra, to the differential

equation

D2X(θ) = −λ∂θV (θ + X(θ)) where D = ω · ∂θ. (7.6)

Solving (7.6), as we saw in the first part, turns out to be rather complicated:

when we try to invert the operatorD2 in the Fourier space, it has the form
1

(ω·q)2 ; the denominatorsω · q can become arbitrarily small, causing troubles

in the convergence of the formal power series ofX. We have a way to cure

this: if ω satisfies the diophantine condition (1.4), we can solve (7.6) for|λ|
sufficiently small. We shall prove the following

Theorem 13(Kolmogorov-Arnold-Moser). Let V be real analytic inθ and

assume thatω satisfies(1.4). Then, if|λ| is sufficiently small, Eq.(7.6)has a

solutionX with zero average, analytic inλ and real analytic inθ.

In order to prove theorem 13 we will split the real axis intot-dependent

scales, wheret ∈ R and it does not have anything to do with the time of the

dynamical system; we shall separate small and big denominators and solve

at each step only the part containing the large denominators. Iterating this

method for bigger scales will lead us to a convergent sequence of problems

which will become trivial fort →∞ and provide us the wanted solution.

1. The continuous scales

To get a scale separating small and large denominators at timet, equal toηt

for some fixedη � 1, we define an operatorγ(t) using a continuous partition

of unity that will divide the real axis in scales.
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Let us introduce the so-called "standard mollifier" by

η(κ) =

Ce
1

κ2−1 if |κ| < 1

0 if |κ| ≥ 1
(7.7)

the constantC selected such that
∫

R ηdx = 1. Now let us defineχ ∈ C∞(R)

by

χ(κ) := 1− 2

1− η

∫ ∞

1+η
2

η

(
2(|κ| − y)

1− η

)
dy (7.8)

so that

χ(κ) =

0 if |κ| < η

1 if |κ| ≥ 1
(7.9)

and trivially

|∂κχ(κ)| , |∂2
κχ(κ)| ≤ C ∃C < ∞. (7.10)

Let us now define

χt(κ) ≡ χ(η−tκ) (7.11)

and forq, q′ ∈ Z , t ∈ R, the kernels of a diagonal linear operator in the

Fourier space

γt(q, q
′) ≡ −∂tχt(ω · q))

(ω · q)2
δ(q, q′), (7.12)

and fors ≤ t ∈ R

Γ[s,t](q, q
′) =

χ(η−t(ω · q))− χ(η−s(ω · q))
(ω · q)2

δ(q, q′), (7.13)

so that ∫ t

s

γτ (q, q
′)dτ = −Γ[s,t](q, q

′). (7.14)

Furthermore we shall use the notation

Γ<t(q, q
′) = lim

s→−∞
Γ[s,t](q, q

′) =
χ(η−t(ω · q))

(ω · q)2
δ(q, q′), (7.15)
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Figure 1. The cutoff functionχt(κ), with η = 1
4
, plotted againstκ at differentt’s

and define the operatorγt[κ] with shifted kernel,

γt[κ](q, q′) ≡ −∂tχt(ω · q + κ))

(ω · q + κ)2
δ(q, q′). (7.16)

Lemma 14. There existsC > 0 such that fori = 0, 1, 2 and allκ ∈ R

|κ(2+i)∂i
κγt[κ](0)| ≤ C. (7.17)
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0

1

2

3

4

5

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

k

Γ<t

Figure 2. The functionΓ<t(q) = χt(ω · q)/(ω · q)2, with η = 1
4
, plotted against

κ = ω · q at different times

Proof. Using the definition (7.12) and the bounds (7.10), the estimate is straight-

forward sinceγt[κ](0) = κ−2χ(η−tκ) where Supp(χ) = O(1).

�
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Figure 3. The function−γ·(q)(κ)κ2, with η = 1
2
, plotted againstt at different

κ = ω · q

2. Renormalization Group scheme

Returning to the KAM theorem 13, we were left with the problem of finding

a solution to Eq. (7.6). We can formally write the latter in the form

X = GW (X, θ), (7.18)
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Figure 4. The function−γt(q), with η = 1
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, plotted againstκ = ω · q at differentt.

where we definedG ≡ D−2 andW ≡ −λ∂θV (θ + X(θ)). In order to solve

Eq. (7.18) we use the cutoff introduced in section 1 and for eacht ∈ R we

split the operatorG in two parts

G = Gt + Γ<t. (7.19)
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If for all −∞ ≤ s ≤ t ∈ R we can find mapsWt that verify the fixed point

equation

Wt(Y, θ) = Ws(Y + Γ[s,t]Wt(Y ), θ), with lim
t→−∞

Wt(Y, θ) = W (Y, θ),

(7.20)

then by writing

Zt(Y, θ) := Γ<tWt(Y, θ), (7.21)

we see that taking the limit fors → −∞ in (7.20),Zt(Y ) satisfies

Zt(Y, θ) = Γ<tW (Y + Zt(Y ), θ); (7.22)

so, if we splitX(θ) = Y (θ) + Zt(Y, θ), we have

X(θ) = GW (X, θ)

⇐⇒ Y (θ) + Zt(Y, θ) = GtW (Y + Zt(Y ), θ) + Γ<tW (Y + Zt(Y ), θ)

⇐⇒ Y (θ) = GtW (Y + Γ<tWt(Y ), θ)

⇐⇒ Y (θ) = GtWt(Y, θ), (7.23)

henceX(θ) = Y (θ) + Zt(Y, θ) ≡ Ft(Y ) is a solution of Eq. (7.18) if and

only if Y (θ) = GtWt(Y, θ). Note also the cumulative formulas that follow

easily by taking the limit fors → −∞ in (7.20)

Wt(Y ) = W (Y + Γ<tWt(Y )) (7.24)

The main idea is the following: provided that the maps in (7.20) (or equiv-

alently the maps in (7.22)) exist and are analytic for allt in somet-dependent

ball, if Wt(Y, θ)
t→∞−→ 0 sufficiently fast, then the sequence

Xt(θ) ≡ Zt(0, θ). (7.25)

has a limit, andlimt→∞ Xt(θ) = X(θ) will be a solution of (7.18). At an

intuitive level, this happens because the operatorGtWt approaches to a linear
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operator whent tends to infinity, soY = 0 will satisfy (7.23) fort → ∞. In

a formal (and straightforward) way:

Xt(θ) = Zt(0, θ)

= Γ<tW (Zt(0), θ)

= Γ<tW (Xt, θ), (7.26)

and taking the limit fort →∞ we get

X(θ) = G0W (X, θ). (7.27)

We reduced our original problem to the existence of analytic maps veri-

fying (7.20), whose decay, fort increasing to infinity, is fast enough to make

the sequence (7.25) (whose terms are plagued by small denominators of order

ηt) converge. Proving the existence of such analytic maps will be the goal of

the rest of the paper.





Chapter 8

Preliminaries

Taking the derivative∂s|s=t on both sides of (7.20), we get

∂tWt(Y, θ) = DWt(Y ; θ)γ(t)Wt(Y ) (8.1)

whereDW denotes the Frechet derivative ofW with respect toY and

γt = −∂sΓ[s,t]

∣∣
s=t

like in (7.12).

It will turn out to be useful to introduce the functionalSt(Y ):

St(Y ) := −1

2
〈Zt(Y ), Γ−1

<t Zt(Y )〉L2(T) + λ

∫
T
V (θ + Y (θ) + Zt(Y, θ))dθ

(8.2)

in order to notice thatWt is its derivative in the following sense:

75
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DSt(Y )X = −
∫

T
Γ<tWt(Y, θ)DWt(Y, θ)X(θ)dθ+

+ λ

∫
T
∂v(θ + Y (θ) + Zt(Y, θ))(1 + Γ<tDWt(Y, θ))X(θ)dθ

= −
∫

T
Γ<tWt(Y, θ) ·DWt(Y, θ)X(θ)dθ+

+

∫
T
W (Y + Zt(Y ), θ)(1 + Γ<tDWt(Y, θ))X(θ)

=

∫
T
Wt(Y, θ)X(θ)dθ. (8.3)

SoWt(Y, θ) is the integral kernel ofDSt(Y ).

In terms ofS Eq. (8.1) reads

∂tDSt(Y ; θ) = D2St(Y )(γ(t)DSt(Y ))(θ), (8.4)

and writing it in terms of the kernels

∂t
∂St(Y )

∂Y (θ)
=

∫
TN×TN

∂2St(Y )

∂Y (θ)∂Y (θ′)
γt(θ

′, θ′′)
∂St(Y )

∂Y (θ′′)
dθ′dθ′′

=
1

2

∂

∂Y (θ)

∫
TN×TN

∂St(Y )

∂Y (θ′)
γt(θ

′, θ′′)
∂St(Y )

∂Y (θ′′)
dθ′dθ′′, (8.5)

where

γt(θ
′, θ′′) =

∑
q

γt(q)e
iq·(θ′−θ′′), (8.6)

we can rewrite (8.1) as

∂tSt(Y ) =
1

2

∫
TN×TN

∂St(Y )

∂Y (θ′)
γt(θ

′, θ′′)
∂St(Y )

∂Y (θ′′)
dθ′dθ′′

∂tSt(Y ) =
1

2
DSt(Y )γ(t)DSt(Y ). (8.7)

Now it is a matter of taste to solve either (8.1) or (8.7); our choice anyway is

to tackle Eq.(8.1) keeping in mind (8.3) when needed.
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1. Fourier Spaces

We shall work with Fourier transforms, denoting by lower case letter the

Fourier transform of functions ofθ, which will be denoted by capital letters:

X(θ) =
∑
q∈ZN

e−iq·θx(q), where x(q) =
1

(2π)N

∫
TN

eiq·θX(θ)dθ. (8.8)

We write the formal Taylor expansion ofwt(y; q)

wt(y; q) ≡
∞∑

n=0

∑
q

w
(n)
t (q, q1, . . . , qn)(y(q1), . . . , y(qn)). (8.9)

in the Fourier variables the equations (7.24) and (8.1) become:

wt(y; q) = w̄(y + Γ<twt(y); q) (8.10)

∂twt(y; q) =
∑
q′

Dwt(y; q, q′)γt(q
′)wt(y; q′) (8.11)

Remark 15. We shall adopt the following convention:

Dw(y; q, q′) ≡∂w(y; q)

∂y(q′)
=

̂∂W (Y ; θ)

∂Y (θ′)

∣∣∣
q,−q′

(8.12)

or equivalently in terms ofS

Ds(y; q) ≡∂s(y)

∂y(q)
=

∂̂S(Y )

∂Y (θ)

∣∣∣
−q

. (8.13)

We can recover some standard but useful bounds from the analyticity of

V . The Taylor expansion with respect toY ∈ TN is

∂V (θ + Y ) =
∞∑

n=0

Vn+1(θ)

n!
(Y, . . . , Y ), (8.14)

We shall use the Cauchy estimates in the following way:

Lemma 16. There existρ > 0, ᾱ > 0 and b < ∞ such thatvn+1(q) satisfy

the bound ∑
q∈ZN

eᾱ|q|‖vn+1(q)‖L(Cd,...,Cd;Cd) ≤ bn!ρ−n. (8.15)
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Proof. From the Cauchy estimates for analytic functions we get

‖Vn+1(θ)‖L ≤ Cn!ρ−n ∃C ∈ R, ρ > 0; (8.16)

using Cauchy theorem, for allη in the analyticity strip ofV

|vn+1(q)(Y1, . . . , Yn)|

=

∣∣∣∣ 1

2π

∫
TN

Vn+1(θ + iη)(Y1, . . . Yn) eiq·(θ+iη)dθ

∣∣∣∣
≤ 1

2π

∫
TN

|Vn+1(θ + iη)(Y1, . . . Yn)| e−q·ηdθ

≤ Cn!ρ−n|Y1| · . . . · |Yn|e−q·η (8.17)

hence

‖vn+1(q)‖L(Cd,...,Cd;Cd) ≤ Cn!ρ−ne−q·η. (8.18)

Takingη = |η| q
|q| we get for0 < ᾱ < |η|∑

q∈ZN

eᾱ|q|‖vn+1(q)‖L(CN ,...,CN ;C) ≤ bn!ρ−n (8.19)

�

Taking the Fourier transform of (8.14) we obtain

v(y; q) =
∞∑

n=0

∑
q

1

n!
vn(q −

n∑
j=1

qj)(y(q1), . . . , y(qn)), (8.20)

whereq = (q1, . . . , qn).

Recalling that from the boundary condition in (7.20) we have,limt→−∞ Wt ≡
W̄ where

W̄ (Y ; θ) = λ(∂V )(θ + Y (θ)), (8.21)
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and taking the Fourier series on both sides and using (8.20), we obtain

w̄(y; q) = λ
∞∑

n=0

∑
q

1

n!
qvn(q −

n∑
j=1

qj)(y(q1), . . . , y(qn))

=
∞∑

n=0

∑
q

λin

n!
qv(q −

n∑
i=1

qi)
n∏

k=1

(q −
n∑

j=1

qj) · y(qk)

≡
∞∑

n=0

∑
q

w̄(n)(q; q1, . . . , qn)(y(q1), . . . , y(qn)). (8.22)

The formula (8.22) implies that one can consider the mapw̄ as an analytic

function of y, wherey belongs to a suitable Banach Space. For the sake of

convenience we denote

h ≡ `1 = {y = {y(q)}q∈Z , y(q) ∈ CN : ‖y‖ ≡
∑

q

|y(q)| < ∞} (8.23)

LetB(r̄) be the open ball of radius̄r in h centered at zero and letH∞(B(r̄), h)

the Banach space of analytic functionsw : B(r̄) → h equipped with the

supremum norm.

In order to encode the decay property of the kernelsw̄(n) inherited from

the analyticity ofV , properties which we shall exploit later on, letτβ denote

the translation byβ ∈ RN , (τβY )(θ) = Y (θ − β). On h, τβ is realized by

(τβy)(q) = eiβ·qy(q). It induces a maps 7→ sβ fromH to itself if we set

uβ(y) = τβu(τ−βy). (8.24)

On the kernelsu(n) this is given by

u
(n)
β (q1, . . . , qn) = eiβ·(−

P
qj)u(n)(q1, . . . , qn), (8.25)

and makes sense also forβ ∈ CN . We have

sup
‖y‖≤r̄

‖w̄β‖ ≤
∞∑

n=0

sup
q1,...,qn

∑
q

e−Im β·(q−
P

qj)|w̄(n)(q; q1, . . . , qn)|r̄n (8.26)

Combining this with the bound (8.19) we get
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Proposition 4. There exist̄r, ᾱ > 0 andD < ∞, such thatw̄β ∈ H∞(B(r̄), h)

and it extends to an analytic function ofβ in the region|Imβ| ≤ ᾱ with values

in H∞(B(r̄), h) satisfying the bound

sup
‖y‖≤r̄

‖w̄β‖ ≤ D|λ|. (8.27)

Let us finally state some standard estimates that we shall use throughout

the proof. Leth, h′ be Banach spaces, and we defineH∞(h; h′) as the space

of analytic functionsw : h → h′ equipped with the supremum norm. We

shall make use of the following Cauchy estimates throughout the proof:

sup
‖y‖≤r−δ

‖Dw(y)‖ ≤ sup
‖y‖≤r

1

δ
‖w(y)‖, (8.28)

sup
‖y‖≤r′γ

‖δkw(y)‖ ≤ γk

1− γ
sup
‖y‖≤r′

‖w(y)‖. (8.29)

Furthermore we will also make use of the following estimate: letwi ∈ H∞(B(r) ⊂
h ; h′) for i = 1, 2, andw ∈ H∞(B(r′) ⊂ h′ ; h′′); then, ifsup‖y‖h≤r ‖wi(y)‖h′ ≤
1
2
r′, we have

sup
‖y‖h≤r

‖w ◦ w1(y)− w ◦ w2(y)‖h′′ ≤
2

r′
sup

‖y′‖h′≤r′
‖w(y′)‖h′′ sup

‖y‖h≤r

‖w1(y)− w2(y)‖h′

(8.30)

2. A temporary solution

We shall construct now a solution of (8.1); the inconvenient is that for the

latter to be defined untilt we shall need to take|λ| ≤ λt with λt
t→∞−→ 0. This

preliminary result will allow us, by choosing a sufficiently large indexT0, to

start with a “shifted” initial condition defined for|λ| ≤ |λT0 |. From such a

new initial condition we shall be able to extend (uniformly inλ) the solution

to all t ≥ T0. In the following Lemma we will only show how to construct

solutions for allt ∈ R with |λ| ≤ λt; the indexT0 will be chosen later on.
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Proposition 5. For all t and for any sufficiently smallr > 0, |λ| ≤ λt and

|Imβ| ≤ ᾱ the equations(7.24)have a unique solutionwt ∈ H∞(B(rt), h)

with

sup
y∈B(rt)

‖wt‖ ≤ D|λ| (8.31)

whereD is as in Proposition 4. Moreover,wtβ is analytic inλ andβ and it

satisfies the recursive relation(7.20)

Proof. Consider the fixed point equation (7.24) and write it asw = F(w), for

w = wtβ and

F(w)(y) = w̄β(y + Γ<tw(y)). (8.32)

Let

Bt =

{
w ∈ H∞(B(rt), h) | ‖w‖Bt ≡ sup

y∈B(rt)

‖w‖ ≤ D|λ|

}
, (8.33)

whereD is as in Prop. 4. Chooseλt so thatCη−2tDλt ≤ rt, with C as in

Lemma 1. It follows from the latter that forw ∈ Bt andy ∈ B(rt) ⊂ h,

‖y + Γ<tw(y)‖ ≤ rt + Cη−2tC|λ| ≤ 2rt ≤ 1

2
r̄, (8.34)

soF(w) is defined inB(rt) and, by Proposition 4,

‖F(w)‖Bt ≤ D|λ|. (8.35)

HenceF : Bt → Bt. Forw1, w2 ∈ Bt we use (8.30) to conclude that

‖F(w1)−F(w2)‖Bt = sup
‖y‖≤rt

‖w̄β(y + Γ<tw1(y))− w̄β(y + Γ<tw2(y))‖

≤ 2

r̄
Cη−2tD|λ|‖w1 − w2‖Bt

≤ 2rt

r̄
‖w1 − w2‖Bt

≤ 1

2
‖w1 − w2‖Bt , (8.36)
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i.e.,F is a contraction. It follows that (7.24) has a unique solutionwtβ in Bt

satisfying the bound (8.31) which, besides, is analytic inλ andβ. Consider

now the mapF ′:

F ′(w)(y) = w̄β(y + Γ[s,t]wtβ(y) + Γ<sw(y)); (8.37)

againF ′ is a contraction inBt since, for‖y‖ ≤ rt, we have

‖y + Γ[s,t]wtβ(y) + Γ<sw(y)‖ ≤ 3rt ≤ 1

2
r̄ (8.38)

for r sufficiently small. But from Eqs. (7.24) one deduces thatwtβ andwsβ ◦(
1 + Γ[s,t]wtβ

)
, both inBt, are its fixed points (just insert them into (8.37)),

hence by uniqueness they have to coincide, and (7.20) follows. �

3. t-dependent Banach Spaces

Let us first introduce the projection

Pt(y)(q) =

y(q) if |ω · q| ≤ ηt

0 otherwise.
(8.39)

We define now thet-dependent spaces (see the footnote at p. 31)

h−t := {u(q) : ‖u‖−t ≡
∑
q∈Z

|Ptu(q)| =
∑

|ω·q|≤ηt

|u(q)|}, (8.40)

ht := Pth, (8.41)

so that we have, fors ≤ t, the obvious inclusions:

ht ⊂ hs ⊂ h ⊂ h−s ⊂ h−t (8.42)

Remark 17. The spacesht as subset ofh, will naturally “inherit” the same

t-dependent seminorms defined in (8.40): fory ∈ ht

‖y‖ =
∑

|ω·q|≤ηt

|y(q)| = ‖y‖−t. (8.43)
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We shall also write‖L‖t;−t := ‖L‖L(ht;h−t) for the norm of a linear oper-

atorL from ht to h−t.

We shall adopt the notationBt ≡ {y ∈ ht : ‖y‖ < rt}, and define a

continuous automorphismtp : L (h; h) → L (h; h), for p ∈ ZN , shifting

both arguments of the kernel of an operatorA in the following way:

tpA(q, q′) = A(q + p, q′ + p). (8.44)

We shall defineHt as the space of functionsu : Bt → h−t,

u(y; q) =
∞∑

n=0

∑
q1,...,qn

u(n)(q; q1, . . . , qn)(y(q1), . . . , y(qn)), (8.45)

such that the kernelDut(y; q, q′), on the diagonalq = q′, depends onq only

throughω · q, that is, forκ ∈ R, there exists a functionΠ(κ; y) ∈ L(ht; h−t),

twice differentiable ink ∈ R andy ∈ Bt, such that

tpDu(y; q, q′) = Π(ω · p; y, q, q′) and Π(κ; y) = O(κ2) (8.46)

Let us now writeΠt(κ; 0) as the sum of its diagonal and off-diagonal part

Πt(0; κ) = σt(κ) + ρt(κ), where

σt(κ; q, q′) ≡ Πt(0; κ; q, q′)δ(q, q′)

ρt(κ; q, q′) ≡ Πt(0; κ; q, q′)− σt(κ, q, q′). (8.47)

and equipHt with the norm

‖u‖Ht
= r−2t‖u(0)‖−t + sup

i=0,1,2

(
2iη(i−2)t‖∂i

κσt(κ)‖t;−t

+ r−
t

2+i ‖∂i
κρt(κ)‖t;−t + sup

p≥1
r(p− 3−i

4 )t ‖∂i
κDpΠ(0;κ)‖t;−t

(p− 1)!

)
. (8.48)
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4. The Banach SpaceH

Let us fixT0 > 0 once and for all, and defineH as the space consisting of all

functionsu : (T0,∞) → ∪t≥T0Ht, such thatu : t 7→ ut ∈ Ht, obeying the

following condition

ut(y; 0)γ = −i
∑

q

qγ y(q)αut(y;−q)α. (8.49)

H will be endowed with the norm

‖u‖H = sup
t≥T0

sup
|Imβ|≤αt

‖utβ‖Ht (8.50)

where

αt ≡
t + 1

2t
α0 α0 ≡

2T0

T0 + 1
ᾱ. (8.51)

The condition (8.49) is calledWard identity, which, expressing a translation

symmetry of the original problem, allows the compensations needed in the

so calledresonances(we shall mention them later on in a slightly unusual

fashion. For the classical definition of “resonance” (see [6, 9, 14, 13, 12]),

such compensations will overcome the small denominators problem.



Chapter 9

Properties ofw (Ward

Identities)

1. Ward Identities

Let us show now that the mapswt constructed in Proposition 5 for|λ| ≤ λt

obey the Ward identity (8.49).

We notice that the scalar function

S(Y ) = λ

∫
TN

v(θ + Y (θ))dθ (9.1)

is invariant under translations of the type

Tβ : Y (θ) 7→ Yβ(θ) Yβ(θ) = Y (θ + β) + β. (9.2)

This means

∂

∂βγ

∣∣∣
β=0

λ

∫
T N

v(θ + Yβ(θ))dθ = 0; (9.3)

from which we get the equation1∫
T N

W̄ (Y ; θ)γdθ = −
∫

TN

w̄(Y ; θ)α∂γY (θ)αdθ. (9.4)

1The summations over the repeated indexα are understood

85



86 9. Properties of w (Ward Identities)

Integration by parts of the right hand side yelds the basic identity:∫
TN

W̄ (Y ; θ)γ =

∫
TN

Y α∂γW̄ (Y ; θ)αdθ. (9.5)

Let us now show that equation (9.5) holds also forWt constructed for|λ| ≤
λt, in fact using (7.24) we obtain∫

T N

Wt(Y ; θ)γdθ =

∫
T N

W̄ (Y + Γ< tWt(Y ); θ)γdθ

= (Y α + (Γ< tWt)
α(Y ))(θ)∂θγW̄ (Y + Γ< tWt(Y ); θ)γdθ

=

∫
T N

Y α∂θγWt(Y ; θ)αdθ +

∫
T N

(Γ< tWt(Y ))α∂θγWt(Y ; θ)αdθ. (9.6)

The last integral, after two integrations by parts, turns out to be equal to its op-

posite, hence it vanishes, yielding (9.5) forWt. In the Fourier representation

it is

wt(y; 0)γ = −i
∑

q

qγ y(q)αwt(y;−q)α. (9.7)

To derive a first consequence of the Ward identity (9.7), which will be

used later, we evaluate it aty = 0 to get the following

Lemma 18. The mapswt constructed in Proposition 5 for|λ| ≤ λt satisfy

wt(0; 0) = 0 (9.8)

It is also very important to notice the following:

Lemma 19. The derivativetpDwtβ(y) depends onp only throughω · p.

Proof. First of all, we have

tpDw̄(y; q, q′) = Dw̄(y; q, q′), (9.9)
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which follows easily writing the explicit expansion forDw̄(y) from (8.22):

Dw̄(y; q, q′)γβ =
∞∑

m=0

λim+2

m!
v(q−q′ −

m∑
j=0

qj)

× (q−q′ −
n+2∑
j=3

qj)
γ(q−q′ −

n+2∑
j=3

qj)
β

n∏
k=1

(q− q′−
n∑

j=0

qj) · y(qk), (9.10)

this is a function ofq − q′ only, hence (9.9) follows. To finish the proof it is

enough to differentiate (8.10) to get

tpDwtβ(y) = tp
(
[1−Dw̄β(yt)Γ<t]

−1 Dw̄β(yt)
)

= [1−Dw̄β(yt)Γ<t[ω · p]]−1 Dw̄β(yt) (9.11)

whereyt ≡ y + Γ<twtβ(y), and (9.11) depends onp only throughω · p as

claimed. �

Lemma 20. According to the discussion above, let us write, for|λ| ≤ λt, the

kernels

πt(ω · p; y; q, q′) ≡ tpDwtβ(y; q, q′), (9.12)

and denote their smooth interpolationsπt(κ; y; q, q′) for κ ∈ R. For i =

0, 1, 2, y ∈ B(rT0) and|κ| ≤ ηT0 we obtain

‖∂i
κπT0(κ; y)‖L(h;h) ≤ |λ|1/2; (9.13)

furthermore,

πT0(κ; y; 0, 0)|y=0 = O(κ2) (9.14)

The proof of Lemma 20 is straightforward and follows exactly [5] section

5. Taking|λ| ≤ λT0 small enough, we have

Corollary 21. In view of Proposition 5, for|λ| ≤ λT0 and |Imβ| ≤ ᾱ, we

havewT0β ∈ HT0, furthermore‖wT0β‖HT0
≤ ε, whereε → 0 whenλ → 0





Chapter 10

The integral operator Φ

In order to solve equation (8.11) we define the operatorΦ : u 7→ Φ(u) onH
such that fort ≥ T0, Φ(u) : t 7→ Φ(u)t ∈ Ht in the following way:

Φ(u)tβ(y) = wT0(y) +

∫ t

T0

Duτ (y)γτuτ (y)dτ. (10.1)

If Φ has a fixed pointw, the latter will solve (7.20) for allt ≥ T0; in order

to show that such fixed point exist, we shall prove thatΦ is a contraction in

H. We shall divide the proof in several lemmata. The next remark is also

important:

Remark 22. Since the zero function belongs to our ball, we can always as-

sume thatu is such that

Dut(y; q, q′) = Dut(y;−q′,−q), (10.2)

asΦ preserves such property. The latter claim is easy to check: first of all

Dw̄(y; q, q′) = Dw̄(y;−q′,−q), (10.3)

sincew̄(q) = ∂s(y)
∂y(−q)

; by differentiating Eq. (8.10) it is easily seen that also

DwT0(y; q, q′) = DwT0(y;−q′,−q); finally using Eq. (10.1) the claim is

proven.
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1. Φ preserves the properties of the the functions inH

We shall show thatΦ preserves the properties (8.49) and (8.46).

Lemma 23. Letu ∈ H; then, for all t ≥ T0, Φ(u)t obeys the Ward identity

Φ(u)t(y; 0)γ = −i
∑

q

qγ y(q)αΦ(u)t(y;−q)α. (10.4)

Furthermore, forκ ∈ R, there exist functionsΠ′
t(κ; y) ∈ L(ht; h−t), twice

differentiable ink ∈ R andy ∈ Bt, such that

tpDΦ(u)t(y; q, q′) = Π′
t(ω · p; y, q, q′) and Π′

t(κ; y; 0, 0)|y=0 = O(κ2),

(10.5)

that is

Π′
t(κ; y; 0, 0)|κ=0

y=0
= 0, (10.6)

∂κΠ
′
t(κ; y; 0, 0)|κ=0

y=0
= 0. (10.7)

Proof. Let u ∈ H. Differentiating (8.49) with respect toy(q′)δ we get

Dut(y; 0, q′)γδ = −iq′γut(y;−q′)δ − i
∑

q

qγy(q)αDut(y;−q; q′)αδ, (10.8)

and we can use (10.1) to get

Φtβ(u)(y; 0)γ = wT0β(y; 0)γ +

∫ t

T0

∑
q′

Duτβ(y; 0, q′)γδγτ (q
′)uτβ(y; q′)δdτ

= −i
∑

q

qγy(q)αwT0β(y;−q)α −
∫ t

T0

∑
q′

iq′γuτβ(y;−q′)δγτ (q)uτβ(y; q′)δ

︸ ︷︷ ︸
=0

− i
∑
q′,q

qγy(q)αDut(y;−q; q′)αδγτ (q
′)uτβ(y; q′)δdτ

= −i
∑

q

qγy(q)α

(
wT0β(y; q)α +

∫ t

T0

∑
q′

Dut(y;−q; q′)αδγτ (q
′)uτβ(y; q′)δdτ

)

= −i
∑

q

qγy(q)αΦ(u)tβ(y;−q)α, (10.9)
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which is (8.49) forΦ(u)t and it proves the first part of the claim.

Let us now prove (10.5):

tpDΦ(u)t(y; q, q′)= tpDwT0(y; q, q′)+

∫ t

T0

∑
q′′

tpD
2uτ (y; q, q′, q′′)γτ (q

′′)uτ (y; q′′)

+
∑

q

Duτ (y; q + p, q′′)γτ (q
′′)Duτ (y; q′′, q′ + p)dτ

= πT0(ω · p; y; q, q′) +

∫ t

T0

∑
q′′

DΠτ (ω · p; y; q, q′, q′′)γτ (q
′′)uτ (y; q′′)

+
∑
q′′

Πτ (ω · p; y; q, q′′)γτ [ω · p](q′′)Πτ (ω · p; y; q′′, q′)dτ

≡ Π′
t(ω · p; y; q, q′). (10.10)

We interpolate (10.10), defining

Π′
t(κ; y; q, q′) ≡ πT0(κ; y; q, q′) +

∫ t

T0

∑
q′′

DΠτ (κ; y; q, q′, q′′)γτ (q
′′)uτ (y; q′′)

+
∑
q′′

Πτ (κ; y; q, q′′)γτ [κ](q′′)Πτ (κ; y; q′′, q′)dτ (10.11)

which is smooth inκ and yields (10.5).

Differentiating (10.9) w.r.t.y and evaluating it aty = 0 we get

DΦ(u)t(0; 0, q
′)γδ = −iq′γΦ(u)t(0;−q′)δ, (10.12)

and settingq′ = 0 we obtain

DΦ(u)t(y; 0, 0)|y=0 = Π′
t(κ; y; 0, 0)|κ=0

y=0
= 0, (10.13)

that is, (10.6).

Next, using (10.11), we have

∂κΠ
′
t(κ; y; 0, 0)=∂κπT0(κ; y; 0, 0)+

∫ t

T0

∑
q

∂κDΠt(κ; y; 0, 0, q)γτ (q)uτ (y; q)

+ ∂κ

∑
q

Πτ (κ; y; 0, q)γτ [κ](q)Πτ (κ; y; q, 0).
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When evaluating this atκ = 0, y = 0 the first term vanishes because of lemma

20. The second term is zero as well, sinceDΠt(κ; y; 0, 0, q) is differentiable

at zero and even inκ for all q ∈ ZN . The third term vanishes as the ex-

pression inside the parentheses is once again differentiable at zero and even

in κ; to check the latter claim it is enough to use two facts:Π(κ, y, q, q′) =

Π(−κ, y,−q′,−q) (see the discussion in Remark 22 and the definition (8.46))

andγ[κ](q) = γ[−κ](−q), so that we get∑
q

Πτ (κ; y; 0, q)γτ [κ](q)Πτ (κ; y; q, 0)

=
∑

q

Πτ (−κ; y;−q, 0)γτ [κ](q)Πτ (−κ; y; 0,−q)

=
∑

q

Πτ (−κ; y; 0, q)γτ [κ](q)Πτ (−κ; y; q, 0) (10.14)

showing that (10.14) is even inκ. Thus we have obtained

∂κΠ
′
t(κ; y; 0, 0)|κ=0

y=0
= 0, (10.15)

which proves (10.7).

�

2. Φ preserves the balls inH

In view of the results obtained in Lemma 23, we prove the following result

Proposition 6. LetB be the ball inH of radiusε (whereε is as in Corollary

21), thenΦ preservesB, that is: Φ : B → B

Proof. Let u ∈ B; we already know from Lemma 23 that, fort ≥ T0, Φ(u)t

satisfies (10.4) and (10.6). We are left to show that‖Φ‖H ≤ ε. We shall

estimate the different terms in (8.50) separately, sorting them in an increasing

order of difficulty.
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2.1. Estimate of high orders.We shall start with the high order terms of the

norm (8.50), using the fact thatu ∈ B implies for|κ| ≤ ηt and|Im β| ≤ αt

r−2t‖utβ(0)‖−t ≤ ε (10.16)

η−2t‖Πtβ(κ; 0)‖−t ≤ ε (10.17)

sup
p≥1

r(p− 1
1+i

)t‖∂i
κD

pΠt(0; κ)‖t;−t

(p− 1)!
≤ ε. (10.18)

Keeping in mind Corollary 21, the relationDut(y) = Πt(0; y) and writing

D−1Πτ (0; y) ≡ uτ (y), for p ≥ 1 , i = 0, 1, 2 andr < η4 we estimate1

‖∂i
κDpΠ′

t(κ; 0)‖t;−t ≤ ‖∂i
κDpπT0(κ; 0)‖−t

+
∫ t

T0

p∑
j=0

(
p

j

)
‖∂i

κDj+1Πτ (κ; 0)‖−τ‖γτ‖‖Dp−j−1Πτ (0; 0)‖−τdτ

+
∑

α∈N3

|α|=i

i!
α!

∫ t

T0

p∑
j=0

(
p

j

)
‖∂α1

κ DjΠ−τ (κ; 0)‖τ‖∂α2
κ γ−τ [κ]‖‖∂α3

κ Dp−jΠτ (κ; 0)‖−τdτ

≤ ‖∂i
κDpπT0(κ; 0)‖−T0 + (p− 1)! ε2

p−2∑
j=0

p

(p−j)(p−j − 1)

∫ t

T0

r−(p− 3−i
4 −1)τη−2τdτ

+ (p− 1)! ε2

∫ t

T0

p r−(p− 3−i
4 )τdτ + (p− 1)!ε2

∫ t

T0

p r−(p− 3−i
4 −1)τη−2τdτ

+
∑

α∈N3

|α|=i

i!
α!

(p− 1)! ε2

p−1∑
j=1

p

j(p−j)

∫ t

T0

r−(p− 6−α1−α3
4 )τη(−2−α2)τdτ

+
∑

α∈N3

|α|=i

i!
α!

2(p− 1)!ε2

∫ t

T0

r−(p− 3−α3
4 )τη(−α1−α2)τdτ

1The subindexβ does not play any role here, hence it is understood, and forp = 1 the sum
Pp−2

j=0 is to be

considered zero.
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(∗)
≤ ε

4
+ (p− 1)!ε22p

∫ t

T0

r−(p− 3−i
4 −1)τη−2τdτ + (p− 1)!ε2

∫ t

T0

pr−(p− 7−i
4 )τdτ

+
∑

α∈N3

|α|=i

i!
α!

(p− 1)!ε2p

∫ t

T0

r−(p− 3−i
4 − 3+α2

4 )τη(−2−α2)τdτ

+
∑

α∈N3

|α|=i

i!
α!

(p− 1)!ε2

∫ t

T0

r−(p− 3−i
4 )τdτ

(∗∗)
≤ ε

4
+ (p− 1)!ε221p

∫ t

T0

r−(p− 3−i
4 )τdτ

≤ ε

4
+ (p− 1)!ε221p

r−(p− 3−i
4 )t − r−(p− 3−i

4 )T0

ln( 1
r )(p− 3−i

4 )

≤ 1
3
(p− 1)!εr−(p− 3−i

4 )t, (10.19)

where we obtained (*) by simply noticing
∑p−2

j=0
1

(p−j)(p−j−1)
≤
∑∞

p=1
1

(p+1)p
≤

1 and
∑p−1

j=1
1

j(p−j)
≤ 1, and to get (**) we usedsupi=0,1,2

∑
α∈N3

|α|=i

i!
α!

(p− 1)! =

9.

2.2. Estimate ofΦ(u)t(0) (using the diophantine condition). The quantity

whose norm we want to estimate is

Φ(u)tβ(0) = wT0β(0) +

∫ t

T0

Duτβ(0)γτuτβ(0)dτ, (10.20)

Let β ∈ CN such that|Imβ| ≤ αt , and shift it toβ′ = β − i (ᾱ−αt)
|q1| q, so

that|Imβ′| ≤ ᾱ. Using Corollary 21, we get, forq 6= 0,

|wT0β(0; q)|e(ᾱ−αt)|q| ≤ ‖wT0β′(0)‖−T0 ≤
rT0

2
ε (10.21)

which implies, using Definition (8.51),2

∑
|ω·q|<ηt

q 6=0

|wT0β(0; q)| ≤ rT0

2
ε
∑

|ω·q|<ηt

e−
t−T0
2t2

ᾱ|q|. (10.22)

The diophantine condition forces|q| to be large when|ω ·q| is small, i.e., (1.4)

yields |ω · q| ≤ ηt ⇒ |q| ≥ Cη−
t
ν , hence we can extract a super-exponential

2Note that|ατ − αt| ≤ t−τ
2t2

andᾱ = αT0 .
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factor from the sum:

∑
|ω·q|<ηt

q 6=0

|wT0β(0; q)| ≤ rT0

2
εe−

t−T0
4t2

ᾱCη−
t
ν
∑

|q|≥Cη−
t
ν

e−
t−T0
4t2

ᾱ|q|

≤ 1

6
εr2t. (10.23)

As for the second term in (10.20), we set, for allτ ≤ t, βτ = β −
i (ατ−αt)

|q′| q′, in order to get|Imβτ | ≤ ατ and−(Imβτ−Imβ)·q′ = (ατ−αt)|q′|,
so, carrying out all the details, we obtain forq 6= 0

∣∣∣∣∣∑
q′

Duτβ(0; q, q′)γτ (q
′)uτβ(0; q′)

∣∣∣∣∣ e(ατ−αt)|q|

=

∣∣∣∣∣∑
q′

Duτβ(y; q, q′)γτ (q
′)uτβ(0; q′)

∣∣∣∣∣ e−(Imβτ−Imβ)·q

=

∣∣∣∣∣∑
q′

Duτβ(0; q, q′)γτ (q
′)uτβ(0; q′)e(Imβτ−Imβ)·q′e−(Imβτ−Imβ)·q′

∣∣∣∣∣ e−(Imβτ−Imβ)·q

≤
∑
q′

|Duτβ(0; q, q′)|e−(Imβτ−Imβ)·(q−q′)|γτ (q
′)||uτβ(0; q′)|e−(Imβτ−Imβ)·q

=
∑
q′

|Duτβτ (0; q, q′)||γτ (q
′)||uτβτ (0; q

′)|

≤ ‖Duτβτ (0)‖τ ;−τ‖γτ‖‖uτβτ (0)‖−τ

≤ 1

6
εr2τ . (10.24)

From the latter estimate, using again the diophantine condition as in (10.23)

and|Imβ| ≤ αt, we can squeeze out the bound we need: the condition (1.4)

yields |ω · q| < 2ηt ⇒ |q| > Cη−
t
ν and keeping this in mind we use (10.24)
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to get

∑
|ω·q|<2ηt

q 6=0

∫ t

T0

∣∣∣∣∣∑
q′

Duτβ(q.q′)γτ (q
′)uτβ(q′)dτ

∣∣∣∣∣
≤ 1

6
ε

∫ t

T0

e−
t−τ

2(t+1)(τ+1)
Cη

−t
ν

r2τdτ

≤ 1

6
ε

∫ t

T0

e
− t−τ

2(t+1)2
Cη

−t
ν

r2τdτ

≤ 1

6
εe
− tCη

−t
ν

2(t+1)2

∫ t

0

e
τ

 
Cη

−t
ν

2(t+1)2
−2 ln(1/r)

!
dτ

=
1

6
εe
− tCη

−t
ν

2(t+1)2
1− r2te

tCη
−t
ν

2(t+1)2

2 ln(1/r)− Cη
−t
ν

2(t+1)2

≤ 1

6
εe
− tCη

−t
ν

2(t+1)2

≤ 1

6
εr2t, (10.25)

whereT0 is chosen large enough, so that

2 ln(1/r)− Cη
−T0

ν

2(T0 + 1)2
≥ 1. (10.26)

We have hence proved

∑
|ω·q′|<ηt

∫ t

T0

∣∣∣∣∣∑
q

uτβ(0; q)γτ (q)Duτβ(0;−q, q′)dτ

∣∣∣∣∣ ≤ 1

6
εr2t. (10.27)

Finally we notice that due to the Ward identity (10.9), it follows thatΦtβ(u)(0; 0) =

0 for all t ≥ T0. Hence combining (10.23) and (10.27) we get

sup
t≥T0

sup
|Im β|≤αt

‖Φ(u)t(0)‖−t ≤
1

3
ε (10.28)
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2.3. Estimate of the linear termΠ′ (using diophantine and Ward). The

bound onΠ′ is the most complicated to achieve and its proof is where the

consequences of the Ward identities are needed. The actual difficult part is in

estimating the norm ofσ′ i.e., the diagonal part ofΠ′. In the KAM literature

it corresponds to what in the tree graphs language is called aresonance, i.e.,

for the acquainted reader,σ′ being a multiple ofδq,q′ corresponds to a subtree

carrying the same incoming and outgoing "momentum" (see for instance [6,

14, 13, 12]).

We shall write, as on p. 83,Π′
t(κ; 0) = σ′t(κ) + ρ′t(κ). When needed we

shall use the notation

σt(κ̃) ≡ σt(κ̃; 0) = σtβ(κ, q), (10.29)

whereκ̃ = κ + ω · q, so that we can leave theq dependence inσ understood.

Let us first see how one succeds in extracting the right bound forσ′. Using

(10.11) we write

σ′t(κ; q) = πT0(κ; y; q, q)|y=0 +

∫ t

T0

στ (κ; q)γτ [κ](q)στ (κ; q)dτ +Rt(κ; q)

(10.30)

where we denoted the restRt(κ; q) as

Rt(κ; q) ≡
∫ t

T0

∑
q′

DΠτ (κ; q; q; q′)γτ (q
′)uτ (0; q

′)

+
∑
q′

ρτ (κ; q, q′)γτ [κ](q′)ρτ (κ; q′, q)dτ (10.31)

As we shall see, estimatingRt(κ; q) will not be difficult. What will re-

quire a special treatment instead, are the first two terms in (7.23): intuitively,

in fact, the solution of an equation of the type

σ̇(t) = σ(t)2 (10.32)
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would blow up in finite time. Furthermore, to extract the right bound for

πT0(κ; 0; q, q) +

∫ t

T0

4στ (κ; q)γτ [κ](q)στ (κ; q)dτ (10.33)

we cannot even use the trick of shrinking the analyticity strip by shiftingβ,

since asq = q′, a factore−C·|q−q′| = 1 will not provide any benefit. Albeit the

situation might look hopeless, we can point out a crucial observation: with

fixed κ andq in a suitablet-dependent way, the integrand function (10.33) is

non-zero only in a small interval aroundt. Let us explain why: the function

γτ [κ](q) can be written asγτ [κ̃](0), whereκ̃ = κ+ω · q, andγτ [κ̃] ≡ γτ [κ̃](0)

is supported in the intervalητ ≤ |κ̃| ≤ ητ−1. If we fix |κ| ≤ ηt and|ω·q| ≤ ηt,

then|κ̃| ≤ 2ηt, so, for allτ ≤ t−1, we have2ηt ≤ ητ ⇒ |κ| ≤ ητ ⇒ γτ [κ̃] =

0. We hence proved that the integral in (10.33) can be taken over the interval

(t − 1, t). However, the latter remark is not enough, as we still get large

numbers for small̃κ’s, due to the large size ofγt[κ̃]; here the consequences of

the Ward identities come into play: sinceστ (κ) = O(κ2), the compensation

we need follows from Lemma 14, where we showed thatκ̃2+i∂i
κ̃γτ [κ] stays

uniformly bounded! (see also Fig. 3 at p. 70)

Let us now fill in the details: in order to estimate (10.33), we recall that

sinceu ∈ H we haveσt(κ̃) = O(κ̃2), with the trivial bounds

|σt(κ̃)| =

∣∣∣∣∣
∫ κ̃

0

(∫ κ′

0

∂2
κσt(κ̄)dκ̄

)
dκ′

∣∣∣∣∣ ≤ |κ̃|2 sup
0≤|κ̄|≤|κ̃|

|∂2
κσt(κ̄)| ≤ ε|κ̃|2

|∂κσt(κ̃)| =
∣∣∣∣∫ κ̃

0

∂2
κσt(κ̄)dκ̄

∣∣∣∣ ≤ |κ̃| sup
0≤|κ̄|≤|κ̃|

|∂2
κσt(κ̄)| ≤ ε|κ̃|, (10.34)

In view of (10.34) (that holds forσ′ as well thanks to Lemma 23), we

shall need to get an estimate for∂2
κσ

′ only, as the bounds for∂κσ
′ andσ′ will

easily follow. Following the discussion at page 97 and using (9.13) we have,

for κ̃ ≤ ηt,
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∣∣∂2
κσ

′
t(κ̃)− ∂2

κRt(κ̃)
∣∣

≤ ∂2
κπT0(κ̃; y; 0, 0)|y=0 +

∫ t

T0

|∂κστ (κ̃)|2γτ [κ̃] + 2|στ (κ̃)||∂2
κστ (κ̃)|γτ [κ̃]

+ 2|στ (κ̃)||∂κστ (κ̃)||∂κγτ [κ̃]|+ |στ (κ̃)|2|∂2
κγτ [κ̃]|dτ

≤ ε

96
+ ε2

(∫ t

t−1

κ̃2γτ [κ̃]dτ +

∫ t

t−1

κ̃3∂κγτ [κ̃]dτ +

∫ t

t−1

κ̃4∂2
κγτ [κ̃]dτ

)
≤ ε

96
+

3

2
ε2C

≤ ε

48
, (10.35)

where we used the important bound of Lemma 14:

∣∣κ2+i∂i
κγt[κ]

∣∣ ≤ C, (10.36)

for all κ andt. The estimate of the rest in (7.23) is conceptually easier but

more tedious:

Lemma 24. The operatorRt(κ) defined in(10.31)obeys the bound

sup
|κ|≤ηt

‖∂2
κRt(κ)‖t;−t ≤

ε

48
. (10.37)

Proof. Writing as usual̃κ = κ + ω · q1, we shall estimate the norm of the

second derivative w.r.t.κ of the linear operator with kernel

Rt(κ; q) ≡ Rt(κ̃) =

∫ t

T0

∑
q′

Dστ (κ̃; q′)γτ (q
′)uτ (0; q

′)

+
∑
q′≥0

ρτ (κ̃; 0, q′)γτ [κ̃](q′)ρτ (κ̃; q′, 0)dτ. (10.38)
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Taking the second derivative w.r.t.κ of the first term we get

sup
|κ̃|≤2ηt

∣∣∣∣∣
∫ t

T0

∑
q′

∂2
κDστ (κ̃; 0, q′)γτ (q

′)uτ (0; q
′)

∣∣∣∣∣
≤ ε2 sup

|κ̃|≤2ηt

∫ t

T0

r5/4τη−2τdτ

≤ ε2

∫ t

T0

η3τdτ

≤ 1

96
ε (10.39)

for r � η4 andε � 1.

We can take the second derivative w.r.t.κ of the second term in (10.38):

sup
|κ̃|≤2ηt

∣∣∣∣∣∂2
κ

∫ t

T0

∑
q′

ρτ (κ̃; 0, q′)γτ [κ̃](q′)ρτ (κ̃; q′, 0)dτ

∣∣∣∣∣
≤ sup

|κ̃|≤2ηt

∫ t

T0

∑
q

∣∣∣∣∣2∂κρτ (κ̃; 0, q′)∂κγτ [κ̃](q′)ρτ (κ̃; q′, 0)

2∂κρτ (κ̃; 0, q′)γτ [κ̃](q′)∂κρτ (κ̃; q′, 0)+2ρτ (κ̃; 0, q′)∂κγτ [κ̃](q′)∂κρτ (κ̃; q′, 0)

ρτ (κ̃; 0, q′)γτ [κ̃](q′)∂2
κρτ (κ̃; q′, 0) + ρτ (κ̃; 0, q′)∂2

κγτ [κ̃](q′)ρτ (κ̃; q′, 0)

+ ∂2
κρτ (κ̃; 0, q′)γτ [κ̃](q′)ρτ (κ̃; q′, 0)

∣∣∣∣∣dτ

≤
∫ t

T0

Cε2
(
r

5
6
τη−3τ +r

2
3
τη−2τ +r

5
6
τη−3τ +r

3
4
τη−2τ +rτη−4τ +r

3
4
τη−2τ

)
dτ

≤ 4Cε2

∫ ∞

T0

ητdτ

≤ 1

96
ε, (10.40)

for r � η5 andε � 1. Putting toghether (10.39) and (10.40) gives us (10.37)

and finishes the proof of the lemma. �
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For∂κσ
′ andσ′ we simply use Lemma 23, more exactlyσ′ = O(κ2), and

we get forκ̃ = κ + ω · q

sup
|κ|≤ηt

‖∂κσ
′
t(κ; q)‖−t

= sup
|κ̃|≤2ηt

|∂κσ
′
t(κ̃)| ≤ sup

κ̃≤2ηt

|κ̃||∂2
κσ

′(κ̃)| ≤ ε

12
ηt (10.41)

and

sup
|κ|≤ηt

‖∂2
κσ

′
t(κ; q)‖−t

= sup
|κ̃|≤2ηt

|σ′t(κ̃)| ≤ sup
κ̃≤2ηt

|κ̃|2
∣∣∂2

κσ
′(κ̃)
∣∣ ≤ ε

6
η2(t−1). (10.42)

The estimates (10.35), (10.37), (10.41) and (10.42) establish for|κ| ≤ ηt

sup
i=0,1,2

2iη(i−2)t‖∂i
κσ

′(κ)‖t;−t ≤
ε

6
. (10.43)

We can now prove a bound forρ′. The kernel of the operatorρ′t(κ) for

q 6= q′ reads

ρ′tβ(κ; q, q′) = πT0(κ; y, q, q′)|y=0 +

∫ t

T0

∑
q′′

DΠτβ(κ; q, q′, q′′)γτ (q
′′)uτβ(0; q′′)

+
∑
q′′

Πτβ(κ; 0; q, q′′)γτβ[κ](q′′)Πτβ(κ; 0; q′′, q′)dτ. (10.44)

We shall estimate∂i
κ of (10.44) term by term, fori = 0, 1, 2 . In order to

obtain a bound for the first term we simply use (9.13) and shrink again the

strip of analyticity by shiftingβ: we fix β ∈ CN such that|Imβ| ≤ αt and

then we setβ′ = β − i (α0−αt)
|q−q′| (q − q′), so that|Imβ′| ≤ α0, and fori = 0, 1, 2
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we get

|∂i
κπT0β(κ; 0; q, q′)|e(α0−αt)|q−q′| = |∂i

κπT0β(κ; 0; q, q′)|e−(Imβ′−Imβ)·(q−q′)

= |∂i
κπT0β′(κ; 0; q, q′)|

≤ ‖∂i
κπT0β′(κ; 0)‖L(h;h)

≤ ε

18
, (10.45)

where we used (21). Now we can use the diophantine condition as in (10.23)

to get|q − q′| ≥ bη−
t
ν , thus it follows that

‖P∂i
κπT0β(κ; 0)P‖t;−t = sup

|ω·q|≤ηt

∑
|ω·q′|≤ηt

q 6=q′

|∂i
κπT0β′(κ; 0; q, q′)|

≤ ε

18
sup

|ω·q|,|ω·q′|≤ηt

q 6=q′

e−(α0−αt)|q−q′|

≤ ε

18
e−(α0−αt)bη

− t
ν

≤ ε

18
rt/2. (10.46)

For the second term operator in (10.44) we fixβ ∈ CN such that|Imβ| ≤
αt and then we setβτ = β − i (ατ−αt)

|q−q′| (q − q′), so that|Imβτ | ≤ ατ , and for

i = 0, 1, 2 andq 6= q′ we get∣∣∣∣∣∑
q′′

∂i
κDΠτβ(κ; q, q′, q′′)γτ (q

′′)uτβ(0; q′′)

∣∣∣∣∣ e(ατ−αt)|q−q′|

≤
∑
q′′

∣∣∂i
κDΠτβτ (κ; q, q′, q′′)γτ (q

′′)uτβτ (0; q
′′)
∣∣

≤ ‖u(0)‖−τ‖γτ‖ sup
q′′

∣∣∂i
κDΠτβτ (κ; q, q′, q′′)

∣∣
≤ εη−2τr2τ sup

q′′

∣∣∂i
κDΠτβτ (κ; q, q′, q′′)

∣∣
≤ εr3/2τ sup

q′′

∣∣∂i
κDΠτβτ (κ; q, q′, q′′)

∣∣ . (10.47)
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This implies∣∣∣∣∣∑
q′′

∂i
κDΠτβ(κ; q, q′, q′′)γτ (q

′′)uτβ(0; q′′)

∣∣∣∣∣
≤ εr3/2τ sup

q′′

∣∣∂i
κDΠτβτ (κ; q, q′, q′′)

∣∣ e−(ατ−αt)|q−q′| (10.48)

so, in the same fashion as in (10.27), we conclude, for|Imβ| ≤ αt,

sup
|ω·q|≤ηt

∑
|ω·q′|≤ηt

∣∣∣∣∣
∫ t

T0

∑
q

∂i
κDΠτβ(κ; q, q′, q′′)γτ (q′′)uτβ(0; q′′)

∣∣∣∣∣ ≤ ε

18
r

t
i+1 . (10.49)

In fact the constraints|ω · q| , |ω · q′| ≤ ηt imply |ω · (q − q′)| ≤ 2ηt, so the

diophantine condition (1.4) forces the bound|q − q′| ≥ Cη−t/ν , and we use

(10.48) to conclude∑
|ω·q|≤ηt

sup
|ω·q′|≤ηt

∣∣∣∣∣
∫ t

T0

∑
q′′

∂i
κDΠτβ(κ; q, q′, q′′)γτ (q

′′)uτβ(0; q′′)

∣∣∣∣∣
≤
∫ t

T0

ε
∑

|ω·q|≤ηt

sup
|ω·q′|≤ηt

sup
|ω·q′′|≤ηt

∣∣∂i
κDΠτβ(κ; q, q′, q′′)

∣∣ r3/2τe−
t−τ
2tτ

Cη−t/ν

dτ

≤ Cε2

∫ t

T0

e−
t−τ

2t2
Cη−t/ν

r(3/2−i/1+i)τdτ

≤ 1

18
εr(3/2+ i

i+1
)t

≤ 1

18
εr

t
i+1 , (10.50)

where the estimate of the integral is obtained in the same way as in (10.25).

Finally we estimate the third term in (10.44): forτ ≤ t we shiftβ to βτ

in the usual way, and in view of the bounds (10.36) we obtain, for|κ| ≤ ηt,

q 6= q′ andi = 0,∣∣∣∣∣∑
q′′

Πτβ(κ; 0; q, q′′)γτ [κ](q′′)Πτβ(κ; 0; q′′, q′)

∣∣∣∣∣ e(ατ−αt)|q−q′|

≤ η−2τ
∑

|ω·q′′|≤ητ

Πτβτ (κ; 0; q, q′′)Πτβτ (κ; 0; q′′, q′), (10.51)
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which implies

sup
|ω·q|≤ηt

∑
|ω·q′|≤ηt

∣∣∣∣∣∣
∫ t

T0

∑
q′′

Πτβ(κ; 0; q, q′′)γτ (q′′)Πτβ(κ; 0; q′′, q′)dτ

∣∣∣∣∣∣
≤
∫ t

T0

η−2τ sup
|ω·q|≤ηt

∑
|ω·q′|≤ηt

|ω·q′′|≤ητ

|Πτβτ (κ; 0; q, q′′)Πτβτ (κ; 0; q′′, q′)| e−(ατ−αt)|q−q′|dτ

≤ ε

∫ t

T0

η2τ sup
|q−q′|≥Cη−τ/ν

e−(ατ−αt)|q−q′|

≤ ε

∫ t

T0

η2τe−
t−τ

2t2
Cη−t/ν

≤ ε

18
rt. (10.52)

Furthermore we get∣∣∣∣∣∂κ

(∑
q′′

Πτβ(κ; q, q′′)γτ [κ](q′′)Πτβ(κ; q′′, q′)

)∣∣∣∣∣ e(ατ−αt)|q−q′|

≤
∑

|ω·q′′|≤ητ

(
η−2τ∂κΠτβ(κ; q, q′′)Πτβ(κ; q′′, q′) + η−3τΠτβ(κ; q, q′′)Πτβ(κ; q′′, q′)

+ η−2τΠτβ(κ; q, q′′)∂κΠτβ(κ; q′′, q′)

)
(10.53)

which, as in (10.52), implies

sup
|ω·q|≤ηt

∑
|ω·q′|≤ηt

∣∣∣∣∣
∫ t

T0

∂κ

(∑
q′′

Πτβ(κ; q, q′′)γτ (q
′′)Πτβ(κ; q′′, q′)

)∣∣∣∣∣
≤ ε

18
r

t
2 . (10.54)

In the same way one derives the estimate for the second derivative w.r.t.κ:

sup
|ω·q|≤ηt

∑
|ω·q′|≤ηt

∣∣∣∣∣
∫ t

T0

∂2
κ

(∑
q′′

Πτβ(κ; q, q′′)γτ (q
′′)Πτβ(κ; q′′, q′)

)∣∣∣∣∣
≤ ε

18
r

t
3 . (10.55)
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Combining (10.46), (10.49), (10.52), (10.54) and (10.55) we get the bound

sup
i=0,1,2

r−
1

2+i‖∂i
κρ

′κ‖t;−t. (10.56)

2.4. Conclusion.Summarizing the results obtained so far, we have that if

u ∈ B then Φ(u) ∈ H; furthermore, combining (10.28),(10.43),(10.56)

and(10.19), we get

‖Φ(u)‖H ≤ ε. (10.57)

Hence under the action ofΦ the ball of radiusε in H is preserved, which is

what we had to prove.

�

3. Φ is a contraction inB

We are left with showing thatΦ is a contraction onB. We shall prove the

following

Proposition 7. There exists0 < µ < 1 such that, for allu, v ∈ B, we have

‖Φ(u)− Φ(v)‖H ≤ µ‖u− v‖H. (10.58)

Proof. Let us first show that for allu, v ∈ B we have

sup
|Imβ|≤αt

t≥T0

r−2t‖Φ(u)βt(0)− Φ(u)βt(0)‖−t ≤ ε‖u− v‖H. (10.59)
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We get (see estimate (10.24) for the definition ofβτ )

‖Φ(u)βt(0)− Φ(u)βt(0)‖−t

= ‖
∫ t

T0

Duτβ(0)γτuτβ(0)−Dvτβ(0)γτvτβ(0)dτ‖−t

≤
∑

|ω·q|≤ηt

∫ t

T0

∑
q′

|Duτβ(0; q, q′)| |γτ (q′)| |(uτβτ
− vτβτ

)(0; q′)| e−(ατ−αt)|q|dτ

+
∑

|ω·q|≤ηt

∫ t

T0

∑
q′

|vτβ(0; q′)| |γτ (q′)| |(Duτβτ
−Dvτβτ

)(0; q′, q)| e−(ατ−αt)|q|dτ

≤
∫ t

T0

(
‖(uτβτ

− vτβτ
)(0)‖−τ + η−2τr2τ‖(Duτβτ

−Dvτβτ
)(0)‖τ

)
sup

|ω·q|≤ηt

e−(ατ−αt)|q|dτ

≤ ε sup
|Imβ|≤αt

t≥T0

(
r−2t‖utβ(0)− vtβt(0)‖−t + η−2t‖(Dutβ −Dvtβt)(0)‖−t

)
·

·
∫ t

T0

r2τe−(ατ−αt)Cη−t/ν

dτ

(∗)
≤ εr2t‖u− v‖H, (10.60)

where the steps leading to the estimate (*) have been carried out in (10.25).

Trivially (10.60) implies

sup
|Imβ|≤αt

t≥T0

r−2t‖Φ(u)βt(0)− Φ(u)βt(0)‖−t ≤ ε‖u− v‖H. (10.61)

Next we estimate the other term of the norm by setting

DiΠu(ω · p) := tpD
i+1Φ(u)(y)|y=0 and DiΠv(ω · p) := tpD

i+1Φ(v)(y)|y=0
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and we interpolate in the usual fashion to defineΠu(κ) and Πv(κ) on the

whole real line. We have

(Πu
tβ)′(κ)− (Πv

tβ)′(κ)

=

∫ t

T0

DΠu
τβ(κ)γτuτβ(0)−DΠv

τβ(κ)γτvτβ(0)dτ

+

∫ t

T0

Πu
τβ(κ)γτ [κ]Πu

τβ(κ)− Πv
τβ(κ)γτ [κ]Πv

τβ(κ)dτ

=

∫ t

T0

∑
q′′

DΠu
τβ(κ; q, q′, q′′)γτ (q

′′) (uτβ(0; q′′)− vτβ(0; q′′)) dτ

+

∫ t

T0

∑
q′′

(
DΠu

τβ(κ; q, q′, q′′)−DΠv
τβ(κ; q, q′, q′′)

)
γτ (q

′′)vτβ(0; q′′)dτ

+

∫ t

T0

∑
q′′

(
(Πu

τβ + Πv
τβ)(κ; q, q′′)

)
γτ [κ](q′′)

(
(Πu

τβ − Πv
τβ)(κ; q′′, q′)

)
dτ.

(10.62)

From the latter we can easily write the expression for the norm of its diag-

onal part‖(σu
tβ)′(κ) − (σv

tβ)′(κ)‖−t, and of its off-diagonal part‖(ρu
tβ)′(κ) −

(ρv
tβ)′(κ)‖−t. Let us consider the diagonal (and the only “significant”) part. If

we can prove that fort ≥ T0

sup
|κ|≤ηt

‖∂2
κ(σ

u
tβ)′(κ; q)− ∂2

κ(σ
v
tβ)′(κ; q)‖−t ≤

ε

4
‖u− v‖H (10.63)

then using(σu
tβ)′(κ; 0) = O(κ2) = (σv

tβ)′(κ; 0), we get, for|κ| ≤ ηt, t ≥ T0

andi = 0, 1, 2 (see the analogous discussion at Pag. 98)

‖∂i
κ(σ

u
tβ)′(κ; q)−∂i

κ(σ
v
tβ)′(κ; q)‖t;−t = sup

|ω·q|≤ηt

∣∣(∂i
κ(σ

u
tβ)′−∂i

κ(σ
v
tβ)′)(κ + ω · q; 0)

∣∣
≤ sup

|ω·q|,|κ|≤ηt

|κ + ω · q|2−i
∣∣∂2

κ(σ
u
tβ)′(κ; q)− ∂2

κ(σ
v
tβ)′(κ; q)

∣∣ ≤ εη(2−i)t‖u− v‖H.

(10.64)

In order to show that (10.63) holds, we shall only sketch a part of the proof and

leave the rest to the interested (or skeptical) reader, since it involves methods
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we already used extensively. Namely we shall only consider the diagonal part

of the third term in (10.62), by writing it as:∫ t

T0

∑
q′′ 6=q

(
Πu

τβ(κ; q, q′′) + Πv
τβ(κ; q, q′′)

∣∣ γτ [κ](q′′)
(
Πu

τβ(κ; q′′, q)−Πv
τβ(κ; q′′, q)

)
dτ

+
∫ t

T0

(
σu

τβ(κ; q) + σv
τβ(κ; q)

)
γτ [κ](q)

(
σu

τβ(κ; q)− σv
τβ(κ; q)

)
dτ. (10.65)

As an example on how to proceed (and to please the skeptical reader men-

tioned above), we shall estimate the norm of the second derivative w.r.t.κ of

the last term in (10.65), which is (as we have already pointed out earlier) the

only “interesting” part:

sup
|ω·q|≤ηt

∣∣∣∣∂2
κ

∫ t

T0

(
σu

τβ(κ; q) + σv
τβ(κ; q)

)
γτ [κ](q)

(
σu

τβ(κ; q)− σv
τβ(κ; q)

)
dτ

∣∣∣∣
= sup

|ω·q|≤ηt

∣∣∣∣∂2
κ

∫ t

T0

(
σu

τβ(κ̃) + σv
τβ(κ̃)

)
γτ [κ̃]

(
σu

τβ(κ̃)− σv
τβ(κ̃)

)
dτ

∣∣∣∣ (10.66)

whereκ̃ = κ + ω · q , σu
τβ(κ̃) = σu

τβ(κ̃; 0) andγτ [κ̃] = γτ [κ̃](0). Now we use

the same observations as made on page 98, and estimate

sup
|ω·q|,|κ|≤ηt

∣∣∣∣∣
∫ t

T0

∑
i+`+j=2

(
∂i

κσu
τβ(κ̃) + ∂i

κσv
τβ(κ̃)

)
∂`

κγτ [κ̃]
(
∂j

κσu
τβ(κ̃)− ∂j

κσv
τβ(κ̃)

)
dτ

∣∣∣∣∣
≤

∑
i+`+j=2

(
sup

|Imβ|≤αt

t≥T0

sup
|ω·q|,|κ|≤ηt

η(j−2)t
∣∣∂j

κσu
τβ(κ̃)− ∂j

κσv
τβ(κ̃)

∣∣ )·
· sup
|ω·q|,|κ|≤ηt

∫ t

t−1

η(2−j)τ
(
∂i

κσu
τβ(κ̃) + ∂i

κσv
τβ(κ̃)

)
∂`

κγτ [κ̃]dτ

≤ ‖u− v‖H
∑

i+`+j=2

sup
|ω·q|,|κ|≤ηt

∫ t

t−1

η(2−j)τ κ̃−i−`
∣∣∂2

κσu
τβ(κ̃) + ∂2

κσv
τβ(κ̃)

∣∣ κ̃`+2∂`γτ [κ̃]dτ

(∗)
≤ ‖u− v‖H

∑
i+`+j=2

Cε

∫ t

t−1

dτ

≤ Cε‖u− v‖H (10.67)

where to get (*) we used Lemma 14.

By using the same methods we used several times throughout the paper

(shifting ofβ, diophantine condition etc.), in the same fashion as in section 2
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we can show that foru , v ∈ B we have

r−
1

2+i‖ρu
t (κ)− ρv

t (κ)‖t;−t ≤ ε‖u− v‖H (10.68)

sup
p≥1

r(p− 1
1+i

)t‖∂i
κD

pΠu(0; κ)− ∂i
κD

pΠv(0; κ)‖t;−t

(p− 1)!
≤ ε‖u− v‖H. (10.69)

Putting together (10.61), (10.67), (10.68) and (10.69), and takingε small

enough we get

‖Φ(u)− Φ(v)‖H ≤ µ‖u− v‖H (10.70)

for u , v ∈ B and0 < |µ(ε)| < 1. This concludes the proof of the theorem.

�

We can now put together all the results and obtain the corollary:

Corollary 25. The operatorΦ defined in(10.1)has a fixed point inB.

Proof. Trivial: use Propositions 6 and 7, and the Banach Fixed Point Theo-

rem. �





Chapter 11

Proof of the KAM theorem

Let us return to (7.25), where we defined the sequence

Xt(θ) ≡ Zt(0, θ), (11.1)

we will show that it converges to a real analytic function with zero average

for t →∞, such that the limit will solve Eq. (7.18):

X = GW (X, θ). (11.2)

In the Fourier space we get

xt(q) = Γ<t(q)wt(0; q); (11.3)

to show that this converges inh for t → ∞ we take its time derivative and

show that it decays to zero:

∂txtβ = γtwtβ(0) + Γ<t∂twtβ(0)

= γtwtβ(0) + Γ<tDwtβ(0)γtwtβ(0), (11.4)

and writing this in terms ofq’s we have

∂txtβ(q) = γt(q)wtβ(0; q) + Γ<t(q)
∑
q′

Dwtβ(0; q, q′)γt(q
′)wtβ(0; q′),

(11.5)

111
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so that

‖∂txtβ‖h ≤ η−2t
∑

|ω·q|≤ηt

|wtβ(0; q)|+ η−4t sup
|ω·q′|≤ηt

∑
|ω·q|≤ηt

|Dwtβ(0; q, q′)|×

×
∑

|ω·q′|≤2ηt

|wtβ(q′)| ≤ εη−2tr2t + ε2η−2tr2t t→∞−→ 0 (11.6)

which proves that∃x ∈ h such that

xtβ
t→∞−→ xβ (11.7)

and such that‖xβ‖h ≤ Cε uniformly in the strip

|Imβ| < 1

2
α0. (11.8)

The latter estimate implies that, pointwise one has

|x(q)| < Cεe−1/2α0|q|, (11.9)

henceX, the Fourier transform ofx is real analytic. Furthermore (11.3) im-

plies

xt(q)|q=0 = 0 (11.10)

and, as we have

xt = Γ<twt(0) = Γ<tw̄(xt), (11.11)

the Ward identity (9.8) gives

w̄(xt; q)|q=0 = 0; (11.12)

taking the limit fort −→∞ in (11.3) and (11.11) we get

x(0) = 0, x(q) = Gw̄(x; q) for q 6= 0, w̄(x; 0) = 0; (11.13)

the second of these equations is the Fourier transform of (7.18). This solution

X(θ; λ) is analytic for |λ| ≤ λ0 and vanishes forλ = 0. Its uniqueness,

up to translations of the kindTβ (see (9.2)), follows from the fact that (7.18)

completely determines the Taylor coefficients in powers ofλ of its solutions.

This concludes the proof of Theorem 13.
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