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SUMMARY 
 

The neuronal mechanisms underlying the processing of sound content and its spatial 
location have attracted research interest over the last decade. In recent years, a dual-stream 
model, which assumes segregation of “what” and “where” auditory information processing, has 
gained some support. Anatomical tracing and electrophysiological single-cell studies in 
nonhuman primates provide basis for the segregation. Reports on patients with selective 
deficits in sound localization and recognition following focal hemispheric lesions and results 
from neuroimaging and behavioral studies suggest that different brain structures are 
specifically involved in the processing of spatial and nonspatial information.  

The present project aimed to test the hypothesis of segregation of “what” and “where” 
auditory information processing both at behavioral level and by using electrophysiological 
evoked response recordings during the performance of auditory spatial and nonspatial working 
memory tasks. Another question addressed in the present project concerned the effect of 
memory load on the segregation between spatial and nonspatial information processing. Two 
electrophysiological research techniques, electroencephalography (EEG) and 
magnetoencephalography (MEG), were used to investigate the timing and location of the 
possible segregation. The use of these techniques, characterized by excellent time resolution 
and relatively good localization ability, enabled to address not only the issue of dissociation 
between “what” and “where” information processing in the auditory system but also the 
question “where” and “when” the possible dissociation takes place in the human brain. 

The results of the five studies included in the present project suggest that there is 
segregation between spatial and nonspatial information processing in the auditory neuronal 
networks. This segregation depends on mnemonic demands; the task-related (spatial vs. 
nonspatial) differences were observed at moderate but not high memory load levels. The 
differences between the evoked responses recorded during the location and pitch tasks were 
seen at the time range of long-latency evoked responses up to and including the positive slow 
wave (PSW), but not during Late Slow Waves. This finding suggests that partially separate 
neuronal networks are involved in the attribute-specific analysis of auditory stimuli and their 
encoding into working memory, whereas the maintenance of auditory information is 
accomplished by a common, nonspecific neuronal network. Finally, results of the source 
modeling of the MEG data suggest that dissociation between spatial and nonspatial information 
processing takes place in the auditory cortex on the supratemporal plane during the generation 
of the N1 component and in associative temporal areas in the posterior and middle parts of the 
superior temporal sulcus during the generation of slow evoked responses (the P3 and PSW). 
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1. INTRODUCTION 
 
The auditory system provides us a remarkable ability to distinguish a great variety of 

sounds and localize their sources. The auditory functions form the basis of communication 
and spatial orientation and are essential for the adaptation to the social and physical 
environment.  

Several lines of evidence suggest that visual information processing is segregated into 
the ventral “What” and dorsal “Where” neuronal pathways. This dual-stream model was 
proposed over two decades ago and has been supported by studies in humans and animals 
(Mishkin et al., 1983, Courtney et al., 1996, Smith et al., 1995, Vuontela et al., 1999, Wilson 
et al., 1993). However the question whether the processing of sounds is also parcelled into 
spatial and nonspatial domains remains open (Kaas and Hackett, 1999, Cohen and Wessinger, 
1999, Belin and Zatorre, 2000, Romanski et al., 2000, Rauschecker and Tian, 2000, 
Middlebrooks, 2002).  

At the time when this project was initiated there was not much knowledge about the 
possible segregation of spatial and nonspatial auditory information processing. 
Electrophysiological and anatomical findings provided a basis for the dual-stream theory. 
Parallel input from distinct thalamic nuclei to different primary and nonprimary auditory areas 
was demonstrated in a combined electrophysiological and anatomical tracing study in 
nonhuman primates (Rauschecker et al., 1997). Parallel neuronal pathways originating in 
separate nonprimary auditory fields and terminating in distinct regions of the frontal lobes 
(Kaas and Hackett, 1998, Kaas et al., 1999, Romanski et al., 1999) had also been documented. 
Furthermore, connections between the lateral belt of the auditory cortex and the prefrontal 
cortex via parietal areas were demonstrated in the study by Romanski et al. (1999), suggesting 
a “potentially spatial” dorsal auditory pathway analogous to the dorsal visual route. 

A behavioral study by Clarke et al. (1998) was one of the first investigations in which 
spatial and nonspatial auditory working memory tasks were directly contrasted. The authors 
showed that auditory working memory for sound content was more disrupted by a sound 
recognition than a sound localization interference task, whereas auditory memory for sound 
location was nonselectively disrupted by both spatial and nonspatial interference. These results 
provided some evidence for partial segregation of spatial and nonspatial auditory information 
processing. 

In recent years, the hypothesis of dissociation of auditory information processing into 
distinct neuronal pathways has gained some further support. Reports on clinical cases have 
demonstrated that focal right hemispheric lesions might cause selective deficits in sound 
localization and recognition (Clarke et al., 2002). Patients with normal sound localization but 
impaired recognition had lesions involving the inferior parietal and frontal cortices, whereas 
when the lesion affected the anterior part of the temporal lobe, patients had spared localization 
abilities but difficulties in recognizing sounds. 

Neuroimaging has also provided support for the idea of segregation. Several recent 
studies have shown participation of parietal areas in both visual and auditory localization 
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(Carlson et al., 1998, Martinkauppi et al., 2000, Bushara et al., 1999). Results from an fMRI 
study by Maeder et al. (2001) suggest that different brain structures are specifically activated 
during the processing of the content and spatial location of sound. However, due to the 
varying demands of the tasks contrasted in their study and the characteristics of the stimuli 
used, it is possible that the finding does not unequivocally imply differences in the processing 
of sound content and its location. In a recent combined fMRI and electrophysiological study 
by Alain et al. (2001), spatial and nonspatial tasks were carefully balanced, had identical 
stimuli, and differed from each other only with respect to the instructions defining the relevant 
stimulus attribute. Despite the differences in the methodological design and the physical 
features of stimuli used in the studies by Maeder et al. (2001) and Alain et al. (2001), the main 
findings were, however, rather similar: nonspatial auditory information processing produced 
stronger activation in the nonprimary auditory cortex and inferior frontal gyrus, while spatial 
auditory processing preferentially activated the inferior parietal cortex. Taken together, these 
two studies support the idea of dissociation of auditory information processing into two 
specialized streams, similar to the ventral and dorsal pathways in the visual system. 

On the other hand, in a positron emission tomography (PET) study on auditory 
selective attention by Zatorre and colleagues (1999), in which subjects were required to attend 
either to the location or frequency of a sound, a common nonspecific right-hemispheric 
network was shown to be involved in both spatial and nonspatial processing. These results 
suggest that auditory information processing is integrated rather than parcelled into spatial 
and nonspatial domains. However, it is also possible that the same cortical areas mediate both 
audiospatial and sound content information but distinct areas are preferentially activated 
during one or the other type of information processing (Cohen and Wessinger, 1999, Weeks et 
al., 1999). A recent functional magnetic resonance imaging (fMRI) study by Zatorre’s group 
(2002) revealed that varying the spatial distribution of the simultaneously presented sounds 
significantly modulated activation in the posterior part of the superior temporal gyrus when 
the sounds possessed object-related features. The authors concluded that spatial sensitivity 
might be linked to the spectrotemporal features of the stimulus, and “rather than being strictly 
segregated, object-related and spatial information may interact within the dorsal pathway” 
(Zatorre et al., 2002).  

The present research project aimed to test the hypothesis that the processing of 
auditory information is dissociated into spatial and nonspatial domains. 
Electroencephalography (EEG) and magnetoencephalography (MEG) were used, because 
these techniques enable accurate assessment of the timing of task-related differences and also 
localization of the cortical areas preferentially involved in one or another type of information 
processing.  



2. REVIEW OF LITERATURE 
 

2.1. Auditory pathways 
 
When a sound reaches our ears, its mechanical energy is captured, transmitted to the 

receptive organ and transduced into electrical signals suitable for the processing by the nervous 
system. Auditory receptors, hair cells, are tonotopically organized along the basilar membrane, 
and the distance from the cochlear apex is proportional to the logarithm of the best frequency 
(Hudspeth, 2000a and 2000b). Information from hair cells is transmitted to neuronal cells from 
the spiral ganglion. The number of active neurons in the spiral ganglion and their firing rate 
encode the information about sound intensity. Sound frequency is coded by a “place code” 
represented by a tonotopic map, which retains in all specific auditory structures including 
cortical, and a “frequency code”, necessary because tonotopic maps do not contain neurons 
with a characteristic frequency below 200 Hz. The intermediate frequency (up to about 4 kHz) 
is encoded by both tonotopy and phase locking represented in a pooled activity of several 
neurons. At very high frequencies, tonotopy is the main factor for frequency encoding 
(Hudspeth, 2000a; Bear et al., 2001).  

Axons of spiral ganglion neurons contribute to the VIII vestibulo-cochlear cranial 
nerve. The auditory part of this nerve transmits information to the ipsilateral cochlear nuclear 
complex situated in the medullo-pontine junction and consisted of three tonotopically 
organized main parts: dorsal, anteroventral and posteroventral nuclei. The neurons of the 
cochlear nuclei respond either tonically (and may take part in the frequency encoding) or 
phasically (cells which fire a single spike to the stimulus onset; they are thought to provide 
accurate information about the timing of acoustic stimuli and hence take part in sound 
localization in the horizontal plane). Cells which respond to a broad frequency range are 
suggested to play role in the localization of sounds along the elevation axis (Altman, 1990; 
Hudspeth, 2000a; Bear et al., 2001).  

The efferents of both the anteroventral and posteroventral nuclei contribute to the 
trapezoid body, which terminates at the pontine level in the complex of the superior olives. 
Receiving both ipsi- and contralateral inputs, the medial and lateral olives represent the first 
level of binaural convergence and play an essential role in sound localization using two 
localization cues: interaural time and intensity differences (ITD and IID). Some superior 
olivary neurons respond selectively to a certain direction of frequency modulation (Watanabe 
et al., 1968; Vartanjan, 1978). Furthermore, some olivary neurons were found to synchronize 
their activity with relatively high modulation frequencies (150 – 200 Hz) of amplitude-
modulated sounds (Andreeva and Vasil’ev, 1977).  

The efferents from the superior olives extend to the midbrain auditory structure, the 
inferior colliculi (IC), via the lateral lemniscus. The IC consists of two main components: the 
multi-layer central nucleus, which receives most of its projections from lower auditory 
structures, and the dorsal part, which receives both auditory and somato-sensory input. Within 
the IC there are areas in which axons from different brainstem nuclei converge integrating 
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information from the lower level (Oliver et al., 1997). The inferior colliculi obviously play an 
important role in sound localization since this structure contains numerous neurons sensitive to 
the interaural time and intensity difference (Altman, 1990; Hudspeth, 2000a; Bear et al., 2001). 
In response to amplitude- or frequency-modulated sounds, inferior collicular neurons are able 
to synchronize their firing rate with modulation frequency up to 30 – 100 Hz. This 
synchronization pattern becomes more robust as the stimulus carrier frequency gets closer to 
the characteristic frequency of a given neuron (Vartanjan, 1978). Such selectivity to particular 
combinations of complex stimulus parameters may result in an orthogonal representation of 
timing and spectral information in the IC (Langner and Schreiner, 1988). While the central 
nucleus is the main origin of cochleotopic projections to the thalamic level, nuclei of the dorsal 
part constitute multiple diffuse ascending pathways (Andersen et al., 1980; Calford and Aitkin, 
1983).  

The most prominent pathways connecting midbrain and thalamic auditory structures, 
the medial geniculate bodies (MGB), are the brachia of inferior colliculi. The principal, or 
ventral nucleus of MGB is tonotopically organized and receives its main projections from the 
central nucleus of the inferior colliculus. Neurons within the ventral nucleus are sharply tuned 
and produce consistent short-latency responses to tones. The medial, or magnocellular nucleus 
consists of broadly tuned neurons. A significant part of these neurons is multimodal. Neurons 
of the deep dorsal nucleus have intermediate tuning and latencies. Other MGB compartments 
receive diffuse inputs from the inferior colliculi and consist of broadly tuned long-latency 
neurons (Andersen et al., 1980; Calford and Aitkin, 1983).  

At the mesencephalic level, there are connections between the MGB and associative 
thalamic nuclei: dorso-medial (DM), dorso-lateral (DL), postero-lateral (PL) and Pulvinar. 
These nonspecific thalamic nuclei, in turn, constitute extensive projections to frontal and 
parietal associative cortical areas. The DM nucleus sends efferents to Brodmann areas 8 – 12 
and 45 – 47, the DL and PL nuclei to parietal areas 5 and 7, while the Pulvinar is connected to 
areas 39 and 40 (Andreeva et al., 1985).  It should be emphasized that some auditory 
information circumvents the primary auditory cortex and is transferred directly to polymodal 
areas. However, the main MGB efferents project tonotopically through the acoustic radiation to 
the primary auditory cortex. 

The human primary auditory cortex occupies a part of the transverse gyrus of Heschl on 
the supratemporal plane and corresponds to Brodmann’s area 41 (Morosan et al., 2001). 
Results from anatomical studies indicate that the human auditory cortex consists of several 
architectonically defined areas, and at least some of them are suggested to be tonotopically 
organized (Galaburda and Sanides, 1980; River and Clarke, 1997). Results from a recent fMRI 
study (Hall et al., 2003) in which multiple frequency-dependent volumes were localized 
suggested the existence of at least four tonotopically organized areas within the human 
auditory cortex, of which two were proposed to represent mirror-image maps on Heschl’s 
gyrus. Two mirror-symmetric frequency gradients within Heschl’s region were also described 
in the study by Wessinger et al. (2001). 
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Fig. 2.1.1. Cortical and subcortical connections of the primate auditory system. Subcortical nuclei are shown in 
black: CNav , CNpv and CNd – anteroventral, posteroventral and dorsal cochlear nuclei; SOl and SOm – lateral 
and medial superior olives; TB – nuclei of trapezoid body; LLNd and LLNv – dorsal and  ventral nuclei of the 
lateral lemniscus; ICc, ICp,  ICx – central, pericentral and external nuclei of the inferior colluculus; ICdc – dorsal 
cortex of the inferior colliculus; SCD – deep layers of the superior colliculus; MGv, MGd and MGm – ventral, 
dorsal and medial nuclei of the medial geniculate complex; SG – suprageniculate nucleus; DM and DL – 
dorsomedial and dorsolateral thalamic nuclei, Pul – pulvinar. Auditory core areas are shown in grey: AI – auditory 
area I, R and RT – rostral and rostro-temporal areas. Belt areas: CM – caudomedial, CL – caudolateral, ML – 
middle lateral, AL – anterolateral, RTL – lateral rostrotemporal, RTM – medial rostrotemporal, RM – 
rostromedial. STS – superiortemporal sulcus; Tpt – temporo-parietal area. Frontal areas: 8a – periarcuate, 10 – 
frontal pole, 12vl – ventrolateral, 46d – dorsal principle sulcus. Some connections are extrapolated from the other 
mammal’s data (adapted and modified from Kaas and Hackett, 2000). 
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Electrophysiological, optical imaging and anatomical studies in nonhuman primates 
indicate that auditory processing involves at least 15 cortical areas. According to the latest 
view, auditory processing in the primate cerebral cortex involves four hierarchic levels (Kaas 
and Hackett, 2000). 

The primary auditory cortex of nonhuman primates consists of three core areas: the 
most caudal AI, more rostral area (R), and rostrotemporal area (RT) which extends rostrally 
from R (Fig. 2.1.1). These fields have a mirror-reflected tonotopic organization and possess the 
characteristic features of the primary sensory cortex, although these features are less clearly 
pronounced in the RT. Neurons in these areas are sharply tuned and respond with short 
latencies to pure tones, they receive prominent input from the principle MGB nucleus (MGv) 
and all of them have architectonic features specific to the primary sensory cortex. In addition to 
dense afferents from the MGv, core areas receive some input from the medial and dorsal 
divisions of the MGB (MGm and MGd). Thus “processing in the auditory cortex starts out in a 
highly parallel manner, with tree primary or primary-like fields receiving direct projections 
from the MGv” (Kaas and Hackett, 1998). Each core area has rich reciprocal connections with 
the neighboring core member, and the AI has some interconnections with the RT. Furthermore, 
all core areas project to the adjacent belt areas and are thought to be responsible for their 
activation. The auditory belt was suggested to be an obligatory second stage of cortical 
processing, because there are few or no connections between the core and more distant fields. 
In addition to ipsilateral connections, there are also dense interhemispheric projections via the 
corpus callosum targeting in tonotopically matched locations of the homologous core area and 
adjacent belt (Kaas and Hackett, 1998).  

The auditory belt consists of 7 or 8 areas immediately surrounding the core (Kaas and 
Hackett, 2000) (Fig. 2.1.1). Having dens interconnections with the core, the belt areas receive 
the richest projections from the immediately adjacent portions of the primary cortex. This input 
pattern provides a possibility for at least some belt areas to retain a crude tonotopy. Results 
from electrophysiological recordings from the lateral belt demonstrated tonotopic gradients 
parallel to those in the neighboring core areas (Rauschecker et al., 1995; Rauschecker and 
Tian, 2004). Neurons in the belt areas are broadly tuned and respond more consistently to 
narrow-band noise than pure tones (Rauschecker et al., 1995; Rauschecker et al., 1997), 
suggesting a convergence of inputs from the core neurons sensitive to adjacent frequencies 
onto belt neurons (Rauschecker et al., 1995; Kaas et al., 1999). Furthermore, neurons in all 
lateral belt areas respond more vigorously to species-specific vocalizations compared to 
energy-matched pure tones and even band-pass noise, and some of those neurons respond 
better to a certain type of vocalizations (Rauschecker et al., 1995). Similarly, lateral belt 
neurons were shown to respond selectively to frequency sweeps with a particular speed and 
direction (Rauschecker et al., 1997).  

Neurons in the auditory core as well as in the lateral and caudo-medial belt areas may 
show response selectivity to the spatial location of the sound source (Sovijärvi and Hyvärinen 
1974; Ahissar et al., 1992; Recanzone et al. 2000). Generally, most neurons in mammalian 
auditory cortex are activated by spatial positions in the contralateral and pericentral fields 
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(Middlebrooks and Pettigrew, 1981; Imig et al., 1990; Rajan et al., 1990), and a grater 
proportion of the spatially tuned cells are sensitive to stimulus azimuth than elevation 
(Recanzone et al., 2000). However, the spatial selectivity of single neurons is several times 
lower than the psychophysical thresholds. Furthermore, the spatial selectivity of cortical 
neurons was shown to broaden considerably with increasing sound-pressure levels (Brugge et 
al., 1994 and 1996; Xu et al, 1998). This suggests that localization acuity may be achieved by a 
population of neurons, and the connectivity among neurons plays an essential role in encoding 
of stimulus location (Eisenman 1974; Ahissar 1992; Fitzpatrick et al., 1997).  

Based on the results from studies in the cat auditory cortex, Middlebrooks (1994) 
elaborated a hypothesis of a panoramic code for sound location. According to this view, each 
broadly-tuned auditory cortical neuron can carry information about locations throughout 360° 
of azimuth, and this information is coded by both the number and timing of spikes within the 
response patterns (Middlebrooks 1994; Middlebrooks et al., 1998 and 2002; Furukawa et al., 
2000; Furukawa and Middlebrooks 2001 and 2002).  

Some of the belt areas were shown to be functionally specialized for the processing of 
spatial and nonspatial auditory information (Rauschecker and Tian, 2000; Tian et al., 2001). 
Caudal belt neurons are generally more selective for the auditory spatial location, while 
neurons in the anterior belt have stronger selectivity for sound content (type of monkey 
vocalization).  

Most thalamic afferents to the belt areas originate in the MGm and MGd, while the 
MGv has only sparse projections to the belt. However, since the neuronal responses in the belt 
are markedly reduced following lesions of the primary areas (Rauschecker et al., 1997), the 
belt is suggested to be mostly dependent on core inputs for activation (Kaas and Hackett, 
2000). The belt areas are also interconnected with adjacent and more distant areas within the 
belt. Furthermore, there are connections of the belt with hierarchically higher cortical areas – 
the parabelt region and frontal lobes (Kaas and Hackett, 2000).   

The third level of the auditory processing is represented by the parabelt, located next to 
the lateral belt region. Having some ascending inputs from the MGm, MGd, suprageniculate 
nucleus, nucleus limitans and pulvinar, the parabelt seems to be more likely dependent on the 
belt rather than thalamic inputs (Kaas and Hackett, 2000). The parabelt has been divided into 
the rostral part, which receives main inputs from the rostral belt areas, and the caudal part, 
largely connected to caudal belt areas. Both rostral and caudal parabelts receive inputs from the 
rostromedial belt area (Kaas and Hackett, 2000). In addition, the parabelt is interconnected 
through the corpus callosum with its homologous area in the contralateral hemisphere.  

The targets of the parabelt constitute the fourth level of the auditory processing. 
Projections from parabelt extend to the temporal, parietal and frontal lobes. Within temporal 
lobes, the parabelt is connected with the associative auditory cortex in the superior temporal 
gyrus, and polymodal cortex in the superior temporal sulcus. The parabelt also has some 
connections with the temporo-parietal area (Tpt). In the study by Leinonen et al. (1980), 
neuronal responses in the Tpt were shown to depend on the presentation location of the sound 
with reference to the monkey’s head.  
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In the parietal lobe, the parabelt targets area 7a involved in guiding reach. In the frontal 
lobes, the parabelt projects to the frontal eye field (area 8a) responsible for directing the gaze 
towards the object of interest, dorsolateral (area 46) and ventrolateral (area 12) prefrontal 
cortex involved in different types of working memory tasks, and, finally, to orbito-frontal 
cortex associated with the reward system, emotions and motivations.  
In conclusion, it is important to stress that the caudal fields of the nonprimary auditory cortex 
preferably target the spatial domains in the prefrontal cortex (e.g., areas 8a, caudal 46), while 
the more rostral fields are stronger interconnected with nonspatial regions (e.g., areas 10, 12, 
rostral 46) (Petrides and Pandya, 1988; Romanski et al., 1999; Hackett et al., 1999). Thus, 
auditory processing involves multiple parallel streams, which may have different functional 
roles. However, dense interconnections within each processing level suggest a considerable 
cross-talk across those streams (Kaas and Hackett, 1998; Kaas and Hackett, 2000).  

 
2.2. Processing of spatial and nonspatial auditory information 

 
2.2.1. Processing of spectro-temporal characteristics 
 
2.2.1.1. Frequency 
 
Results from several PET and fMRI studies suggest that the location of activated 

volume within the temporal lobes depends on sound frequency (Lauter et al., 1985; Wessinger 
et al., 1997; Bilecen et al., 1998; Talavage et al., 2000; Yang et al., 2000; Wessinger et al., 
2001; Hall et al., 2003), which reflects underlying tonotopic organization of the auditory 
cortex.  

Results from lesion studies suggest that simple frequency discrimination can be 
accomplished at subcortical level. Unilateral (Zatorre, 1988; Zatorre and Samson, 1991) or 
even large bilateral lesions of the auditory cortices (Peretz et al., 1994) do not generally result 
in a permanent impairment in frequency discrimination tests. 

 In normal subjects, perception of sound frequency was shown to elicit asymmetrical 
activation of the temporal cortex favoring the right hemisphere (Tzourio et al., 1997). Auditory 
attention to tone frequency enhanced the activity in the auditory areas of the superior temporal 
cortex predominantly in the hemisphere contralateral to the attended direction (Tzourio et al., 
1997; Alho et al., 1999), and in the prefrontal (Tzourio et al., 1997; Jäncke et al., 1998; Alho et 
al., 1999) and parietal (Zatorre et al., 1999; Stevens et al., 2000) cortical areas, which appear to 
be involved in controlling attention (Tzourio et al., 1997; Alho et al., 1999). Activation within 
the parietal cortex had an earlier onset than activation in the prefrontal areas (Stevens et al., 
2000). Thus, two networks are involved during selective attention to sound frequency: a local 
temporal network, responsible for the perceptual analysis of frequency and a fronto-parietal 
network modulating temporal cortex activity and its functional lateralization: a decrease of 
general rightward dominance and appearance of lateralization dependent on the side of 
attended stimulation (Tzourio et al., 1997). 
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2.2.1.2. Intensity 
 
Sound intensity has been shown to increase activation volume within the auditory 

cortex (Bilecen et al., 2002; Brechmann et al., 2002), especially within the primary auditory 
areas (Hart et al., 2002). Furthermore, there is evidence of the existence of an amplitopic 
pattern of intensity encoding (Bilecen et al., 2002). The activated areas moved in the dorso-
medial direction along the HG with increasing sound pressure level (SPL). This finding is 
consistent with the results from single-cell recordings from the primary auditory cortex (Heil et 
al., 1994; Phillips et al, 1994) and a MEG study by Pantev et al. (1989) showing an amplitopic 
gradient perpendicular to the tonotopic gradient. Selective attention to sound intensity, 
activated right STG, right parietal and frontal areas (Belin et al., 1998). Activity in the right 
temporal cortex was independent of discrimination difficulty, suggesting selective involvement 
of this area in the sensory aspects of the detection of intensity changes. This observation is 
consistent with patient data showing that unilateral excision of the right temporal lobe (Milner, 
1962) may cause deficits in intensity discrimination. Activity within the right-hemispheric 
fronto-parietal network, conversely, was modulated by the attentional demands – it was 
inversely proportional to intensity discriminability. Thus, discrimination of sound intensity 
involves two different cortical networks: a right fronto-parietal network responsible for 
allocation of attention, and a region of the associative auditory cortex specifically involved in 
sensory computation of sound intensity differences (Belin et al., 1998).  

On the other hand, intensity discrimination ability may be preserved (Engelien et al., 
1995) or slightly reduced (Baru, 1978) even after bilateral perisylvian lesions, indicating that 
intensity coding may to some extent be accomplished by subcortical auditory structures. 

 
2.2.1.3. Duration 
 
Discrimination of sound duration was shown to produce extensive activation within 

both cortical and subcortical structures (Rao et al., 2001; Belin et al., 2002). Part of the 
activation pattern, consisting of a set of fronto-parietal zones (frontal operculum, premotor 
regions and IPL) in the right hemisphere, was very similar to the pattern observed during sound 
intensity discrimination (Belin et al., 1998) and the discrimination of duration or intensity of a 
visual stimulus (Maquet et al., 1996), suggesting that the right fronto-parietal network could be 
activated in attentional tasks irrespective of the sensory modality or the stimulus attribute being 
attended to (Belin et al., 2002). Activation, related to the processing of sound duration per se, 
was observed in the right orbital prefrontal cortex, right thalamus, right basal ganglia (putamen 
and caudate nucleus), right MTG and cerebellum (Belin et al., 2002). In an event-related fMRI 
study by Rao et al. (2001), investigating the evolution of brain activation during temporal 
processing, early activation observed in the basal ganglia was interpreted to be associated with 
the encoding of time intervals, whereas the later activation in the right dorsolateral prefrontal 
cortex was proposed to reflect the comparison of time intervals. 

Lateral parts of the cerebellum have been shown to play a critical role in timing 
operations (Ivry, 1996; Ivry and Spencer, 2004). The involvement of the right prefrontal cortex 
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in temporal tasks was also indicated by the results from lesion (Harrington et al., 1998) and 
other neuroimaging (Pedersen et al., 2000; Pouthas et al., 2000) studies.  

Observations in brain-damaged patients generally suggest left-hemispheric 
specialization for auditory temporal processing (Swisher and Hirsh, 1972; Robinson and 
Solomon 1974; Prior et al., 1990; Robin et al., 1990). However, some data argue against 
lateralization. For example, patients with right hemispheric lesions including Heschl’s gyrus 
were impaired in an auditory but not a visual rhythm reproduction task. Such deficits may 
indicate the importance of the right temporal lobe, and particularly the right HG, in the 
generation or retention of an accurate auditory image, which could be specific to sound 
duration but might also include pitch (Penhune et al., 1999). 

Thus, the above results suggest that the discrimination of sound duration is performed 
by two cortical networks: a supramodal right fronto-parietal network and a network including 
the basal ganglia, temporal lobes, cerebellum and right prefrontal cortex, more specifically 
involved in auditory temporal processing. 

 
2.2.1.4. Stimulus complexity 
 
While pure tone stimuli generally result in small, restricted foci of activation, band-pass 

noise produces larger, more extensive regions of activation (Wessinger et al., 2001). Harmonic 
tones produce more activation than single tones in the right HG and bilaterally in the 
supratemporal plane (Hall et al., 2002). Perception of spectral motion, a critical component of 
music (frequency modulation) and speech (formant transition), was shown to activate 
selectively areas distinct from the primary auditory cortex bilaterally in the STG and STS (Hall 
et al., 2002; Thivard et al., 2000).  

Within the supratemporal plane, the regions activated both by pure tones and complex 
sounds are surrounded by regions that respond only to complex sounds, providing evidence for 
the same basic organizational pattern for both humans and monkeys. Similarly, areas 
surrounding the HG bilaterally, particularly the planum temporale (PT) and dorsolateral STG, 
were more strongly activated by FM-tones than noise, suggesting a role of these areas in the 
processing of simple temporally encoded auditory information (Binder et al., 2004). This 
hierarchical system was suggested to participate in the early processing of a broad variety of 
complex sounds, including human speech. 

In a selective attention study, dichotically presented environmental and speech sounds, 
similarly to tones (Alho et al., 1999), caused asymmetric activation in the temporal lobes, 
resulting in an increase of the cerebral blood flow in the hemisphere contralateral to the 
attended ear and a decrease in the opposite hemisphere (O’Leary et al., 1996) and the 
involvement of frontal network, including the anterior cingulum, and the precentral and right 
dorso-lateral prefrontal cortices, that could mediate the temporal cortex modulation by 
selective attention. Discrimination between rising and falling FM tones (Pugh et al., 1996) or 
between syllables (Pugh et al., 1996; Benedict et al., 1998) resulted in activation of the superior 
and middle temporal cortex, prefrontal areas, and inferior and superior parietal lobes. 
Increasing attentional demands from a binaural to a dichotic condition for both pitch and 
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speech judgments resulted in enhanced activation within bilateral temporal as well as parietal 
and frontal areas, preferentially in the right hemisphere. Increases in the IFG and MTG 
activations from the binaural to the dichotic condition were stronger in the left hemisphere for 
speech and in the right hemisphere for pitch judgments (Pugh et al., 1996).   

 
2.2.1.5. Temporal regularity 
 
The temporal characteristics of sound were suggested to be processed hierarchically in 

the auditory system (Griffiths et al., 1998a). Activity in the primary auditory cortex was shown 
to vary as a function of temporal regularity of stimuli, whereas the auditory associative cortex, 
bilaterally in the anterior temporal lobes and in the posterior superior temporal gyri, was 
sensitive to long-term pitch changes in the range of music and speech. These findings indicate 
that the auditory structures up to the level of the primary auditory cortex are involved in the 
analysis of the fine temporal structure of auditory stimuli, while the analysis of pitch sequences 
takes place at a higher anatomical level in the associative auditory cortex. 

Results from another study by the same group (Griffiths et al., 2001) demonstrated that 
the processing of temporal regularity in the auditory ascending pathway begins as early as at 
the level of the CN. The parametric analysis revealed that activation of CN and IC bilaterally 
and in the right MGB increased with the level of temporal regularity. Furthermore, the IC has 
been shown to be more sensitive to temporal regularity than the CN. However, long-term 
alteration in stimulus pitch did not produce changes in activity either in the brainstem or within 
the primary auditory cortex. In contrast, secondary auditory areas including the lateral HG and 
PT were sensitive to long-term signal changes. 

In an fMRI study by Giraud et al. (2000), several auditory structures were shown to be 
specifically involved in the processing of amplitude-modulated (AM) sounds: the lower 
brainstem (SOC), the IC, the MGB, Heschl’s gyrus, the STG, the STS and the IPL. The 
subcortical and cortical structures within the auditory pathway responded preferentially to 
particular AM frequencies: the lower brainstem to 256 Hz, the IC to 32 – 256 Hz, the MGB to 
16 Hz, the primary auditory cortex to 8 Hz and secondary regions to 4 – 8 Hz, suggesting that 
“the human auditory system is organized as a hierarchical filter bank, where each level of the 
auditory pathway could be considered as a filter in the AM domain with a best frequency that 
decreases from the periphery to the cortex”. Similar results were obtained in another fMRI 
study by Harms and Melcher (2002), focusing on the effect of the sound repetition rate on 
hemodynamic responses of structures along the auditory pathway. Trains of noise bursts 
elicited responses in the IC, which gradually increased with repetition rate up to 35 Hz. The 
maximal response in the MGB was observed at 20 Hz. In primary cortical areas within the HG, 
the greatest activation occurred at the stimulation rate of 10 Hz, and finally, in the STG the 
greatest averaged percent change was observed at 2 Hz. Importantly, the peak of the time-
averaged activation at repetition rates around 8 Hz was similarly observed for the visual 
(Thomas and Menon, 1998; Zhu et al., 1998) and somatosensory (Takanashi et al., 2001) 
modalities, and appears to represent a general property of the primary sensory areas (Harms 
and Melcher, 2002).  
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These results are consistent with electrophysiological studies showing a similar bottom-
up inverse gradient in the preferential responses of neurons in the auditory structures to 
different AM frequencies (Andreeva and Vasil'ev, 1977; Schreiner and Urbas, 1986 and 1988; 
Langner and Schreiner, 1988; Heil and Irvine, 1998; Kuwada and Batra, 1999). A set of lesion 
studies in rats (Grigor'eva and Vasil'ev, 1981a,b; Grigor'eva et al., 1987; Grigor'eva et al., 
1988; Vasil'ev et al., 1988) also provide support for the hierarchical filter bank organization of 
the auditory system. The authors performed bilateral ablations of the auditory cortex and 
subcortical nuclei in rats trained to discriminate pure tones from AM-tones with the same 
carrier frequency. Results demonstrated that the auditory cortex was crucial for the processing 
of AM frequencies below 30 Hz, IC – below 180 Hz, whereas the processing of higher AM 
frequencies was accomplished by the SO complex.  

 
In summary, the perception of auditory nonspatial features involves both primary and 

associative auditory areas. Selective attention to different sound attributes additionally activate 
a supramodal fronto-parietal network, which is suggested to produce a modulatory effect on 
local temporal networks. Finally, retention of auditory nonspatial information in working 
memory is accomplished by associative frontal, parietal and temporal cortical areas beyond 
perceptual analysis (Zatorre et al., 1994; Weeks et al., 1999; Lewis et al., 2000; Alain et al., 
2001). 

 
 2.2.2. Processing of auditory spatial information 
 
2.2.2.1. Localization of stationary sounds 
 
The ability to localize sounds plays a critical role in survival. The distance between the 

two ears and the shadowing effects of the head and pinnae produce several interaural 
disparities such as a transient arrival time, differences in the on-going phase, intensity and 
spectral characteristics of the sound. Combination of these parameters provides quite precise 
information about the spatial location of a particular sound source. While spectral cues are 
especially effective for sound localization in the vertical plane, they also may contribute to the 
estimation of azimuth. However, for the precise localization in the horizontal plane, interaural 
time and intensity differences (ITD and IID) are the most reliable sources of information. 
Humans are able to distinguish interaural delays at the range of 10 µs and locate the sound 
sources with an accuracy of few degrees. The ITD is essential for the localization of low-
frequency sounds (lower than 1500 Hz), when the length of the sound cycle is greater than the 
interaural distance. For high-frequency sounds the IID cue becomes preferential. For low-
frequency sounds, in turn, this cue is not so informative because long sound waves diffract 
around the head and the interaural intensity difference is relatively small (Trimble, 1929 and 
1935). 

When no active task performance is required, variation in the sound source location 
was shown to produce specific activation within the auditory cortex: caudo-medial portions of 
planum temporale, lateral HG and planum polare. In contrast, variation in sound pitch activated 
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antero-lateral portions of the PT (Warren and Griffiths, 2003) suggesting dissociation between 
the processing of spatial and nonspatial sound features as early as at the perceptual level. 
Furthermore, activity within the posterior auditory areas extending in the left hemisphere to the 
temporo-parietal operculum was shown to co-vary with the spatial distribution of 
simultaneously presented environmental sounds (Zatorre et al., 2002). Active localization tasks 
consistently involve the right inferior parietal cortex (Bushara et al., 1999; Weeks et al., 1999; 
Zatorre et al., 2002). In addition, auditory localization may involve the right superior parietal 
lobe (Bushara et al., 1999), right (Zatorre et al., 2002) or bilateral (Bushara et al., 1999) 
prefrontal cortex, right medial temporal gyrus (Bushara et al., 1999) and motor-related 
structures (Bushara et al., 1999; Weeks et al., 1999; Zatorre et al., 2002). However, activation 
of the motor-related structures observed in all three above-mentioned studies appears to be 
non-specific to the auditory localization per se and caused by passive listening or rest baseline 
conditions, while, in contrast, activation of the right IPL remained significant when baseline 
included sham motor responses (Zatorre et al., 2002). Selective attention to sound location was 
shown to activate a fronto-parietal network similar to that observed in the other studies 
concerning the effects of selective attention to different sound attributes (Zatorre et al., 1999).  

Working memory processing of sound source location was shown to involve the right 
(Bushara et al., 1999) or bilateral (Martinkauppi et al., 2000; Alain et al., 2001) associative 
auditory cortices, bilateral superior (Bushara et al., 1999; Martinkauppi et al., 2000) and/or 
inferior parietal lobes (Bushara et al., 1999; Weeks et al., 1999; Martinkauppi et al., 2000) as 
well as dorsal (Weeks et al., 1999; Martinkauppi et al., 2000; Alain et al., 2001; Zatorre et al., 
2002) and ventral (Martinkauppi et al., 2000; Meader et al., 2001) prefrontal areas with right-
hemispheric dominance.  

Results of direct comparisons between spatial and nonspatial tasks have consistently 
demonstrated that working memory processing of sound location activates more strongly the 
inferior parietal lobes bilaterally (Alain et al., 2001; Maeder et al., 2001) or only in the right 
hemisphere (Weeks et al., 1999). Non-spatial tasks, on the other hand, preferentially activated 
the associative auditory cortex in the superior or inferior temporal gyri (Alain et al., 2001; 
Maeder et al., 2001). Furthermore, subareal segregation between spatial and nonspatial 
working memory processing was found within the associative cortex. Spatial tasks were shown 
to involve more lateral areas within the parietal lobes (Lewis et al., 2000), more posterior 
within the temporal (Alain et al., 2001) and more superior within the prefrontal cortex (Alain et 
al., 2001; Maeder et al., 2001). Thus it is feasible to conclude that the processing of auditory 
spatial information preferentially involves the posterior temporo-parietal pathway, whereas 
nonspatial information is processed along the ventral pathway that involves anterior temporal 
and inferior frontal areas. 

A recent meta-analysis study by Arnott et al. (2004) also supported the dual-stream 
model for auditory information processing in the human brain. Their results demonstrated that 
activation of the IPL was reported in 10 out of 11 spatial studies as compared to 41% of 
nonspatial studies.  Activity around the SFS was found in 55% of spatial and only in 7% of 
nonspatial studies, while inferior frontal activity, in contrast, was reported in 56% of nonspatial 
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and in 9% of spatial studies. Finally, spatial tasks activated mainly posterior temporal areas, 
while the activity related to nonspatial tasks was widely distributed throughout the temporal 
lobes. 

More evidence supporting the dual-stream model has been obtained from clinical 
studies in brain-damaged patients. The double-dissociation between spatial and non-spatial 
auditory processing was observed in the study by Clarke et al. (2002). The authors reported 
selective deficits in sound localization ability, when the lesions involved the inferior parietal 
and frontal cortices and the STG, or in sound recognition when the lesion affected the temporal 
pole, and the inferior and middle temporal gyri. However, according to another case report, a 
patient with a right hemispheric lesion including the IPL, STG, AG, inferior and middle frontal 
gyri, and insula suffered from auditory agnosia, demonstrated deficits in pitch discrimination, 
but had a normal sound localization ability (Spreen et al., 1965).  

In general, the results from clinical observations in human patients with brain lesions 
are highly contradictory, which may be due to differences in the size, location or etiology of 
the lesions. However, even when these factors are taken in account, there is still a considerable 
inconsistency among the data. For example, focal unilateral lesions may result in selective 
deficits in sound localization, as it was observed in the study by Clarke et al. (2000). On the 
other hand, patients can demonstrate some preservation of localization ability of either 
stationary (Zatorre et al., 1995) or moving sounds (Lessard et al., 1999) even after complete 
hemispherectomy. Unilateral temporal lobe lesions were shown to cause impairment in the 
ability to localize sounds in the auditory hemifield contralateral to the lesion (Sanchez-Longo 
and Forster, 1958; Klingon and Bontecou, 1966). However, in other studies in patients with 
unilateral temporal lobe lesions, localization deficits have not been observed (Shankweiler, 
1961; Gazzaniga et al., 1973). Bilateral temporal lobe lesions were found to result in a severely 
impaired (Klingon and Bontecou, 1966; Albert et al., 1972; Michel and Peronnett, 1980; 
Engelien 1995) or almost normal sound localizing ability (Jerger et al., 1972; Kanshepolsky et 
al., 1973). Sanchez-Longo and Forster (1958) emphasized the role of the temporal lobes in 
auditory spatial processing. He found that only lesions involving the temporal lobes produced 
deficits in sound localization in the contralateral auditory field. Klingon and Bontecou (1966) 
on the basis of observations of big group of patients argued against that auditory localization 
could be ascribed to a specific lobe. Among 33 patients who demonstrated localization deficits, 
some had lesions involving either parietal or temporal, occipital and frontal lobes contralateral 
to the side of the localization deficit.  

Data concerning hemispheric specialization for auditory spatial processing are also 
contradictory. Altman et al. (1987) demonstrated that subjects with right but not left unilateral 
damage of the temporal cortex were impaired in perceiving the length of a simulated 
movement trajectory, suggesting that the right hemisphere contributes more than the left to the 
analysis of spatial auditory characteristics. Results of the study by Pavani et al. (2002) 
indicated the role of right IPL in auditory spatial processing along elevation axes. Similarly, a 
right-hemispheric lesion involving parietal cortex caused impairment in sound movement 
detection (Griffiths, 1996 and 1997). On the other hand, Pinek et al. (1989) suggested a 
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particular role of the left parietal lobe in sound localization. Subjects with left hemispheric 
unilateral parietal lobe damage had very large localization deficits in both the horizontal and 
vertical dimensions of both auditory hemifields, whereas right-hemispheric patients had 
localization deficits only in the horizontal plane in the periphery of the left auditory field. 
Finally, in the study by Clarke et al. (2000), sound localization was shown to depend on 
processing in either hemisphere, although right hemispheric lesions appeared to yield greater 
deficits which could involve the whole space, while left hemispheric lesions were found to 
involve mainly the right hemispace. 

Thus, it seems possible to conclude that processing of spatial location of stationary 
sounds may involve brain structures beyond the auditory cortex, presumably in the parietal 
lobes. 

 
2.2.2.2. Processing of sound motion 
 
While location of stationary sound is estimated on the basis of the three localization 

cues, continuous temporal variation of these cues contributes to the perception of the direction 
and velocity of sound motion. 

The first neuroimaging study of sound motion processing was conducted by Griffiths et 
al. using PET (1994). Binaural stimulation simulating sound movement within the head 
selectively activated a right-hemispheric network including the insula, posterior cingulate 
cortex and cerebellum. The insular cortex was suggested to be an auditory analog to the visual 
motion area. In a later study Griffiths and colleagues (1998b) demonstrated that the right 
superior parietal area has an essential role of in the perception of auditory motion. An 
additional bilateral fronto-parietal network activated in the fMRI experiment was attributed to 
the increase of attentional demands due to the background noise of the fMRI scanner. 
However, the involvement of a bilateral fronto-parietal network in sound motion processing 
was confirmed in further experiments employing auditory stimuli moving along both the 
horizontal and vertical axes (Pavani et al., 2002) as well as rotating stimuli (Griffiths and 
Green, 1999; Warren et al., 2002). Furthermore, areas within the frontal and parietal cortices 
were commonly activated by auditory, visual and tactile motion (Lewis et al., 2000; Bremmer 
et al., 2001). 

In a study by Baumgart et al. (1999) moving vs. stationary sounds activated exclusively 
the right PT, which has been interpreted to be the missing link between the primary auditory 
cortex and presumably associative parietal areas. However, the authors used a limited number 
of imaged slices, which made it impossible to detect activation in the frontal and parietal areas. 

The results from lesion studies (Yamada et al., 1996 and 1997) demonstrated that 
patients with either bilateral or unilateral temporal lobe lesions could discriminate the direction 
of moving sound created on the basis of IID variation, although the sensitivity to discriminate 
IID was reduced when the auditory cortex was damaged. On the other hand, all patients with 
unilateral but none with bilateral lesions could discriminate the direction of moving sound 
when the variation of the ITD cue was used to produce the illusion of sound motion. ITD 
thresholds were significantly higher in patients than control subjects. The results suggest that at 
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least one spared auditory cortex is necessary for the detection of ITD, whereas the role of the 
auditory cortex may not be essential in discriminating IID. A more extensive unilateral lesion 
involving the supero-posterior temporal lobe, parietal cortex and insula in the right hemisphere 
was shown to cause deficits in detection of sound movement regardless of whether it was 
defined by phase or loudness cues (Griffiths et al., 1996 and 1997).  

Thus, processing sound motion appears to involve both primary auditory and 
associative areas within the temporal (the PT), frontal, and parietal lobes. 

 
In summary, there is some indication that the processing of spatial and nonspatial 

auditory information may be dissociated already at the perceptual level within the 
supratemporal plane. Selective attention to different sound attributes involves a relatively 
similar non-specific fronto-parietal network, which has been suggested to modulate temporal 
cortex activity and its functional lateralization. However, further increase of cognitive 
demands, like in working memory tasks, may produce task-related segregation within 
associative neuronal networks, with spatial tasks involving more strongly parietal and superior 
frontal areas and nonspatial tasks preferentially activating anterior temporal and inferior frontal 
areas. Furthermore, it has been suggested that within the prefrontal cortex, the mnemonic 
processing is domain-specific (Goldman-Rakic, 1994 and 1995). This domain-specific model 
was proposed for the visual information processing on the basis of several lesion and 
electrophysiological studies in non-human primates, however it meets some support for the 
auditory modality as well (Petrides and Pandya, 1988; Hackett et al., 1999; Romanski et al., 
1999). 

However, this review would be incomplete without mentioning an alternative 
hypothesis proposed by Petrides (1994). According to this hypothesis working memory 
processes in the dorsolateral and ventrolateral frontal cortical areas are organized relative to the 
nature of the processing required rather than to the domain of the information to be 
remembered. This hypothesis has gained support from several studies on the visual modality 
(for review see Owen, 2000) and from an auditory verbal study by Owen et al. (2000). 
Activation in ventrolateral regions was generally observed in tasks in which behavioral 
responses were based on the information simply stored in the working memory buffer (e.g., 
delayed matching-to-sample), whereas dorsolateral (particularly mid-dorsolateral) regions were 
involved in tasks requiring active manipulation or continuous updating of the on-going record 
(e.g., n-back task). In a study by Martinkauppi et al. (2000) employing a parametric design, 
bilateral activation of the mid-dorsolateral prefrontal cortex was observed in subtractions of 1-
back from 3-back auditory spatial tasks. On the other hand, activation in the mid-dorsolateral 
prefrontal cortex was documented in simple auditory selective attention (Pugh et al., 1996; 
Jäncke et al., 1998; Alho et al., 1999; Zatorre et al., 1999; Belin et al., 2002) and matching-to-
sample tasks (Bushara et al., 1999). When compared to visual tasks with the same load, 
auditory tasks are usually perceived as more difficult (e.g., Martinkauppi et al., 2000) and may 
therefore produce activation in mid-dorsolateral regions even during relatively simple tasks. 
However, an increase in cognitive demands, such as a higher memory load, selective 
interference, or the requirement to rearrange the order of memory items, generally produce 
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more consistent and extensive dorso-lateral activation (Zatorre et al., 1994; Martinkauppi et al., 
2000; Owen et al., 2000). In conclusion, it is important to mention that the discussed model 
does not rule out the possibility for functional segregation between attribute-specific 
processing (spatial vs. nonspatial) within frontal areas (Owen, 2000).   

 
2.3. Auditory long-latency evoked responses 

 
According to the predominant classification (Donchin et al., 1978), components of 

event-related potentials (ERP) can be categorized as exogenous or endogenous. Exogenous 
components are mainly determined by external stimulus characteristics, whereas endogenous 
components are more variable and flexible and only partially depend on physical stimulus 
parameters being determined rather by stimulus relevance and subject’s intentions. ERP 
components can also be classified on the basis of their temporal characteristics into early, 
middle- and long-latency (late). While early and middle-latency responses are known to be 
fully exogenous, late responses may share exogenous and endogenous features or be fully 
endogenous.  

Long-latency components of auditory evoked potentials include the prominent negative 
wave, N1, which peaks at around 100 ms, and the consecutive positivity, P2, with a latency of 
about 160-200 ms. According to Hyde (1997), the N1 and P2 occupy a “grey zone”, having 
both exogenous and endogenous features. On one hand, they are strongly affected by physical 
stimulus variables and, on the other hand, by attentional demands (Hillyard et al., 1973; 
Hillyard, 1981; Woldorff, 1995). The following N2 and P3 components are thought to 
represent mainly endogenous responses. 

 
 2.3.1. N1 
 
First described by Davis in 1939 as a “vertex potential”, the N1 is now in the focus of 

interest in the ERP research as the most prominent and stable transient response. The N1 is 
elicited by stimulus onset and offset, if the sound’s duration exceeds 500 ms (Davis and Zerlin, 
1966). The offset response is usually smaller and has a shorter latency than the onset response 
(Onishi and Davis, 1968). Their scalp distributions are rather similar (Picton et al., 1978a; 
Näätänen and Picton, 1987), but generators may be partially different (Hari et al., 1987). The 
N1 can also be evoked by a change in the frequency or intensity of a continuous sound 
(Arlinger et al., 1982; Lavikainen et al., 1995). An increase of the stimulus duration enhances 
both the onset (but only up to 30-50 ms) (Kodera et al., 1979) and offset responses (Lü et al, 
1992), whereas the prolongation of the rise-fall time, conversely, decreases the N1 amplitude 
(Onishi and Davis, 1968; Kodera et al., 1979).  

The N1 becomes more prominent and its latency shortens with increasing stimulus 
intensity (Beagley and Knight, 1967), however, very high intensities may saturate or even 
reduce the amplitude of N1 (Picton et al., 1970; Buchsbaum, 1976). At very low, near-
threshold intensities, the N1 becomes a small broad wave with a latency around 150-200 ms 
(Parasuraman et al., 1982), and was suggested to be overlapped with the consecutive negative 
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wave, the N2 (Näätänen and Picton, 1987). The tonal frequency alters the N1 amplitude 
considerably: the N1 decreases when the frequency increases, especially at frequencies higher 
than 2000 Hz (Antinoro and Skinner, 1968; Picton et al., 1978b). The N1, even when 
dramatically reduced, can be reliably detected up to a stimulus frequency of 14 kHz, at 15 kHz 
it is absent in some of subjects, and no N1 can be detected at 20 kHz (Fujioka et al., 2002). The 
authors suggested that the amplitude reduction at high frequencies might be due to the 
receptive fields in the auditory cortex being small for less useful sounds. The latency of the N1 
was observed to vary parabolically with tonal frequency: it decreased with increasing tonal 
frequency from 100 to 500-1000 Hz. A further frequency increase was associated with gradual 
latency prolongation (Roberts and Poeppel, 1996; Roberts et al., 2001; Lüthenhöner et al., 
2003).  

The amplitude of the both electric and magnetic counterparts of the N1 was shown to 
be attenuated by repeatedly presented stimuli, with the amplitude decrease being stronger when 
the ISI was shorter (Milner, 1969; Rothman et al, 1970; Fruhstorfer et al., 1970 and 1971; 
Picton et al, 1977; Hari et al., 1982; Woods and Elmasian, 1986; Budd et al., 1998; Onitsuka et 
al., 2000; Sörös et al., 2001). The asymptotic level of the amplitude may be reached already at 
the second or third stimulus in the train (Fruhstorfer et al., 1970; Woods and Elmasian, 1986; 
Bourbon et al., 1987; Lammertmann et al., 2001; Sörös et al., 2001). The amplitude of the N1 
saturates at shorter ISIs when the stimuli are of low intensity (Picton et al., 1970; Nelson and 
Lassman, 1973). There are also reports of prolongation of the N1 latency under repeated 
stimulation (Onitsuka et al., 2000; Sörös et al., 2001). The stimulus repetition rate was shown 
to affect differently the magnetic and electric counterparts of the N1: the N1m saturated at 
shorter ISIs than the N1, suggesting an additional generator contributing to the electrical vertex 
response (Hari et al., 1982). The N1 response to an auditory stimulus may be attenuated if it is 
preceded by stimulus of another modality (Fruhstorfer, 1971; McLean et al., 1975). These 
generalized effects suggest the presence of a non-specific source contributing to the generation 
of the N1 (Näätänen and Picton, 1987).  

In contrast to the intermodal effects on the N1, this response can demonstrate high 
stimulus specificity. When intervening tones were inserted in a train of repetitive test tones, the 
amplitude of the N1 elicited by the test stimuli increased as a function of the frequency 
separation between the test and intervening tones (Butler, 1968; Picton et al., 1978a; Näätänen 
et al., 1988). In the latter study, the frequency of the equiprobable intervening stimuli varied in 
parallel with their spatial location along the horizontal dimension. The amplitude of the N1 
elicited by the test stimuli was smaller the smaller was the separation between the test and 
intervening stimuli in frequency or location. Furthermore, the frequency and location effects 
were independent suggesting separate detectors for frequency and location of an auditory 
stimulus (Näätänen et al., 1988). 

In addition to short-term habituation across a train of several repetitive sounds, long-
term habituation of the N1 and N1m amplitude has been demonstrated over the first 10-30 
minutes of stimulation (Woods and Elmasian, 1986; Polich et al., 1988; Rosburg et al., 2002).  
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Under monaural stimulation, both the electric and magnetic N1 usually have higher 
amplitude and shorter latency in the hemisphere contralateral to the stimulation (Vaughan and 
Ritter, 1970; Knight et al., 1980; Giard et al., 1994; Lavikainen et al., 1994; Nakasato et al., 
1995; Pantev et al., 1998; Virtanen et al., 1998; Picton et al., 1999). Sounds presented 
binaurally, elicited stronger and/or earlier N1 responses over the right than left hemisphere, 
suggesting right hemispheric dominance in the processing of non-verbal auditory information 
(Kanno et al., 1996; Yvert et al., 1998; Roberts et al., 2001; Fujioka et al., 2002), whereas 
processing of speech sounds may enhance the N1 over the left hemisphere (Morrell and 
Salamy, 1971; Wood et al., 1971).  

There is no agreement concerning the effect of binaural interaction on the N1. The 
amplitude of the N1 was shown to be slightly increased by binaural compared to monaural 
stimulation (Picton et al., 1978b); this increase was, however, much smaller than might be 
expected from the addition of two monaural responses (Näätänen and Picton, 1987). In some 
other studies, the N1 was clearly suppressed by binaural stimulation (Pantev et al., 1986; 
Lavikainen et al., 1997; Yvert et al., 1998). These data suggest mutual inhibition between the 
populations of neurons involved in the generation of the N1 (Näätänen and Picton, 1987; 
Altman and Vaitulevich, 1992). 

Internal factors may also modulate the N1. In healthy subjects the N1 is considerably 
reduced during sleep (Picton et al., 1974; Paavilainen et al., 1987). In wakefulness the most 
robust effect on the N1 is produced by attention. However, besides the view that attention 
modulates the neural generators of the N1 (Woldorff, 1995), it has been suggested that the 
effect of attention can be dissociated from the “true” N1 and causes the superimposition on the 
N1 of the endogenous processing negativity (Näätänen and Picton, 1987; Näätänen, 1992). 

Different methodological approaches have been employed for the analysis of generators 
of the N1 component. Lesion studies have provided rather contradictory results. After bilateral 
temporal lobe lesions, long-latency auditory ERPs may be completely abolished (Jerger et al., 
1969; Michel et al., 1980) or practically non-affected (Woods et al., 1984). This discrepancy 
most probably results from different lesion extension. Unilateral temporal lesions have been 
shown to produce marked asymmetries of long-latency evoked responses (Peronnet et al., 
1974; Scherg and von Cramon, 1986). Selective unilateral lesions of the acoustic radiation 
(auditory cortical areas remained however spared) did not diminish but delayed late activity, 
probably reflecting indirect activation of the preserved areas by commissural pathways from 
the undamaged hemisphere. When lesions involved both the primary and associative auditory 
cortices, long-latency auditory evoked potentials were abolished in the damaged hemisphere 
(Scherg and von Cramon, 1986). Temporo-parietal lesions dramatically and symmetrically 
reduced the N1, while frontal lesions did not significantly alter the overall amplitude or latency 
of this peak (Knight et al., 1980). However, when the site of the lesion and the ear of 
stimulation in the frontal-damaged group were considered together, the N1 was found to 
enhance in response to the stimulation contralateral to the damaged hemisphere (Knight et al., 
1980), leading the authors to suggest an inhibitory modulatory function for the frontal cortex. 
The symmetric reduction of the N1 following unilateral temporo-parietal lesions contradicts 
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the suggestion that these cortical areas are the sources of the N1. On the other hand, these areas 
may be involved in the generation of the N1 if the temporo-parietal generators are dependent 
on integrative transcallosal communication (Knight et al., 1980). Intracranial recordings in 
human patients from the lateral cortical surface (Celesia et al., 1968, Celesia, 1976, Kropotov 
et al., 2000) and from the primary auditory cortex (Kropotov et al., 2000) detected responses to 
auditory stimulation in the time range of long latency scalp-recorded potentials. Intracranial 
recordings with depth electrodes (Ervin and Mark, 1964; Velasco et al., 1985; Velasco and 
Velasco, 1986) detected activity that correlated to the scalp-recorded N1 in several subcortical 
structures: medial and dorsal thalamus, striatum, limbic system, and reticular formation, while 
no long-latency responses were observed in specific sensory thalamic nuclei. At present, it is 
evident that the N1 wave originates from several anatomically and functionally distinct sources 
(Näätänen and Picton, 1987; Alcaini et al., 1994; Giard et al., 1994; Woods, 1995; Picton et al., 
1999).  

The developing of source modeling techniques allowed the localization of the 
predominant generators of both the magnetic (bilateral tangential) and electric N1 (bilateral 
radial and tangential) in the vicinity of the auditory cortex (Hari et al., 1982; Scherg and von 
Cramon, 1986). Furthermore, in accordance with the anatomical hemispheric asymmetry of the 
Heschl’s gyrus and the planum temporale (Rojas et al., 1997, Westbury et al., 1999), the 
supratemporal source of the N1 in right-handed subjects is usually located more anteriorly in 
the right than the left hemisphere (Nakasato et al., 1995; Ohtomo et al., 1998; Pantev et al., 
1998; Teale et al., 1998; Tiihonen et al., 1998; Tiitinen et al., 1999; Fujioka et al., 2002).  

Employing brain electric source analysis technique, Giard et al. (1994) localized an 
additional frontal generator of the N1 on the medial surface of the frontal lobes, which could be 
activated by cortico-cortical connections from the temporal lobes (Pandya and Seltzer, 1982) 
and by direct projections from subcortical nuclei (Thompson and Masterton, 1978; Kulikov, 
1994). The frontal source determined by Giard et al. (1994) was activated even at ISIs as short 
as one second. However, responses to the first stimulus of a train (after a 1-2-minute time 
interval) showed different current configurations, suggesting the involvement of different 
neural mechanisms in infrequent stimulation processing. This finding has been confirmed by 
Alcaini et al. (1994) and allowed to conclude that the frontal component elicited by frequent 
stimulation can be considered as obligatory (Giard et al., 1994). On the other hand, a frontal 
generator could serve stimulus detection by triggering attention to it.  

Picton and colleagues (1999) using both discrete and distributed approaches identified 
10 sources for the N1: two bilateral regional sources composed of three orthogonal dipoles 
were located in the supratemporal plane, two sources in the posterior regions of the frontal 
lobes, suggesting some activity in the cingulate cortex or supplementary motor areas, and two 
sources in the frontal pole regions. Distributed inverse solution employed in the same study did 
not isolate frontal activity since it was relatively week compared to the concomitant activity in 
the temporal lobes. In the study by Lavikainen et al. (1994), an additional parietal source was 
suggested to contribute to the generation of the N1m and P2m components.  
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The location of the tangential supratemporal generator of the N1 was shown to be 
dependent on the tonal frequency (Elberling et al., 1982; Hari and Mäkelä, 1986; Yamamoto et 
al., 1992; Pantev et al., 1995; Rosburg et al., 2000). Results from several studies suggest that 
higher frequencies activate more medial regions of the auditory cortex than lower frequencies 
(Yamamoto et al., 1992; Tecchio et al., 2000; Rojas et al., 2002). Furthermore, in some of 
these studies the depth of the dipole increased linearly with the logarithm of the stimulus 
frequency (Tecchio et al., 2000; Rojas et al., 2002). This finding was usually interpreted as a 
reflection of tonotopic organization of the auditory cortex. Studying both middle and long 
latency responses, Pantev and colleagues (1995) showed that the positions of the N1 and Pa 
generators varied as a function of frequency in opposite directions: in contrast to the N1, the 
sources of the Pa were located more laterally with increasing stimulus frequency, suggesting at 
least two tonotopically organized areas. On the other hand, a detailed comparison of the results 
from different studies revealed major discrepancies (Lütkenhöner et al., 2003). In some studies 
only the dipole’s orientation but not spatial location correlated with the sound frequency 
(Tiitinen et al., 1993; Verkind et al., 1995; May et al., 1999). In other studies neither location 
nor orientation of the N1 source was dependent on the frequency of the sound (Stufflebeam et 
al., 1998; Hirata et al., 1999; Fujioka et al., 2002). Even if a clear frequency dependence was 
found, the locations of the N1 generators activated by high and low frequencies could differ in 
all possible directions: in medio-lateral, as mentioned above, in antero-posterior, with the N1 
source for high compared to low frequencies located either more posteriorly (Elberling et al., 
1982; Rosburg et al., 2000) or more anteriorly (Hari and Mäkelä, 1986), and in infero-superior 
direction (Rosburg et al., 1998). There is accumulating evidence indicating that the human 
auditory cortex consists of multiple tonotopically organized areas, and all these areas are 
highly interconnected. At the time range of the N1 all of them are probably simultaneously 
active. As a consequence, various areas each with a separate tonotopic organization contribute 
with different weightings to the resulting magnetic field (Hari, 1990; Lütkenhöner et al., 2003). 
This seems to be a logical explanation for the considerable discrepancy among the studies.  

The location of the generator of the N1m was also shown to be dependent on the 
stimulus intensity (Pantev et al., 1989; Mäkelä and Hari, 1990), providing evidence for an 
amplitopic organization of the auditory cortex. However, taking into account the complex 
functional anatomy of the supratemporal cortex, we face the same problem that was discussed 
regarding tonotopy. Nevertheless, it seems plausible that the location of the N1 source is a 
function of two independent variables – the frequency and intensity of the stimulus (Näätänen, 
1992). 

The spatial location of the sound has also been shown to affect the N1 response. Its 
amplitude was enhanced when stimuli were presented alternatively from different loudspeakers 
than from the same one (Butler, 1972). Furthermore, this effect was stronger when the 
loudspeakers were separated in the horizontal than vertical plane. There is also some evidence 
that interaural time and intensity differences at the time range of the N1 may be processed in 
different areas in the auditory cortex (Ungan et al., 2001), indicating that convergence of these 
two localization cues takes place at a hierarchically higher level.  
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2.3.2. P2 
 
In the earlier studies, the N1 and P2 waves were traditionally analyzed as a complex 

because it had been noticed that the P2 covaried with the N1 along different stimuli 
dimensions. However, now it is clear that these two peaks “do not represent a single cerebral 
event” (Näätänen, 1992). Typically, the N1 and P2 have different scalp topography with the 
amplitude maximum shifted slightly posteriorly for the P2 (Roth et al., 1976; Hari et al., 1982; 
Paavilainen et al., 1991). In the study by Roth et al. (1976) the P2 was shown to be more 
strongly affected by the ISI than the N1, although both peaks were attenuated by shortening 
ISIs. Unilateral temporal lesions reduce both the N1 and P2 contralaterally to the damaged 
hemisphere (e.g., Peronnet et al., 1974). Results from a study by Knight et al. (1980) 
demonstrated that, in contrast to the N1, neither frontal nor temporo-parietal lesions produced a 
significant effect on the P2, suggesting that these two responses originate from distinct 
neuronal sources.   

There is not much data concerning the generators of the P2. The predominant 
generators of the P2 are also located bilaterally on the superior surface of the temporal lobes, 
with the right-hemispheric generator being located more anteriorly than the left-hemispheric 
homologous. They were shown to be located more anteriorly in respect to the N1 sources in 
both hemispheres (Hari et al., 1987; Tiitinen et al., 1999). Although the location of the P2 
sources is usually independent of the frequency and intensity of the sound, the P2 may also 
have specific and nonspecific components (Näätänen, 1992). For instance, the P2 may partially 
reflect the auditory driven output of the mesencephalic reticular activating system (Knight et 
al., 1980; Rif et al., 1991). In the study by Anderer et al. (2004) employing low-resolution 
brain electromagnetic tomography for the analysis of the electric sources of auditory ERPs, the 
bilateral activations in the superior temporal gyri in the time-range of the P2 component were 
accompanied by a medial activation of the precuneus. 

 
2.3.3. N2 
 
The N2 is traditionally thought to be an endogenous component since it is usually 

elicited by unexpected infrequent stimuli (Duncan-Johnson and Donchin, 1982; Ahveninen et 
al., 2002), omitted stimuli (Simson et al., 1976), as well as in classification (Ritter et al., 1982 
and 1983) and target-detection tasks (McCallum et al., 1989; Anderer et al., 2004). This 
deflection is usually followed by the P3 component and is associated with control rather than 
automatic processes (Näätänen and Picton, 1986). The endogenous N2 to auditory stimuli has 
typically a frontal or central scalp distribution (Näätänen and Gailliard, 1983; Enoki et al., 
1993), and this distribution is modality specific (Simson et al., 1977). Importantly, besides 
specificity to the modality, the scalp distribution of the N2 may also depend on the stimulus 
class within the same modality (Ritter et al., 1983). Furthermore, its amplitude may be 
modulated by alterations in a certain stimulus attribute in the divided attention task (Omoto et 
al., 2001), suggesting that the N2 component may be related to stimulus classification. 
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The data about the generators of the N2 wave are relatively scarce. This peak was 
suggested to be generated in the vicinity of the supratemporal planes, possibly including frontal 
activity (Ceponiene et al., 2002). Data from the study by Anderer and colleagues (2004) 
suggest superior temporal gyrus, precuneus, and medial anterior cingulate structures as 
possible cortical generators of the N2 component. 

The amplitude and latency of the N2 were shown to vary as a function of the difficulty 
of discrimination (Fitzgerald and Picton, 1983; Näätänen and Picton, 1986). The N2 amplitude 
is larger and the latency longer when the target is more difficult to discriminate. Consequently, 
the N2 may be related to the effort required to discriminate the target stimuli (Fitzgerald and 
Picton, 1983; Näätänen and Picton, 1986). The latency of the N2 was also shown to increase 
with memory load (Wolach and Pratt, 2001). In another working memory study employing 
Sternberg’s paradigm, the latency of the N2 was prolonged by distracters qualitatively similar 
to the memorandum (spoken digits) as compared with other type of interfering stimuli (noise 
bursts) (Wolach and Pratt, 2001). 

Interesting results were obtained from the analysis of the error responses in the study by 
Leppert and colleagues (2003). When the subjects were aware that they had made an error, 
endogenous components (both N2 and P3) were delayed and attenuated, whereas when the 
subjects were unaware of the error, no endogenous ERP could be identified. This finding 
supports the view that endogenous components depend upon stimulus recognition, since when 
the target was not recognized and the error not noticed, the brain events were associated with 
the processing appropriate to the frequent non-target stimulus. 

Since the N2 has been shown to correlate with reaction times, it has been proposed to 
reflect a target selection and decision process that controls behavioral responses in sensory 
discrimination tasks (Ritter et al., 1979). Furthermore, the N2 was also observed in responses 
to targets when a delayed response or no motor response (but silent counting of targets) was 
required and thus it was uncontaminated by activity related to the organization of movement, 
representing “pure” indices of the discriminative process (Simson et al., 1977). In a later study, 
however, Ritter et al. (1983) refused the view that the N2 would reflect target selection, 
because its latency in a simple reaction time task was too long with regard to reaction times. 

The finding that the N2 was enhanced in no-go trials led to the conclusion that this peak 
might reflect response inhibition processes (Pfefferbaum et al., 1985; Eimer, 1993; Kopp et al., 
1996; Falkenstain et al., 1995 and 1999). The “no-go N2” was observed in both motor and 
covert response trials when the subjects had to imagine but not perform the button pressing 
(Burle et al., 2004). 

Several observations indicate that the N2 component (so-called “basic” N2) may also 
be elicited automatically and therefore fulfills the criteria of obligatory components. It may be 
observed even in the responses to repetitive homogenous stimuli (Näätänen and Picton, 1986). 
The “basic” N2, clearly observed in children, however, is not always seen in adults. Results 
from several comparative studies indicate that during the course of maturation the amplitude of 
the N2 gradually decreases and its latency prolongs (Enoki et al., 1993; Karhu et al., 1997; 
Ponton et al., 2000 and 2002). The N2 is typically observed in responses to both target and 
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non-target deviants in the attended input (Näätänen et al., 1982; Alho et al., 1990), although 
wide deviations in the unattended input may also elicit the N2 (Näätänen et al, 1982), which 
was suggested to reflect transient arousal or orienting response (Näätänen and Gailliard, 1983; 
Loveless, 1986; Näätänen, 1992). Paavilainen and colleagues (1991) have demonstrated the N2 
component in the responses to some classes of deviants (namely duration and intensity) in the 
ignore condition. The N2 may be also elicited by variable equiprobable stimuli in both attended 
and passive listening conditions. In the detection condition, however, the N2 is enhanced for 
both targets and non-targets in the attended input (McCallum et al., 1989).  

In conclusion, the N2 elicited by task-irrelevant stimulus changes (e. g., in unattended 
input, in ignore condition or in simple reaction task compared to active discrimination) may be 
related to automatic processes, whereas the N2 elicited during discrimination and classification 
tasks may be associated with control processes (Ritter et al., 1983; Näätänen and Picton, 1986). 

 
2.3.4. P3 and Positive Slow Wave (PSW) 
 
Since its description by Sutton and colleagues in 1965, the P3 has become one of the 

most extensively studied components of the human evoked response. Typically elicited in the 
oddball paradigm, the P3 is known as the prominent positive peak of event-related potentials 
with an amplitude maximum over the centro-parietal area of the scalp and a latency of 300–500 
ms (Smith et al., 1970; Fabiani et al., 1987). The P3 has been suggested to reflect a number of 
cognitive processes related to the detection of a target or an omitted stimulus (Sutton et al., 
1967; Picton and Hillyard, 1974), such as the assessment of stimulus relevance, decision 
making, control of updating process, and perceptual closure at the completion of processing 
(Desmedt, 1980; Picton, 1992; Andreassi, 1995). It has also been linked to the updating of a 
cognitive model of the environment within working memory stores (Donchin and Coles, 1988). 
The statement that the P3 may reflect decision making seems, however, questionable, because 
reaction times in relatively simple tasks are often shorter than the peak latency of the P3. Thus 
the P3 rather indexes the percepto-motor sequel of the decision (Picton and Hillyard, 1974). 
The P3 may be elicited even in the passive listening condition when multiple equiprobable 
stimuli are employed (McCallum et al., 1989). However, in the target detection condition 
(when a motor response to one of these equiprobable stimuli is required), the amplitude of the 
P3 is significantly increased in the responses to both targets and non-targets.  

The P3 elicited in passive oddball tasks to unpredicted novel and highly deviant events 
is referred to as P3a and thought to indicate involuntary capture of attention or orienting, which 
make events available to conscious evaluation and behavioral control (Squires et al., 1975; 
Friedman et al., 2001). Differing from the P3b elicited by targets in active tasks, the P3a has a 
shorter latency and more frontal scalp distribution, and, similarly to the P3b, it is also 
influenced by stimulus probability. Both the P3a and P3b are larger in responses to less 
frequent events (Duncan-Johnson and Donchin, 1977; Friedman and Simpson, 1994). Another 
specific feature of the P3a is that it habituates very rapidly with a stronger amplitude decrease 
over frontal than parietal sites (Friedman and Simpson, 1994). The P3a may also be elicited by 
targets in active oddball tasks thus reflecting any changes in the ongoing sequence of events 
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regardless of whether they are attended or not (Squires et al., 1975). Thus, the P3a and P3b 
may co-occur within the same waveform in responses to targets (Squires et al., 1975; Friedman 
et al., 2001). Since the present review will address exclusively the slow responses elicited in 
active tasks, the positive deflection with the latency around 300 – 400 ms will be referred to as 
the “P3”.  

The P3 has been shown to be affected by a variety of factors, both internal (e.g., 
arousal, emotion, fatigue, and age) and external (e.g., drugs) (Polich and Kok, 1995). It has 
been shown to decline in the course of long-term habituation (Woods and Elmasian, 1986). In 
contrast to the N1, the P3 demonstrated stimulus non-specific long-term habituation. The effect 
of memory load on the amplitude of the P3 component has earlier been shown in different 
studies employing either the n-back task (McEvoy et al., 1998) or Sternberg’s paradigm (Pratt 
et al., 1989a; Pratt et al., 1989b; Pelosi et al., 1998; Grippo et al., 1996). In most studies, the 
amplitude of the P3 was reported to be higher in the low load than the high load task. This 
relationship between the amplitude of the P3 component and memory load has been observed 
for probe stimuli (Pratt et al., 1989a; Pratt et al., 1989b; Pelosi et al., 1998, Grippo et al., 1996) 
and memory set items (Pratt et al., 1989c). The decrease of the P3 amplitude with increasing 
memory load has been associated with the reduced capacity of attention directed to the single 
item during working memory processing (Wickens et al., 1982). However, when the ERPs 
were compared in relation to the serial position of the memory cue (Pratt et al., 1989c), a 
significant increase was found in the P3 amplitude from the first to the middle and last items.  

In paradigms with complex tasks that involve either perceptual difficulty (Ruchkin et 
al., 1988) or a high working memory load (Garcia-Larrea and Cezanne-Bert, 1998), the P3 
component is often followed by a positive slow wave (PSW) (Squires et al., 1975). This 
deflection may be observed even in single trials (Loveless et al., 1987). The P3 and PSW can 
be dissociated on the basis of their distinct relationships to experimental manipulations 
(Ruchkin et al., 1990) such as variations of perceptual and conceptual difficulty, emotional 
content of visual stimuli or memory load. In the study by Ruchkin et al. (1988), the P3 was 
related to the conceptual difficulty while the PSW increased with perceptual difficulty. The 
amplitude of the P3 component described by Garcia-Larrea and Cezanne-Bert (1998), 
conversely, decreased with increasing subjective difficulty while the PSW was shown to 
increase in amplitude with the memory load. The authors suggested the PSW to reflect the 
retrieval of information from working memory. Similarly in the study by Pelosi et al. (1992) 
employing Sternberg’s paradigm, the amplitude of the earlier positive peak (P400) decreased 
significantly with increasing memory set size, but the amplitude of the next positive 
component (P560) was either preserved or even enhanced.  

The amplitude of the P3 component has also been shown to be sensitive to the 
emotional content of visual stimuli in both early (300-400 ms) and late (380-440) time 
windows (Keil et al., 2002). In the early time window, the global field power was enhanced by 
both pleasant and unpleasant pictures compared to neutral pictures; in the late time window the 
global field power enhancement was due specifically to the processing of unpleasant pictures.  
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The processing of error responses in the discrimination task revealed that in the error 
compared to correct trials the amplitude in the P3 range was reduced, while the positive slow 
wave was enhanced (Falkenstain et al., 1991). Since the difference in the ERP magnitude 
between correct and incorrect responses reached maximum over the fronto-central rather than 
parietal sites the authors suggested that it was due not to the P3 modulation but to an additional 
process, “error negativity", occurring in error trials. The "error negativity" was time-locked 
more closely to the motor response than to the stimulus and was proposed to reflect an 
automatic mismatch between the overt response and outcome of the response selection process. 
The positive slow wave, in turn, was proposed to reflect the conscious evaluation of the error. 
Other evidence for the dissociation of the P3 and PSW came from their different correlations 
with reaction times (RTs) (Ruchkin et al., 1980). In the study by Roth et al. (1978), the 
amplitude of the P3 decreased and the PSW increased with the increase of the RTs. Similar 
tendency was described in the paper by Pelosi et al. (1992): the P560 wave was observed more 
frequently in trials with “slow” behavioral responses while P400 was significantly reduced in 
trials with “slow” compared to “fast” responses. However, the P3 and PSW are not always 
easily dissociable and are therefore analyzed as a single peak, which may obscure possible 
amplitude or latency differences between experimental conditions. 

Despite the various methodologies employed, the locations of generators of these slow 
endogenous responses are not unequivocally known. Different source localization techniques, 
event-related fMRI and intracranial recordings have suggested several cortical regions and 
deep subcortical structures as possible generators of the P3 component. The reports of studies 
employing intracranial recordings commonly agree that medial temporal lobe structures, 
including the hippocampus and parahippocampal gyrus, have a role in target detection 
(McCarthy et al., 1989; Smith et al., 1990; Paller et al., 1992; Halgren et al., 1995a,b; 
Kanovsky et al., 2003). Polarity reversals along the surface of the medial temporal lobe may 
indicate local sources of recorded P3-like potentials, however, these potentials were delayed by 
50 ms compared to scalp-recorded P3 (Halgren et al., 1995b, 1998). Although some clinical 
observations have indicated local attenuation of the P3 after temporal lobectomy (Daruna et al., 
1989), generally, results from lesion studies are highly inconsistent (Moores et al., 2003). 
Therefore, it is not clear whether medial temporal lobe structures have an essential contribution 
to the scalp-recorded P3 (Moores et al., 2003).  Intracranial recordings have also revealed P3 
generators within the inferior parietal lobuli (Smith et al., 1990), the superior temporal sulcus 
(Halgren et al., 1995b, 1998) and parieto-occipital region (Kiss et al., 1989). Event-related 
fMRI has allowed the detection of a number of cortical regions specifically activated during 
target processing, including the supramarginal gyrus, middle frontal gyrus, frontal operculum, 
anterior cingulate, middle and superior temporal gyri, inferior and superior parietal lobules, and 
the precuneus (McCarthy et al., 1997; Menon et al., 1997; Linden et al., 1999; Kirino et al., 
2000; Kiehl et al., 2001; Horovitz et al., 2002; Horn et al., 2003).  

Recent combined electrophysiological and neuroimaging studies have enabled the 
analysis of correlations between the amplitudes of evoked responses and regional 
hemodynamic responses. Activation in the supramarginal gyri, right medial frontal gyrus, 
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insula, and thalamus correlated with the P3 amplitude as a function of target probability in a 
combined EEG – fMRI study (Horovitz et al., 2002), suggesting that these regions are probable 
sources of the P3. In a combined EEG – PET study (Perrin et al., 2005), regional blood flow in 
the posterior part of the right superior temporal sulcus, the precuneus, and medial prefrontal 
cortex correlated with the amplitude of the P3 elicited by the subject’s own name.  

The development of source localization techniques such as equivalent current dipole-
fitting and minimum-norm estimates has provided the possibility to determine the generators of 
the components of evoked responses obtained in multichannel EEG and MEG recordings. In 
the studies employing the dipole-fitting algorithms, both cortical (mainly in the temporal lobes) 
and deep subcortical (thalamus) structures were often suggested to generate the P3 in target 
recognition tasks (Rogers et al., 1991; Mecklinger et al., 1998; Tarkka et al., 1995; Hegerl and 
Frodl-Bauch, 1997; Frodl-Bauch et al., 1999). However, referring to the results from 
simulation studies (George et al., 1995), it has been pointed out that the use of dipole-fitting 
algorithms might result in errors concerning the depth of broad and extended sources (Moores 
et al., 2003). Another limitation of dipole modelling is the requirement of a priori assumptions 
of the number and possible locations of the estimated sources (Tarkka et al., 1995; Moores et 
al., 2003). Employing the cortical current density estimation allowed to identify both modality-
specific and non-specific sources of the P3 in the visuo-verbal oddball study (Moores et al., 
2003). Modality-specific sources were located in the lingual/inferior occipital gyrus and mid-
fusiform gyrus, while intraparietal sulcus and surrounding superior parietal lobes were 
attributed to the working memory and attention processes and visuo-motor integration. Thus, 
algorithms that do not require any a priory knowledge about the number of the active sources 
or their spatial locations seem to be suitable tools for the analysis of the slow components of 
evoked responses. 

 
To summarize, long-latency responses appear to be generated by distributed networks. 

Furthermore, while the N1 and, perhaps, the P2 have predominant sources in modality-specific 
areas, the later responses may reflect activity of a widespread associative cortical network.  

 



3. THE AIMS OF THE PRESENT PROJECT 
 
The purpose of this project was to study, employing different working memory paradigms, 
whether mnemonic processing of auditory spatial and nonspatial information is segregated in the 
human brain. Electrophysiological research techniques with excellent time resolution, which 
are able to detect even brief transient task-related differences between evoked responses, were 
used to investigate the timing of segregation. In addition, the MEG technique has a relatively 
good localization ability, which enables determination of cortical structures sensitive to sound 
attribute. 
 
The main aims and questions addressed in the Ph.D. work are the following: 
 
I. In the first study the aim was to test at the behavioral level whether a task-irrelevant selective 
interference affects differentially spatial and nonspatial auditory working memory task 
performances. 
 
II. The aim of the second study was to test whether there is a difference in the distribution of 
slow memory-related potentials (late slow waves) during the retention of audiospatial and pitch 
information. 
 
III. The third study was designed to test whether working memory processing of spatial and 
nonspatial auditory information affects transient components of auditory evoked potentials. 
 
IV. The fourth study was conducted in order to test whether the increase of memory load 
differentially affects auditory evoked responses to memory cues recorded during location and 
pitch working memory task performance. 
 
V. The aim of the fifth study was to investigate cortical generators of the slow components, the 
P3 and positive slow wave (PSW), of auditory evoked responses to probe stimuli recorded 
during spatial and nonspatial working memory tasks. 
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4. METHODS 
 

In the following text the five studies will be referred to with corresponding Roman numerals  
I – V.  
 
4.1. Subjects 
 
Altogether 53 healthy right-handed volunteers with no history of hearing disorders participated in 
the experiments: 
Study I. Twelve (6 females and 6 males, ages 17−29 years, mean 23 years) 
Study II. Eleven (6 females and 5 males, ages 20-35, mean 24 years) 
Study III. Eleven (5 females and 6 males, aged 19 – 30 years, mean age 25 years) 
Studies IV-V. Nineteen (9 females and 10 males, aged 21 – 32 years, mean age 27 years).  
 
Subjects gave an informed consent for participation in the studies, which were approved by 
the Ethical Committee of the Helsinki University Central Hospital.  
 
4.2. Stimuli 
 
Study I. In the first study the stimuli were three sinusoidal tones (1000, 2250 and 3375 Hz, 
duration 100 ms, rise/fall time 10 ms) delivered binaurally through earphones mimicking three 
presentation locations (left, middle, and right). The left and right locations were simulated by an 
interaural intensity difference of 17 dB (about 58 and 75 dB SPL for each ear, and the middle 
location by presenting the tones binaurally at an equal intensity of about 70 dB SPL. The interval 
between task-relevant stimuli was 3125 ms. In both the location and pitch tasks the stimuli were 
the same (the three locations and pitches of tones occurred equiprobably in a pseudorandom 
order), the type of task was specified by the instruction to attend either to the sound frequency or 
its spatial location, irrespective of another attribute. 
The distracters were irrelevant to the n-back task performance and the subjects were instructed to 
ignore them. They were a pair of sinusoidal tones having equal parameters to the task-relevant 
stimuli (memoranda), presented in the middle of the delay between consecutive memoranda with 
the interval of 150 ms between distracters. The location distracters consisted of two tones of the 
same frequency (1000 Hz) occurring in two of the three different locations (left, middle and 
right). The pitch distracters consisted of a pair of tones having two of the three different 
frequencies (1000, 2250 and 3375 Hz) and presented in the middle location. The presentation of 
the stimuli was controlled by a computer program (Neurosoft, Inc.). 
 
Study II. In the pitch task, the stimuli were sinusoidal tones (duration 100 ms, rise/fall time 10 
ms) with three different pitches (equiprobably either 1000, 2250, or 3375 Hz) presented 
binaurally with an equal intensity (intensity about 70 dB SPL) through headphones with an 
interval of 3000 ms (delay period). In the location task, the stimuli were sinusoidal tones 
(duration 100 ms, frequency 2250 Hz) presented binaurally. Left and right locations were 
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simulated by an interaural intensity difference (about 17 dB SPL) and the middle location by 
presenting the tones binaurally with an equal intensity (about 70 dB SPL). The presentation of 
the stimuli was controlled by a computer program (Neurosoft, Inc.), which also collected 
behavioral data (correct and incorrect responses, misses, and reaction times). 
 
Study III. Sinusoidal tones with duration of 100 ms including 10-ms rise and fall times and 
frequency of 1000 or 1500 Hz were presented binaurally through plastic tubes and earpieces. 
Left (L) and right (R) locations were simulated by an interaural intensity difference. The 
intensity in the ipsilateral channel was 75 dB SPL and the opposite channel was attenuated by 
17 dB. In both the location and pitch tasks the stimuli were identical (the two locations and 
frequencies of tones occurred equiprobably in a pseudorandom order), the type of task was 
specified by the instruction to attend either to the sound frequency or its spatial location, 
irrespective of another attribute. The presentation of the stimuli was controlled by a computer 
program (Neurosoft, Inc.), which also collected behavioral data (correct and incorrect 
responses, misses, and reaction times). 
 
Studies IV-V. The stimuli were sinusoidal tones (duration 200 ms, including 10-ms rise and 
fall times) with a frequency of 220, 440 or 880 Hz. They were presented binaurally through 
plastic tubes and earpieces. Left (L) and right (R) locations were simulated by both an 
interaural intensity difference of 13 dB and an interaural time difference of 500 µs. For the L 
and R sounds, the intensity in the ipsilateral side was 75 dB SPL and was attenuated in the 
contralateral side. The middle (M) location was simulated by binaural presentation of 
symmetrical tones. For the M sound, the intensity in both channels was attenuated by 5 dB. 
Furthermore, the subjective loudness of the sounds was adjusted by attenuating the intensity 
bilaterally by 3 dB for the sounds with the frequency of 440 Hz and by 6 dB for 880 Hz. 
Similar blocks of stimuli were used in both the location and pitch tasks: 3 frequencies and 3 
locations were mixed in a pseudorandom order, providing 9 possible combinations of stimulus 
attributes. The tasks differed from each other only with respect to the instruction to attend 
either to the sound frequency or its spatial location, irrespective of another attribute. The delivery 
of the stimuli was controlled by a computer program (Presentation 0.31, Neurobehavioral 
Systems, Inc., San Francisco, USA), which also collected the behavioral data (correct and 
incorrect responses, and reaction times). 
 
4.3. Tasks 
 
The hypothesis of the dissociation between spatial and nonspatial auditory information 
processing was tested using several working memory paradigms.  
 
Study I. In the first study location and pitch n-back tasks with two load levels (1-back and 
2-back) were used.  Task-irrelevant auditory distraction was presented in part of the experimental 
blocks in the middle of the delay (Fig. 4.3.1).  In the 1-back tasks, the subjects were instructed to 
compare each task-relevant stimulus in the sequence with the previous one and to press the left 
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button with the index finger whenever the tone had the same frequency (pitch task) or occurred in 
the same location (location task) as the previous one (match trials, 33%). If the sounds did not 
match in respect to attended attribute, the subjects were to press the right button with the middle 
finger (non-match trials). In the 2-back tasks, subjects had to compare each stimulus in the 
sequence with the stimulus presented two trials back. 
           

         
 
Fig. 4.3.1. Illustration of the 1- and 2-back location and pitch tasks. The height of the bar represents the pitch of the 
tone (1000, 2250 or 3375 Hz). L = left, M = middle and R = right presentation locations. Triangles indicate match 
trials and arrows the time intervals in seconds.  
 
Study II. In the second study location and pitch n-back tasks with two load levels (1-back and 
3-back) were employed (Fig. 4.3.2). In the 1-back task, the subject pressed the left button 
whenever the stimulus occurred in the same location (location task) or had the same pitch 
(pitch task) as the previous stimulus, and in the 3-back task whenever it was in the same 
location or had the same pitch as the stimulus presented three trials back (match trials, 33%). 
In non-match condition the subject was instructed to press the right button. 
 

         
 
Fig. 4.3.2. Illustration of the 1- and 3-back location and pitch tasks. All explanations as in Fig. 4.3.1. 
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Study III. Location and pitch delayed matching-to-sample tasks were used in the third study. 
The trials started when a fixation cross appeared on a screen (Fig. 4.3.3). After a fixation time 
of 1 s, a cue with a frequency of 1000 or 1500 Hz was presented in one of the two locations (L 
or R). At the end of the delay period of 1.9 s, a probe stimulus was presented which was 
equiprobably either 1000 Hz L, 1000 Hz R, 1500 Hz L or 1500 Hz R. The subjects were 
instructed to press the left button of a response pad with the right index finger if the stimulus 
was of the same frequency as the cue in the pitch task or in the same location as the cue in the 
location task (match condition). In the non-match condition the subjects were instructed to 
press the right button with the right middle finger. Match and non-match trials were presented 
with an equal probability in a random order. The subjects were instructed to respond as fast 
and as accurately as possible and to continue visual fixation until the fixation cross was turned 
off 2 s after the onset of the second stimulus. The intertrial interval (rest) was of 2 s. 

              
 
Fig. 4.3.3. Illustrations of the behavioral tasks and experimental design. The height of the bar represents the 
frequency of the tone (1000 or 1500 Hz). + = fixation cross, vertical arrows indicate time points when the fixation 
cross turns on (up) and off (down). Motor response (button pressing) is symbolized with a computer mouse. All other 
explanations as in Fig. 4.3.1. 
 
Studies IV-V. For the fourth and fifth studies a new behavioral paradigm was designed, 
which combines features of the n-back and delayed matching-to-sample tasks (Fig. 4.3.4). 
One trial consists of 6 stimuli: the first three are memory cues, and the last three are probes. 
Subjects had to compare the first stimulus with the 4th, the second with the 5th and the third 
with the last one, and to decide whether it was the same or different in respect to attended 
sound attribute. As an n-back task, this design enables variation of the memory load in a 
parametric manner; as a matching to sample task – separation of “cue” and “probe” 
conditions, providing recording of memory-related responses that are not biased by a motor-
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related activity, and, differing from Sternberg's paradigm, it enables a high behavioral control 
of task performance. The trials started when a fixation cross appeared on the screen. After a 
fixation time of 1 s, the first cue was presented. The time between the onsets of successive 
stimuli within one trial was 2 sec. Motor responses were required only for the probes. The 
subjects were instructed to press the left button of a response pad if the probe stimulus was of 
the same frequency as the cue in the pitch task or in the same location as the cue in the 
location task (match condition). In the non-match condition, the subjects were instructed to 
press the right button. Matching and non-matching probes were presented with an equal 
probability in a random order. The subjects were instructed to respond as fast and as 
accurately as possible and to continue visual fixation until the fixation cross was turned off 2 s 
after the onset of the last stimulus of the trial. The intertrial interval (rest) lasted 2 s. 

      
 
Fig. 4.3.4. Illustrations of the behavioral tasks and experimental design. The height of the bar represents the 
frequency of the tone (220, 440 or 880 Hz). All other explanations as in Fig. 4.3.1. and 4.3.3. 
 
4.4. Data collection and analysis 
 
Study I. The behavioral data (correct and incorrect responses including false alarms and misses, 
and reaction times) were collected by Neuroscan hardware and Respwin software. Two-way 
analysis of variance for repeated measures (2-ANOVAs, BMDP program package) was used to 
test the main effects of Task (location vs. pitch), Load and Condition (normal, location and pitch 
distraction) on the number of incorrect responses, reaction times of correct responses and 
subjective difficulty level. If the ANOVA gave a significant main effect (p<0.05), the further 
analyses were performed using Wilcoxon nonparametric (accuracy data, difficulty level) or 
Student's parametric t-tests (reaction time data). 
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Study II. Electroencephalogram (EEG) was recorded with Ag-AgCl cup electrodes according 
to the international 10-20 system from 21 positions on the scalp. In all electrophysiological 
studies (II-V) the reference electrode was placed on the nose and the ground electrode on the 
left cheek; in addition, vertical and horizontal electrooculograms (EOG) were recorded. In 
study II, electrical activity was amplified (1000 x) with DC amplifiers, low pass filtered at 100 
Hz, and digitised with Neuro Scan system (sampling frequency 500 Hz). ERPs were obtained 
by averaging EEG epochs recorded over a period of 3000 ms starting 200 ms before each 
stimulus. EEG epochs containing errors and excessive eye-movements or blinks were 
discarded from the averaging. The magnitude of the slow potentials during the delay period 
was measured as the mean amplitude over three fixed time windows: 700-1400 ms (early 
phase), 1400-2100 ms (middle phase), and 2100-2800 ms (late phase) after stimulus onset. 
Analyses of variance for repeated measures (ANOVAs, BMDP program package) were used 
to test the main effects of Task, Load, and Electrode Matrix (frontal vs. parieto-occipital) on 
slow potentials. The behavioral data were analyzed using 2-way ANOVA with factors been 
Task and Load. 
 
Study III. The magnetoencephalogram (MEG) was recorded in a magnetically shielded room 
with a 122-channel whole-head magnetometer (Neuromag Ltd., Helsinki). The 
electroencephalogram (EEG) was simultaneously recorded with a 64 Ag/AgCl-electrode cap. 
The analog recording passband was 0.03−100 Hz, the sampling rate was 300 Hz. Epochs 
containing artifacts or incorrect responses were automatically rejected from the analysis. For 
both location and pitch tasks, three different conditions were analyzed: memory, match and 
non-match. The averaged responses (epoch from 200 ms before to 1500 ms after the cue) were 
digitally filtered with a passband of 1−30 Hz.  
The amplitudes of the electrical ERP components were determined within sets of nine 
electrodes chosen according to the spatial distribution of each component (Fig. 5.5, A). A 
fronto-central set was used for the N1 component, a central set for P2, a frontal set for N2, and 
a parietal set for P3. The amplitudes of the ERP components were determined at the latency of 
the peak amplitude of the representative electrode site (at the center of the set) individually for 
each subject from each electrode site of the given set. The N1 component was determined as 
the most negative peak within the 80–130-ms time window, P2 as the most positive peak 
within the 140–260-ms window, N2 as the most negative deflection following P2 within the 
170–350-ms window, and P3 as the most prominent positive peak within the 250–450-ms 
window. Peak latencies of the N1 component, which was the focus of interest in this study, 
were analyzed for each electrode site included in the fronto-central set. Statistical analysis of 
the peak latencies of other ERP components was performed for the representative electrode 
sites.  
MEG dipole modeling was performed with Neuromag software using a standard spherical 
head model (origin at x = 0, y = 0, z = 45 mm). The coordinates of N1m sources were 
determined within a 70–120-ms time window using a 2-dipole model (one dipole for each 
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hemisphere). Peak latencies and equivalent current dipole (ECD) amplitudes as well as the 
goodness of fit were determined from the time-course curves of the sources. 
For all statistical comparisons of the MEG and EEG data, a 3-way analysis of variance 
(ANOVA) for repeated measures was applied, with the factors being Task, Condition and 
Electrode (for the electric N1, 9 sites) or Hemisphere (for the N1m, left vs. right). Post hoc 
analyses were performed using the Newman–Keuls test. Statistical analysis of the behavioral 
data was performed using the paired nonparametric Wilcoxon’s signed-ranks test (accuracy 
and subjective difficulty level) and the paired parametric t-test (reaction times). The 
Greenhouse–Geisser correction was always used for factors with more than two levels. 
 
Studies IV-V. The magnetoencephalogram (MEG) was recorded in a magnetically shielded 
room with a 306-channel whole-head magnetometer VectorView (Neuromag OY, Finland). 
The electroencephalogram (EEG) was simultaneously recorded with a 60-channel Ag/AgCl-
electrode cap. The analog recording passband was 0.03−100 Hz and the sampling rate 600 Hz. 
Epochs starting 100 ms before and ending 1500 ms after the auditory stimulus onset were 
averaged online. The epochs containing artifacts or incorrect responses were automatically 
rejected from the analysis. In Study IV, in order to estimate task-related differences as a 
function of memory load, ERPs to the memory cues in the three consecutive epochs were 
analyzed for both location and pitch tasks: cue I (corresponding to the processing of one item 
in working memory), cue II (corresponding to the processing of two items), and cue III 
(processing of three items). In study V responses to probes were analyzed separately in match 
and non-match conditions for both location and pitch tasks.  
 
Responses to memory cues (Study IV). The ERP components were analyzed after digital 
filtering with a passband of 0.5−20 Hz. Their amplitudes were determined within sets of nine 
electrodes (Fig. 4.4.1, A, B). A fronto-central electrode set was used for the N1 component, a 
central for P2, a frontal for N2, a centro-parietal for P3, and a parietal set for the positive slow 
wave (PSW). The amplitudes of the ERP components were determined as the mean 
amplitudes over a 30- (for the N1, P2 and N2) or 50-ms (for the P3) time window around the 
peak latency of the given component at the representative electrode site, individually for each 
subject from each electrode site of a given set. Statistical analysis of the peak latencies of all 
ERP components was performed for the representative electrode sites. The N1 component was 
determined as the most negative peak within the 70–120-ms time window, P2 as the most 
positive peak within the 140–260-ms window, N2 as the most negative deflection following 
the P2 within the 170–350-ms window, P3 as the most positive peak within the 230–450-ms 
window. The amplitude of the PSW was measured as the mean amplitude of the ERPs within 
the 450–650-ms window. Long-duration slow potentials, or late slow waves (LSW), were 
examined after low-pass filtering the averaged responses at 20 Hz. The magnitude of the slow 
waves during the three delay periods (cue I, II and III) was determined as the mean amplitude 
of the ERP over a time window of 500–1500 ms. This analysis was performed within arrays of 
15 frontal and 14 parietal electrodes where the delay-related slow activity was most prominent 
(Fig. 4.4.1, C). 
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Fig. 4.4.1. Arrays of electrodes for the analysis of ERP components. (A) The 9-electrode sets: frontal (for N2), 
central (for P2) and parietal (for PSW). (B) Fronto-central (for N1) and centro-parietal (for P3) 9-electrode sets. Filled 
circles indicate representative sites. (C) The frontal and parietal matrices for the analysis of LSW. 
 
MEG dipole modeling was performed with Neuromag software using a spherical head model. 
The origin of the spherical model was determined individually for each subject on the basis of 
his/her anatomical MRI by fitting a sphere to the curvature of the outer surface of the brain in 
temporal and centro-parietal cortical areas. Averaged MEG signals were digitally filtered with 
a passband of 1 – 30 Hz. The MEG data of two subjects were excluded from the analysis 
because of excessive noise in the recording. The coordinates of the N1m sources were 
determined within a 30-ms time window using a 2-dipole model. Peak latencies and ECD 
amplitudes were determined from the time-course curves of the sources. Anatomical MRIs 
with 1-mm isotropic voxels were acquired with a Siemens Vision 1.5-tesla system (Erlangen, 
Germany) using a T1-weighted three-dimensional MPRAGE sequence.  
For statistical comparisons of the EEG and MEG data, a 2- or 3-way ANOVA was applied. 
The amplitudes and latencies of the transient ERP components were analyzed with the factors 
being Task, Condition (cue I - III) and Electrode (for the ERP amplitudes, 9 sites) or 
Hemisphere (for the N1m, left vs. right). The magnitudes of the LSW were analyzed with a 3-
way ANOVA with the factors of Task, Condition and Electrode (14 or 15 sites). Post-hoc 
analyses were performed using the Newman–Keuls test. 
 
Responses to probes (Study V). The amplitudes of the ERPs to probes were determined within 
a set of 15 electrodes centering on the parietal midline electrode (Pz) (Fig. 4.4.2). The 
amplitudes of the ERP components were determined as the mean amplitudes over a 50-ms 
time window around the peak latency at the Pz electrode site. Statistical analysis of the peak 
latencies of ERP components was performed for the Pz electrode site. The P3 component was 
determined as the most positive peak within the 250−450-ms time window, and the PSW as 
the most positive peak within the 430−700-ms window following the P3. For statistical 
comparison of the latencies of the two ERP components, a 2-way ANOVA with factors Task 
and Condition (match vs. non-match) was applied. The amplitudes of the ERP components 
were analyzed using a 3-way ANOVA with the factors being Task, Condition and Electrode 
(15 sites). 
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Fig. 4.4.2. The 15-electrode set for the analysis of the P3 and PSW. 
 
Source configurations underlying the MEG data sets were modeled using the minimum-
current estimate (MCE) algorithm (Uutela et al., 1999). MCEs for all experimental conditions 
were calculated separately for each individual subject. Averaged responses were preliminarily 
filtered with a 20-Hz low-pass digital filter. Detrended baseline was set at an 800 – 1000-ms 
time interval in order to eliminate low-frequency noise. Computations were performed for 
each time sample starting from 100 ms before and up to 1000 ms after the stimulus onset 
using the spherically symmetric conductor model with the origin determined individually for 
each subject on the basis of his/her anatomical MRI. The brain volumes with the highest 
current amplitudes within the region of interest were selected manually. Their extent and 
coordinates of their center were adjusted automatically to the maximal activity. The time 
courses of the activity within the selected areas were automatically calculated as a spatially 
weighted average of the estimate with the maximal weight at the center of the volume. Two 
consecutive 150-ms integration windows, chosen individually based on the global field power 
plots, were used for the analysis of both slow responses, the P3 and PSW. The same windows 
were always used for all conditions within the individual data set. For the statistical analysis, 
the averaged amplitudes across the 150-ms time windows were compared between the tasks, 
the probe types (match vs. non-match), hemispheres, and the two components (P3 vs. PSW). 
The source locations were transformed to the ICBM 152 standard coordinate space.  
Statistical analysis of the behavioral data (accuracy and subjective difficulty level) was 
performed using the paired nonparametric Wilcoxon’s signed-ranks test. Reaction times were 
analyzed using a 2-way ANOVA with the factors being Task and Probe Type. Post-hoc 
analyses were performed using the Newman–Keuls test. 
 
In all studies, after the experiment, the subjects were asked to fill a questionnaire and indicate, on 
a five-point scale, the subjective difficulty level of the tasks (1 = very easy, 2 = easy, 3 = 
intermediate, 4 = difficult and 5 = very difficult). They also described the strategies they had used 
during task performance by choosing the most appropriate definition from a list of five 
alternatives (“auditory rehearsal”, “verbal”, “visual imagery”, “somato-sensory imagery” and “no 
certain strategy”). 
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4.5. Summary of methods 
 
 
Study Sub- 

jects 
Paradigm Stimuli Localiz. 

cue 
Method Response 

of interest 
I 12 Loc & Pitch,  

1-back & 2-back 
Same for both tasks: 
3 freq. (1000, 2250, 3375 Hz) 
& 3 loc. (L, M, R) 

IID 
(17 dB) 

Behavioral  Behavioral 

II 11 Loc & Pitch,  
1-back & 3-back 

Loc: L, M, R (2250 Hz) 
Pitch: 1000, 2250, 3375 Hz 
(M) 

IID 
(17 dB) 

EEG (21 site) Late slow waves 

III 11 Loc & Pitch 
DMTS 

Same for both tasks: 
2 freq. (1000, 1500 Hz)   
& 2 loc. (L, R) 

IID 
(17 dB) 

EEG (64 sites) 
MEG (122 ch.) 

N1 / N1m 

IV 19 Transient and 
slow components 

V 19  

Loc & Pitch 
3-back/DMTS 

Same for both tasks: 
3 freq. (220, 440, 880 Hz)   
& 3 loc. (L, M, R) 

IID 
(13 dB) 
+ ITD 
(500 µs) 

EEG (60 sites) 
MEG (306 ch.) 
T1-MRI  

P3 and PSW 

 
Table 1. Summary of methods. 
L – left; M – middle; R – right; IID – interaural intensity difference; ITD – interaural time difference DMTS 
– delayed matching-to-sample. 



5. RESULTS 
 
Study I. Effect of selective interference on auditory working memory processing 
 
Effect of load. Memory load had a significant main effect on accuracy of task performance 
(F(1,11) = 11.48, p<0.05), reaction times (F(1,11) = 16.25, p<0.005) and subjective difficulty 
level (F(1,11) = 40.26, p<0.005). Subjects made significantly more incorrect responses and had 
longer reaction times (RTs) in the 2-back than in the 1-back tasks which were also evaluated as 
more difficult (Fig. 5.1, A, B, C). 
General effect of distraction. In 1-back tasks subjects made more incorrect responses in the 
distraction than normal conditions (F(2,22) = 9.03, p < 0.05), while in 2-back tasks distracters 
significantly shortened reaction times (F(2,22) = 7.33, p < 0.05). At both memory loads, 
distraction conditions were considered more difficult than the corresponding normal conditions 
(F(2,22) = 34.40, p < 0.005 for 1-back and F(2,22) = 100.33, p < 0.005 for 2-back) (Fig. 5.1, C). 
 

 
 
Fig. 5.1. The mean percentages of incorrect responses (A), the mean reaction times (B) and the mean subjective 
difficulty levels (C) in the 1-back (I) and 2 - back (II) location and pitch tasks. The vertical lines indicate standard 
errors of mean (SEM). LN = normal location task, LL = location task with location distracters, LP = location task 
with pitch distracters, PN = normal pitch task, PL = pitch task with location distracters, PP = pitch task with pitch 
distracters. The asterisks indicate the difference between the distraction and the corresponding normal condition, and 
when above a bracket, between two distraction conditions. * p < 0.05, ** p < 0.005 
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Effect of task. The type of task did not affect significantly either task performance (RTs and 
accuracy) or subjective evaluation of task difficulty. The most important finding of Study I was a 
significant effect of task and condition interaction on the number of incorrect responses at the 
low memory load (F(2,22) = 8.69, p < 0.005). Both location and pitch 1-back task performances 
were selectively disrupted by the distracters qualitatively similar to the memoranda (p < 0.05 for 
the location and p < 0.005 for the pitch task respectively). Furthermore, there was a significant 
difference between the two distraction conditions in both tasks (p < 0.05) (Fig. 5.1, A). At the 
high memory load (2-back), interaction between task and condition significantly affected the 
RTs (F(2,22) = 3.55, p < 0.05). In the location but not in the pitch task, the RTs were longer in 
the location than pitch distraction condition (t(11) = 3.42, p < 0.05) (Fig. 5.1, B). 
In the 1-back pitch task, most of the subjects (n=9) reported having used an auditory rehearsal 
strategy, two had used a verbal, and one a visual strategy. In the 1-back location task, three 
subjects had used an auditory rehearsal strategy, three verbal, two visual, and four subjects a 
spatial strategy. In the 2-back pitch task, as in the 1-back task, most of the subjects (n=8) had 
used an auditory rehearsal strategy, two subjects a verbal, and two a visual strategy. In the 2-back 
location task, only one subject had used an auditory rehearsal strategy, three a verbal, three a 
visual, and the rest of subjects (n=5) a spatial strategy. 
 
Study II. Effect of memory load and auditory stimulus attribute on the cortical 
distribution of late slow waves 
 
Behavioral data. The number of incorrect responses was significantly affected by both 
memory load (F(1,10)=14.79, p < 0.005) and type of task (F(1,10)=10.27, p < 0.01). The 
interaction between the task and load was also significant (F(1,10)=15.94, p < 0.005). The 
subjects made more incorrect responses both in the location (p < 0.01) and pitch (p < 0.005) 
3-back tasks than in the corresponding 1-back tasks (Fig. 5.2). The 3-back pitch task induced 
more incorrect responses than the 3-back location task (p < 0.005) but the respective 
difference between the 1-back tasks was not significant.  

 
Fig. 5.2. The mean percentages of incorrect responses, the mean reaction times and the mean subjective difficulty 
levels in the 1- and 3 - back location and pitch tasks. The vertical lines indicate SEM. The asterisks indicate the 
difference between the high-load and the corresponding low-load condition, and when above a bracket, between two 
tasks, * p < 0.05, ** p < 0.005, *** p < 0.001 
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The RTs were affected by load (F(1,10)=42.01, p < 0.005) but not by task. The RTs were 
significantly longer both in the location (p < 0.005) and pitch (p < 0.005) 3-back tasks than in 
the corresponding 1-back tasks. Subjective evaluation of the difficulty level was dependent on 
memory load (F(1,10)=111.45, p < 0.001) but not type of task. Most of the subjects used a 
visual rehearsal strategy both in the pitch (n=6) and location (n=7) tasks. The rest of the 
subjects verbalized the stimuli, used an auditory rehearsal strategy, or reported that they had 
used no particular strategy during the task performance. 
 
Late slow waves. Mnemonic load but not type of task (Fig. 5.3) had a significant main effect 
on the amplitude of the slow potential at the early phase (700-1400 ms) of the delay 
(F(1,10)=6.06, p < 0.05). The post-hoc test revealed that this difference was significant over 
the parietal-occipital matrix (p < 0.05) while in the frontal matrix there was no significant 
effect of load on the amplitude of slow potentials at any phase of the delay. 
 

 
Fig. 5.3. The effect of memory load on the amplitude of LSW. (A) Superimposed grand-averaged waveforms 
recorded during low- and high-load conditions of location (left column) and pitch (right column) tasks at FPz (upper 
row) and Pz (lower row) recording sites. (B) Superimposed grand-averaged waveforms recorded during location and 
pitch tasks at FPz (upper row) and Pz (lower row) recording sites across the two memory loads. Light colours = 1-
back task, dark colours = 3-back. Blue colour scale = Location task, red colour scale = Pitch task. 
 
Study III. Effect of the auditory stimulus attribute on the electric and magnetic 
counterparts of the auditory N1 
 
Behavioral data. Analysis of the behavioral data revealed a significant difference in reaction 
times (RTs) between the location and pitch tasks (Fig. 5.4): the subjects responded 
significantly faster during location task performance (p < 0.01). The RTs were 639 ± 70 ms 
(mean ± standard error of mean, SEM) for the location task and 685 ± 72 ms for the pitch 
task. However, there was no significant difference in the task performance accuracy during 
location and pitch tasks. The percentage of incorrect responses was 3.3 ± 1.2 for the location 
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task and 3.9 ± 2.0 for the pitch task. There was no significant difference between the 
evaluations of the subjective difficulty level of the tasks. The score was 1.8 ± 0.2 for the 
location and 2.0 ± 0.2 for the pitch task, corresponding to the "easy" level of difficulty. In the 
pitch task, 9 out of the 11subjects reported having used an auditory rehearsal strategy, one used 
visual imagery and one reported having used no any particular strategy. In the location task, 7 
subjects used an auditory rehearsal strategy, one a visual, one a somato-sensory, and one a verbal 
strategy; one subject reported not having used any strategy. 

              
Fig. 5.4. The mean percentages of incorrect responses, the mean reaction times, and the mean subjective difficulty 
levels in the location and pitch tasks. The vertical lines indicate SEM, ** p < 0.01 
 
EEG data. In both tasks, tones elicited clear ERPs containing N1, P2, N2 and P3 components 
(Fig. 5.5, B) with typical scalp distributions: fronto-central for N1, central for P2, frontal for 
N2 and parietal for P3. The peak latencies and amplitudes of these components at the 
representative sites, where the components were maximal, are given in Table 5.1.  
 

Peak latencies of ERP components: The type of task had a significant main effect on the peak 
latency of N1 (F(1,10)=6.50, p < 0.05). Task and condition interaction was also significant 
(F(2,20)=4.44, p < 0.05). In the match condition the N1 latency was shorter in the location 
than pitch task (p < 0.05). This difference was significant at five out of the nine electrodes of 
the analyzed fronto-central set. The latency of the P2 component was significantly affected by 
the condition (F(2,18)=4.97, p < 0.05). In the match condition it was shorter than in both 
memory and non-match conditions (p < 0.05). Condition had also a significant effect on the 
latency of the N2 component (F(2,18)=15.45, p < 0.001): it was longest in the memory and 
shortest in the match condition. 
 

Amplitudes of ERP components: Neither task nor condition had a significant effect on the 
amplitude of N1. Condition had a significant effect on the amplitude of P2 (F(2,18)=4.67, 
p < 0.05), which was significantly reduced in the match condition compared with the memory 
and non-match conditions (p < 0.05). The amplitude of the P2 was also significantly affected 
by the task and condition interaction (F(2,18)=8.38, p < 0.01): in the non-match condition it 
was higher during location than pitch task performance. The amplitude of the P3 component 
was significantly affected by condition (F(2,18)=15.77, p < 0.001): in the match condition it 
was higher than in memory (p < 0.001) and non-match (p < 0.05) conditions. 
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Latency (ms)  Amplitude (µV) Compo-
nent 

Site Task 

Memory Match Non-match Memory Match Non-match 

Location      93 ± 2  91 ± 3       95 ± 3 − 6.0 ± 0.7 − 5.9 ± 0.6 − 5.6 ± 0.5 N1 FCz 
Pitch      95 ± 2  98 ± 3       95 ± 2  − 6.2 ± 0.7 − 5.8 ± 0.6 − 5.9 ± 0.6 

Location    193 ± 11     167 ± 9     187 ± 9     5.0 ± 0.4    3.2 ± 0.8    6.0 ± 0.7 P2 Cz 
Pitch    198 ± 10     173 ± 8     189 ± 8     4.4 ± 0.5    3.8 ± 0.8    4.5 ± 0.5 

Location    293 ± 9     226 ± 16     254 ± 11 − 0.4 ± 0.3 − 1.1 ± 0.5    0.1 ± 0.4 N2 Fz 
Pitch    287 ± 11     239 ± 12     259 ± 11  − 0.7 ± 0.3 − 1.0 ± 0.5 − 0.7 ± 0.5 

Location    312 ± 13     341 ± 8     332 ± 13    3.4 ± 0.4    7.0 ± 0.7    5.9 ± 0.8 P3 Pz 
Pitch    323 ± 16     341 ± 7     334 ± 14    3.1 ± 0.3    6.7 ± 0.7    5.1 ± 0.7 

 
Table 5.1. Mean peak latencies and amplitudes (± standard error of the mean, SEM) of the electric components 
of auditory ERPs elicited during location and pitch task performance.  
 
 
 

                
 
Fig. 5.5. (A) The 9-electrode sets for the analysis of ERP components: frontal (for N2), fronto-central (for N1), 
central (for P2) and parietal (for P3). Filled circles indicate representative sites. (B) Grand-averaged waveforms 
recorded at the fronto-central electrode site (FCz) during memory (MEM), match (M) and non-match (NM) 
conditions of the location (grey line) and pitch (black line) task performance. (C) The effect of condition on the 
amplitude of the N1m component during location and pitch task performance. The vertical lines indicate SEM, 
* = p < 0.05, ** = p < 0.01, *** = p < 0.001 
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MEG data. The N1m ECDs were reliably determined for all subjects in all experimental 
conditions. The mean goodness of fit was quite stable across experimental conditions, varying 
from 88 ± 2% to 93 ± 2% (Table 5.2). 
 

Left hemisphere Right hemisphere Task Condition 
Latency 

(ms) 
Amplitude 

(nAm) 
Goodness 
of fit (%) 

Latency 
(ms) 

Amplitude 
(nAm) 

Goodness 
of fit (%) 

Memory 98 ± 3  57 ± 8 92 ± 1 93 ± 2 57 ± 8 92 ± 2 
Match      96 ± 4 50 ± 9 90 ± 2 92 ± 3 56 ± 9 91 ± 2 

 Location 

Non-Match 103 ± 3 48 ± 8 88 ± 2 92 ± 2 43 ± 8 90 ± 2 
Memory 97 ± 3 57 ± 8 93 ± 2 94 ± 2 58 ± 8 93 ± 1 
Match 102 ± 4 41 ± 8 89 ± 2 93 ± 2 41 ± 7 88 ± 2 

    Pitch 

Non-Match 103 ± 3 54 ± 10 90 ± 2 92 ± 3 50 ± 8 89 ± 1 
 
Table 5.2. Mean amplitudes, latencies and goodness of fit (± SEM) of the ECDs determined for the N1m 
component of the auditory ERPs elicited during location and pitch task performance. 
 
N1m latencies: Neither task nor condition had a significant main effect on the latency of the 
magnetic counterpart of N1 (N1m). However, similarly to the electric N1 latency, the latency 
of N1m also tended to be affected by task in the match condition. The mean latency of the 
N1m in the left hemisphere was 6 ms shorter in the location than pitch task (Table 5.2), which 
was comparable with the task-related N1-latency difference found in the match condition at 
the fronto-central electrode site. The N1m latency was significantly affected by hemisphere 
(F(1,10)=8.56, p < 0.05). It was shorter in the right than left hemisphere in all experimental 
conditions. 
 

N1m amplitudes: Distributions of the N1m amplitudes across experimental conditions are 
shown in Fig. 5.5, C. As the figure clearly shows, the amplitude of the N1m was significantly 
affected by the experimental condition (F(2,20)=6.27, p < 0.05). In both location and pitch 
tasks, the ECD amplitudes were maximal in the memory condition in both hemispheres. Task 
and condition interaction also produced a significant effect on the N1m amplitude 
(F(2,20)=15.26, P < 0.001). Task-related differences between ECD amplitudes were obtained 
in the match and non-match conditions. In the match condition, the ECD amplitude was 
significantly larger during location than pitch task performance in the left (p < 0.01) and right 
(p < 0.001) hemispheres. In the non-match condition, the ECD amplitudes in both 
hemispheres were significantly higher during pitch than location task performance (p < 0.05, 
left hemisphere, and p < 0.01, right hemisphere). In the location task, the ECD amplitude was 
highest in the memory condition and lowest in the non-match condition. In the pitch task, 
however, the highest amplitude of the N1m was also observed in the memory condition, while 
the lowest – in the match condition (level of statistical significance for the N1m amplitude 
differences between experimental conditions is shown in the figure). 
 

N1m source coordinates: Analysis of the ECD coordinates revealed a significant effect of the 
task and condition interaction on the location of the N1m generator along the x axis 
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(F(2,20)=9.01, p < 0.01). Mean coordinate values and their standard errors are given in Table 
5.3. The source of the N1m determined in the match condition of the location task in the right 
hemisphere was situated significantly medially to the sources of the N1m components elicited 
in all other experimental conditions (p < 0.05). In the match condition, the N1m ECD in the 
location task was located medially to the corresponding N1m ECD in the pitch task in all 11 
subjects.  
  

Left hemisphere Right hemisphere Task Condition 
x y z x y z 

Memory − 46 ± 2  4 ± 3 58 ± 3 47 ± 2 13 ± 3 59 ± 3 
Match − 45 ± 2 4 ± 4 59 ± 3 44 ± 2 13 ± 3 60 ± 3 

 Location 

Non-Match − 47 ± 2 3 ± 4 61 ± 3 49 ± 3 13 ± 3 61 ± 3 
Memory − 46 ± 2 3 ± 4 57 ± 3 49 ± 2 12 ± 3 57 ± 3 
Match − 48 ± 2 3 ± 4 61 ± 3 49 ± 2 12 ± 3 59 ± 3 

    Pitch 

Non-Match − 46 ± 3 5 ± 3 60 ± 2 47 ± 2 13 ± 3 58 ± 3 
 

Table 5.3. Mean coordinate values (mm, ± SEM) for the locations of the ECDs determined for the N1m 
component of the auditory ERPs elicited during location and pitch task performance. 
 
There was a similar tendency in the differences between the x-coordinates of the ECDs 
determined in the left hemisphere. The ECD location was also significantly affected by 
hemisphere along the y axis (F(1,10)=11.31, p < 0.01). In the right hemisphere, ECDs were 
significantly anterior to the corresponding ECDs in the left hemisphere in all experimental 
conditions (p < 0.001) (Fig. 5.6).  

                               
 
Fig. 5.6. Averaged locations of the ECDs, determined for the N1m in each experimental condition during 
location and pitch task performance (projection on the horizontal plane).  = memory,  = match and ∆ = non-
match conditions of the location (grey) and pitch (black) tasks. 
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Studies IV-V. Effect of memory load on electric and magnetic counterparts of auditory 
evoked responses recorded during spatial and nonspatial task performance 
 
Behavioral data. Analysis of the behavioral data revealed no task-related differences either in 
the task performance or in the subjective evaluation of task difficulty (Fig. 5.7).  Despite the 
rather complicated design, all 19 subjects managed to perform the task. The mean percentage 
of incorrect responses was 9.6 ± 1.7 (the mean ± standard error of mean, SEM) for the 
location task and 10.2 ± 2.2 for the pitch task. The subjective difficulty level of both tasks was 
almost the same: 2.9 ± 0.2 for the location and 3.1 ± 0.2 for the pitch task, corresponding to 
the intermediate level. Reaction times did not differ significantly between the tasks but were 
significantly affected by the probe type. The reaction times in the match condition of both 
tasks were shorter than in the non-match condition (p < 0.001): 748 ± 46 ms. vs. 859 ± 47 ms. 
for the location task and 720 ± 39 vs. 818 ± 41 ms. for the pitch task. In the pitch task, seven 
subjects reported using an auditory rehearsal strategy, seven used a verbal strategy, three used 
visual and two somatosensory imagery. In the location task, only one subject reported using 
an auditory rehearsal strategy, nine used a verbal, five visual and four somatosensory 
imagery. 

 

                               
Fig. 5.7. Mean percentages of incorrect responses, mean reaction times and mean subjective difficulty levels 
obtained during the location and pitch tasks. The vertical lines indicate SEM, *** = p < 0.001. 
 
Responses to memory cues (Study IV) 
 
EEG data. Averaged auditory ERPs, recorded in both location and pitch tasks, contained N1, 
P2, N2 and P3 components, a parietal positive slow wave (PSW), and a late slow wave 
(LSW). The type of task affected the amplitude of the auditory ERPs at the latency of the N2 
component, around 400 ms, and at the latency of the PSW. The magnitude of the LSW was 
affected by condition but not task. The peak latencies and amplitudes of the ERP components 
at the representative sites are given in Table 5.4. 
Experimental condition significantly affected the peak latency of the N1 component 
(F(2,36)=10.99, p < 0.001): in cue I condition it was longer than in all other conditions. The 
amplitude of the N1 component was not affected either by task or condition. 
The type of task had a significant main effect on the amplitude of the N2 component 
(F(1,18)=5.47, p < 0.05): in the pitch task it was higher than in the location task. Condition 
had a significant effect on the latency of the N2 component (F(2,36)=9.50, p < 0.01). In cue I 
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condition it was longer than in cue II and cue III conditions (p < 0.01). Condition also affected 
the amplitude of the N2 component (F(2,36)=3.96, p < 0.05). In cue I condition it was higher 
than in cue II and cue III conditions (p < 0.05).     
Neither task nor condition affected the latency of the P3 component, but its amplitude was 
significantly affected by condition (F(2,36)=29.25, p < 0.001). There was a gradual increase 
in the amplitude of the P3 from cue I to cue III condition (p < 0.001 for all changes).  
 

Latency (ms)  Amplitude (µV) ERP 
component 

Site Task 
Cue I Cue II Cue III Cue I Cue II Cue III 

Loc.      98 ± 2  95 ± 3       94 ± 3 − 6.8 ± 0.8 − 6.7 ± 0.6 − 6.8 ± 0.6N1 FCz 
Pit.      98 ± 2  95 ± 3       95 ± 2  − 6.4 ± 0.7 − 6.3 ± 0.6 − 6.7 ± 0.6
Loc.    188 ± 5     186 ± 5     184 ± 5     5.1 ± 0.6    5.6 ± 0.6    5.8 ± 0.5 P2 Cz 
Pit.    191 ± 4     184 ± 4     183 ± 4     5.5 ± 0.6    5.2 ± 0.6    5.3 ± 0.5 
Loc.    286 ± 8     270 ± 7     262 ± 8 − 1.1 ± 0.7 0.3 ± 0.5    0.2 ± 0.6 N2 Fz 
Pit.    282 ± 7     270 ± 6     263 ± 7  − 1.6 ± 0.8 − 0.7 ± 0.5 − 0.5 ± 0.5
Loc.    359 ± 12     348 ± 11     345 ± 11    3.6 ± 0.6    5.0 ± 0.5    6.7 ± 0.6 P3 CPz 
Pit.    359 ± 14     335 ± 8     335 ± 8    2.6 ± 0.6    4.6 ± 0.4    6.0 ± 0.5 
Loc.    408 ± 6     409 ± 8     405 ± 6    1.1 ± 0.7    2.5 ± 0.5    3.4 ± 0.6 400 ms Cz 
Pit.    414 ± 5     411 ± 5     413 ± 5 -0.4 ± 0.6    1.0 ± 0.6    1.9 ± 0.7 

 
Table 5.4. Mean peak latencies and amplitudes (± SEM) of the ERP components elicited during location and 
pitch task performance at representative sites. 
 
The most prominent amplitude difference between the ERPs recorded during the two tasks 
was observed at the latency of about 400 ms in all cue conditions (Fig. 5.8, A) at the central – 
centro-parietal recording sites (Fig 5.8, D). This finding led us to further analyze the negative-
going deflection of the ERPs separating the P3 component and PSW. This deflection was 
analyzed within a time window of 330–480 ms (amplitude integration 30 ms around the peak) 
in the central 9-electrode set. The amplitude of this peak was significantly affected by the type 
of task (F(1,18)=16.8, p < 0.001), being more negative during the pitch than location task. Its 
latency, however, was not affected either by task or condition. 
The mean amplitude of the PSW measured between 450 and 650 ms over the parietal 
electrode sites was significantly affected by condition (F(2,36)=32.26, p < 0.001). It increased 
gradually with the memory load (p < 0.001 for all changes) (Fig. 5.8, B). Furthermore, there 
was an effect of task and condition interaction on the amplitude of the PSW (F(2.36)=4.01, p 
< 0.05). A significant task-related difference was found in cue I condition only: the amplitude 
of the PSW was higher in the location than pitch task (p < 0.001) (Fig. 5.8, C). The amplitude 
maximum of this task-related difference was over the parietal – parieto-occipital sites (Fig. 
5.8, D). 
Thus, significant task-related amplitude differences in the auditory ERPs occurring at the time 
range of the N2 component and at the latency of about 400 ms did not vary as a function of 
memory load. However, the amplitude difference at the latency of the PSW was load-
dependent: it decreased with increasing number of items to be retained. 
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Fig. 5.8. (A) Grand-averaged waveforms recorded at the Cz electrode site during three cue conditions of location 
(blue) and pitch (red) tasks. Black lines represent difference waves (Pitch minus Location). (B) Spatial distribution 
of mean amplitudes of the PSWs recorded during the three cue conditions of location (Loc) and pitch (Pit) tasks 
averaged within 450-650 ms time window; A – anterior, P – posterior. (C) The mean amplitudes of the PSWs 
obtained during the three cue conditions of location (blue bars) and pitch task (red bars). The vertical lines 
indicate SEM, *** = p < 0.001. (D) Superimposed grand-average difference waves (Pitch minus Location) 
obtained in the three cue conditions at midline recording sites. Negativity is plotted upwards. Arrows indicate 
deflections corresponding to task-related differences at the latency around 400 ms and during the PSW. 
 
The amplitudes of the LSW were significantly affected by the memory load in both frontal 
(F(2,36)=5.43, p < 0.05) and parietal (F(2,36)=6.20, p < 0.01) arrays of electrodes (Fig. 5.9, 
A, D). In the frontal array, the mean amplitude of the slow waves was highest in cue I 
condition and differed significantly from the slow wave amplitudes in the other cue conditions 
(p < 0.05). Over parietal areas, the most prominent slow waves were recorded in cue III 
condition. Their magnitudes differed significantly from the magnitudes of the slow waves 
recorded in both cue I (p < 0.01) and cue II (p < 0.05) conditions (Fig. 5.9, C). Although the 
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amplitude of the slow waves increased gradually from cue I to cue III condition, this increase 
was not significant between cue I and cue II condition. The type of task did not affect the 
amplitudes of the LSW in either frontal or parietal arrays of channels (Fig. 5.9, B). 
 

             
 
Fig. 5.9. The effect of memory load on the amplitude of LSW. (A) Superimposed grand-averaged waveforms 
recorded during the three cue conditions of location (left column) and pitch (right column) tasks at Fpz (upper row) 
and Pz (lower row) recording sites. Lightest colours = Cue I, darkest colours = Cue III. Blue colour scale = Location 
task, red colour scale = Pitch task. (B) Superimposed grand-averaged waveforms recorded during location and pitch 
tasks at Fpz (upper row) and Pz (lower row) recording sites across the three cue conditions (from left to right 
column). Blue colour scale = Location task, red colour scale = Pitch task. (C) The mean amplitudes of the LSWs 
obtained during the three cue conditions within frontal (Front) and parietal (Par) electrode-arrays. The vertical 
lines indicate SEM, * = p < 0.05, ** = p < 0.01. (D) Spatial distribution of mean amplitudes of the LSWs recorded 
during the three cue conditions averaged within a 500-1500-ms time window. 
 
MEG data. The type of task affected both the latency and source location of the N1m 
component of the auditory responses. Bilateral equivalent current dipoles (ECDs) were 
determined for the N1m component with the mean value of the goodness of fit varying from 
88 ± 1% to 92 ± 1% (mean ± standard error of mean, SEM) between experimental conditions. 
The latency of the N1m component was shorter during the location than the pitch task 
performance (F(1,16)=8.42, p < 0.05). Condition had also a significant main effect on the 
N1m latency (F(2,32)=7.28, p < 0.01). In cue I condition it was significantly longer than in 
the other conditions. The N1m latency was also affected by the task and condition interaction 
(F(2,32)=6.40, p < 0.01). It was shorter in the location than pitch task across all cue 
conditions, but the task-related difference was statistically significant only in cue III condition 
(p < 0.001). The amplitude of the N1m was significantly affected by condition (F(2,32)=3.95, 
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p < 0.05). In cue I condition the N1m amplitude was higher than in the other conditions (p < 
0.05).  
When the ECDs were laid over the individual MR images, the location of the N1m generators 
were in the vicinity of the Heschl’s gyrus in all analyzed conditions. The coordinates of the 
ECDs were significantly affected by all main experimental factors: task (along z-axis, 
F(1,16)=5.35, p < 0.05), hemisphere (along y-axis, F(1,16)=13.54, p < 0.01) and condition 
(along x-axis, F(2,32)=5.84, p < 0.01). The generators of the N1m component were situated 
significantly more superiorly in the pitch than location task, more laterally in cue I than in the 
other conditions, and more frontally in the right than left hemisphere (Fig. 5.10, A, B).  
    

 
Fig. 5.10. Averaged locations of the ECDs determined for the N1m in the three cue conditions during Location 
(grey) and Pitch (black) task performance (projection on the coronal plane). (B) Data from an individual subject 
overlaid on his T1-weighted MR image. 
 
Responses to probes (Study V) 
 
EEG data. The P3 and PSW appeared as separate peaks in 16 out of 19 subjects in all 
experimental conditions. In three subjects, these components were completely merged at least 
in one condition, which made it impossible to include their data in the group statistics.  
The main finding from the EEG data was a prominent and differential effect of the probe type 
on the amplitudes of both the P3 and the PSW (component and condition interaction, 
F(1,15)=50.5, p < 0.001). The amplitude of the P3 was higher in the match than non-match 
condition (p < 0.01), while the PSW was higher in the non-match than match condition (p < 
0.001) (Fig. 5.11, A, B, C). However, the latencies of the P3 and PSW components did not 
depend on the probe type and were not significantly different in the match and non-match 
conditions. The type of task (location or pitch) did not affect the amplitudes or latencies of the 
slow positive components of the auditory evoked responses to probes.  
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As expected, the P3 and PSW amplitudes were significantly affected by the electrode site 
(F(14,210)=13.9 and F(14,210)=20.4 respectively, p < 0.001). There were slight differences in 
the scalp distributions of the P3 and PSW: the maximum values of the P3 amplitudes were 
obtained at the parietal electrodes while the amplitude maximum of the PSW was focused at 
the parieto-occipital electrodes. The late positive components were found to correlate with the 
behavioral data. The amplitudes of both the P3 and PSW correlated negatively with RTs, 
suggesting enhancement of the late positive components when the responses were faster. 
Pearson correlation coefficient was –0.67 (p < 0.001) for the P3 recorded at Pz site and –0.46 
(p < 0.001) for the PSW at POz site. The latency of the PSW correlated positively with RTs 
(Pearson correlation coefficient 0.39, p < 0.01), whereas there was no correlation between the 
P3 latency and the efficiency of task performance. 

             
 
Fig. 5.11. The effect of the probe type on the amplitude of the slow endogenous components. (A) Grand-averaged 
waveforms recorded at the Pz electrode site during match and non-match conditions. (B) Spatial distribution of the 
mean amplitudes of the P3 (280–380 ms) and PSW (480–580 ms) recorded during match and non-match 
conditions. (C) The mean amplitudes of the P3 and PSW within the analyzed electrode set. (D) Strength of 
magnetic field in the precuneal source. The vertical lines indicate standard errors of mean (SEM), * = p < 0.05, 
** = p < 0.01, *** = p < 0.001. 
 
MEG data. The minimum-current estimates suggested several areas as possible generators for 
the slow evoked responses: bilateral occipito-temporal (around the posterior part of the 
superior temporal sulcus (STS)), temporal (around the middle part of the STS) and parietal 
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(around the junction of the postcentral and intraparietal sulcus) cortices, and the precuneus 
(Table 1).  
Interhemispheric differences. A clear interhemispheric difference was observed in the parietal 
source which was active mainly in the left hemisphere (F(1,12)=16.6, p < 0.01). The 
amplitude of the temporal source was higher in the right hemisphere (F(1,12)=6.9, p < 0.05).  
Match versus non-match: effect of probe type. The Probe type significantly affected the 
amplitudes of the evoked responses in the parietal (F(1,12)=7.2, p < 0.05) and precuneal 
(F(1,13)=4.8, p < 0.05) sources: both exhibited higher activity in the match than non-match 
condition. Furthermore, the activity of the precuneal source was affected by the Probe type 
and Component interaction (F(1,13)=4.6, p = 0.05): in the non-match condition the amplitude 
of the evoked field was higher during PSW than during P3 (Fig. 5.11, D).  
Differences between components. Both the temporal (F(1,12)=21.8, p < 0.001) and occipito-
temporal (F(1,8)=11.2, p < 0.05) sources were significantly affected by the component. While 
the occipito-temporal source demonstrated higher activity during the generation of the P3, the 
activity in the temporal source was higher at the PSW than at the preceding P3 (Fig. 5.12, A, 
B). 

 
Fig. 5.12. Interhemispheric differences in the spatial distribution of the sources of the late endogenous 
components. (A) Grand average minimum-current estimate (MCE) source locations of the P3 (upper row) and 
PSW (lower row) in the left and right hemispheres. (B) Grand average activation time courses of the temporal 
(upper panel) and occipito-temporal (lower panel) sources. 
 
Location versus pitch: the effect of task. The occipito-temporal and temporal generators of the 
slow evoked responses were sensitive to the Type of task. The occipito-temporal source of the 
P3 demonstrated higher activity in the location than pitch task (Task and Component 
interaction, F(1,8)=8.5, p < 0.05). Moreover, there was a structural segregation in the 
coordinates of the center of the active area in the medio-lateral direction. In the location task, 
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the right-hemispheric occipito-temporal source was situated 5 mm more medially than in the 
pitch task (F(1,5)=10.2, p < 0.05) (Fig. 5.13, A, B).  
There was some indication that activity in the temporal source also varied as a function of task 
type. In the analysis of the temporal source activity, the Hemisphere, Task and Component 
interaction was not, however, quite significant (F(1,12)=4.0, p < 0.07). The activity in the left 
temporal generator of the PSW tended to be stronger during the pitch than location working 
memory task. The planed comparison revealed a significantly higher activity in the left 
temporal generator of the PSW during the pitch than location working memory processing (p 
< 0.01). 
      

 
Fig. 5.13. The effect of sound attribute on the spatial location of the occipito-temporal source. (A) Averaged 
Talairach coordinates of the occipito-temporal generator of late endogenous components (projection on the axial 
plane). (B) Sources of the P3 and PSW recorded during match and non-match conditions of the location (grey 
circles) and pitch task performance (black circles). Data from an individual subject overlaid on his T1-weighted 
MR image. 
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6. DISCUSSION 
 
The main purpose of the present Ph.D. project was to test the hypothesis of 

segregation of spatial and nonspatial auditory information processing at behavioral level and 
by recording the electrophysiological evoked responses during working memory task 
performance. 

 
6.1. Evidence for dissociation between spatial and nonspatial auditory  

information processing obtained at the behavioral level (Study I) 
 
The main finding of the first study was that distractors qualitatively similar to the 

memoranda caused interference on the accuracy of task performance. This finding is in line 
with previous behavioral experiments on the effect of selective interference in the auditory 
(Deutsch, 1970; Clarke et al., 1998) and visual working memory tasks (Vuontela et al., 1999). 
Study I extends the results from earlier behavioral studies in the auditory modality by 
demonstrating a double dissociation in the effects of selective auditory distraction on spatial 
and nonspatial auditory working memory task performance. However, a double dissociative 
effect on spatial and nonspatial task performance was obtained only at the low memory load 
level (1-back task), while the 2-back tasks were not significantly disrupted by either type of 
interference. This finding suggests that the dissociative effect of the selective interference is 
memory load-dependent. In several electrophysiological (Ruchkin et al., 1992) and 
neuroimaging studies (Zatorre et al., 1994; Smith et al., 1995; Braver et al., 1997; Carlson et al., 
1998; Martinkauppi et al., 2000), an increase in memory load has been shown to enhance task-
related cortical activations. In accordance, the higher attentional and mnemonic demands of the 
auditory 2-back tasks may have recruited additional neuronal populations involved in both 
auditory location and pitch information processing, obscuring a dissociative effect of interference 
on the 2-back tasks. The lack of a dissociative effect of the selective interference on 2-back task 
performance may also be explained by the ”self-distractive” nature of this task. Each new 
stimulus in the 2-back task has a dual role; it is a memorandum for the ongoing trial and a 
distractor for the previous one.  

                     
 

Fig. 6.1.1. Comparison of the mean percentages of incorrect responses (A) and subjective difficulty level (B) 
between the 1-back tasks with distractors qualitatively similar to the memoranda and the corresponding 2-back tasks 
without distractors. LL1=1-back location task with location distractors, LN2=2-back normal location task, PP1=1-
back pitch task with pitch distractors and PN2=2-back normal pitch task. 
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As shown in Fig. 6.1.1, A, in the normal auditory 2-back tasks, the accuracy of performance was 
at the same level as in the corresponding auditory 1-back tasks with distractors qualitatively 
similar to the memoranda. Interestingly, the normal 2-back tasks were subjectively evaluated to 
be as difficult as the 1-back tasks with distraction (Fig. 6.1.1, B).  

Thus, the results of Study I suggest that auditory working memory is segregated into 
spatial and nonspatial domains and that this segregation is memory load dependent. 

 
6.2. Effect of memory load but not type of task on the Late Slow Waves  

(Studies II and IV) 
 
The main finding of the second study was that memory load but not type of task 

modulated the amplitude of slow potentials recorded during spatial and nonspatial working 
memory tasks. 

In functional magnetic resonance imaging (fMRI) studies, the n-back task has been 
shown to be a suitable tool for the detection of memory load-related brain activation (Braver 
et al., 1997; Carlson et al., 1998). In the n-back task, subjects respond after each stimulus and 
thus the movement related preparatory activity at different load levels is relatively constant 
from trial to trial. The stimulus presentation at different load levels is also constant and the 
number of items to be kept in mind varies only according to the instructions to perform the 
task. Thus it is likely that the amplitude difference in the Late Slow Waves (LSW) between 1-
back and 3-back tasks was due to differences in the cognitive requirements, such as attention 
and memory, between the high- and low-load n-back tasks and not to neuronal processing 
related to movement execution.  

On the other hand, the LSW recorded in Study II were insensitive to the type of task. 
One can, however, argue that motor-related activity, which was similar for both types of 
tasks, could mask the effect of the sound attribute on neuronal processing reflected in LSW. 
In a related study (Rämä et al., 2000), which is not included in the present thesis, the type of 
task did not affect the slow delay-related activity either in a matching-to-sample task in which 
the subjects were instructed to respond, by button pressing, only to the matching probes, and 
consequently did not know during the delay period whether to execute or inhibit the motor 
response.  

The main finding of the second study was confirmed in Study IV, where a novel 
behavioral paradigm which enables the recording of memory-related responses that are not 
biased by a preparatory motor component was employed. The greatest effect of mnemonic 
load on LSW in Study IV was observed over frontal and parietal areas. The positivity of the 
LSW gradually decreased over the frontal recording sites with increasing memory load, whereas 
over the parietal sites it increased from cue I to cue III condition. Mnemonic load has been 
shown to modulate the LSW elicited both during visual and auditory task performance over 
frontal (Mecklinger and Pfeifer, 1996; Geffen et al., 1997; Rämä et al., 1997; McEvoy et al., 
1998) and parietal (Mecklinger and Pfeifer, 1996; Martin-Loeches and Rubia, 1997; McEvoy et 
al., 1998) recording sites. The increase in the amplitude of parietal slow waves with increasing 
memory load is consistent with the view that growing task demands enhance the amplitude of 
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late slow potentials (Ruchkin et al., 1988). However, in Study IV, the LSW recorded over the 
frontal sites changed in the opposite direction. This suggests that frontal and parietal slow 
potentials elicited during the delay period of working memory tasks are functionally distinct and 
produced by different generators simultaneously involved in task performance.  

In several studies, the enhancement of negativity of the LSW has been associated with 
temporal expectancy of a probe stimulus (e.g., Elbert et al., 1994; Starr et al., 1996). Thus 
modulation of the LSW over frontal areas across cue conditions may also be explained by 
overlap of memory-related and anticipatory neuronal activity. In contrast to memory load, the 
type of task did not affect LSW. This finding is also consistent with the results from earlier 
studies concerning visual modality (McEvoy et al., 1998). On the other hand, results from 
other studies on visual spatial and nonspatial working memory processing have demonstrated 
a clear difference between the amplitude and topography of parietal positive slow waves 
(Bosch et al., 2001) and late slow potentials recorded during nonspatial (object) and spatial 
task performance (Mecklinger and Pfeifer, 1996; Bosch et al., 2001). The amplitude and scalp 
distribution of slow waves have been shown to depend on the modality of the stimuli (Lang et 
al., 1992; Barcelo et al., 1997; Shubotz and Friderici, 1997). It is possible that in the visual 
system, working memory processing is more clearly dissociated into spatial and nonspatial 
domains, while in the auditory system there may be more overlap in the fronto-parietal 
networks involved in the retention of stimuli in working memory.  

To conclude, Studies II and IV did not show any dissociation between auditory spatial 
and nonspatial information processing at the time range of the Late Slow Waves. 

 
6.3. Effect of task on transient auditory evoked responses: electrophysiological evidence 

for dissociation between spatial and nonspatial auditory information processing 
 
6.3.1. The N1 component in the matching-to-sample task (Study III). 
 
Study III was the first attempt to test the suggestion that the dissociation between 

“what” and “where” processing in the auditory system may take place at time range of 
transient evoked responses preceding LSW. Spatial and nonspatial delayed matching-to-
sample tasks were employed. The experimental paradigm was designed so that the stimuli in 
both location and pitch tasks were identical and the only difference between the tasks was the 
instruction to attend to a given stimulus attribute. One of the task-related findings in Study III 
was an amplitude difference between the N1m elicited in the match condition of the location 
and pitch tasks. Most likely, the higher N1m amplitude in the location task reflects 
dissociation between audiospatial and frequency information processing induced by selective 
attention to the location or pitch of the stimuli. In both tasks, the N1m amplitude was higher 
in the memory than in the match and non-match conditions. In the pitch task, the N1m 
amplitude was lowest in the match condition. This distribution of amplitudes across 
experimental conditions may be explained by a decrease of the amplitude in response to the 
repeated stimulus. However, in the location task the smallest amplitude of the N1m was 
observed in the non-match condition. No task-related differences in the electric and magnetic 
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N1 components were observed during the memory condition. The retention of the cue 
stimulus and the tuning of attention to its attribute (location or pitch) during the delay period 
may have induced the task-related differences between the ERPs elicited by the second, target 
stimulus. Thus, selective attention, which has been shown to modulate the amplitude of N1 
and N1m components of auditory ERPs (Picton and Hillyard, 1974; Rif et al., 1991; Näätänen 
and Alho, 1995; Woldorff, 1995), may have contributed to the present findings. However, the 
effects of attention on the spatial and nonspatial stimulus features may differ from each other. 
In recent PET studies, spatially directed attention to auditory stimulation was shown to 
enhance activity in auditory cortical areas of the hemisphere contralateral to the attended ear 
(Alho et al., 1999) and to decrease activation in the ipsilateral hemisphere (O’Leary et al., 
1996). Enhanced activation may indicate facilitated processing of auditory information in this 
hemisphere. In the match condition of the location task, the target stimulus always occurred in 
the same location as the cue. The retention of the cue location during the delay period may 
have enhanced activation in the hemisphere contralateral to the attended location, resulting in 
facilitation of processing in this hemisphere. This may explain the increase in the amplitude of 
the N1m component in the match condition of the location task compared with the 
corresponding components elicited in the pitch task. Although the task-related difference in 
the amplitude of the electric N1 component was not significant in any of the experimental 
conditions, the amplitude of the N1 tended to be higher in the match condition of the location 
than pitch task. Thus, the match condition appears to be more sensitive than the non-match 
condition to task-related differences.  

Another indication of a functional dissociation between spatial and nonspatial 
information processing was the shorter N1 latency in the match condition of the location task 
than in the same condition of the pitch task. The results of mismatch negativity (MMN) 
studies (Schröger 1995; Schröger and Wolff, 1997) have demonstrated faster preattentive 
processing of location relative to frequency information, which was indicated by a shorter 
latency of the MMN generated by automatic detection of sound location changes as compared 
with detection of frequency changes. Thus the faster automatic encoding of spatial than 
nonspatial information may underlie the facilitation of the working memory processing of 
auditory location.  

Analysis of the behavioral data revealed significant differences between the reaction 
times (RTs) in the location and pitch tasks. However, the type of task did not affect the 
number of incorrect responses or the subjective difficulty level. In several studies RTs, the 
number of incorrect responses, and the subjective difficulty evaluation score have been shown 
to increase with increasing memory load (Carlson et al., 1998; Vuontela et al., 1999; 
Martinkauppi et al., 2000). In Study III, memory load was the same in both tasks, the level of 
subjective difficulty almost equal, and both tasks were performed at a similarly high level of 
accuracy (94–98%). However, an increase in RTs with memory load is not always coupled 
with a decrease in task performance accuracy (Rypma et al., 1999). Thus, longer RTs during 
pitch task performance may, on one hand, indicate higher cognitive demands of this task. On 
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the other hand, it is also possible that the difference in the RTs reflects some functional 
differences in the working memory processing of domain-specific information. 

In addition to the functional dissociation, the results of Study II also suggest subareal 
segregation of spatial and nonspatial auditory processing. In the right hemisphere in all 
subjects, the source of the N1m elicited during the location task was situated medially to the 
source of the N1m elicited during the pitch task. However, one should keep in mind that 
apparent differences in the source location may result from differences in the relative 
amplitudes of multiple sources. 

Electrophysiological single cell recordings and anatomical tracing studies in 
nonhuman primates indicate that the caudo-medial part of the auditory cortex is located 
medially to the primary auditory AI area (Kaas et al., 1999; Romanski et al., 1999; Recanzone 
et al., 2000). The caudo-medial field has been suggested to take part in audio-spatial 
processing (Rauschecker et al., 1997) and to include proportionally more neurons sensitive to 
sound location than the auditory core areas (Recanzone et al., 2000). Although it is not known 
whether the human auditory cortex contains areas homologous with the monkey auditory 
fields, it is plausible that some basic features of cortical processing are similar in the two 
species. The finding of Study III indicating different locations of the sources of the N1m 
components induced by the location and pitch tasks is in line with the results of the above-
mentioned studies suggesting at least partial structural segregation of spatial and nonspatial 
information processing in the auditory cortex. 

Analysis of the source locations of the N1m also demonstrated a prominent 
hemispheric difference along the y-axis. In the right hemisphere, the N1m generators of all 
experimental conditions were located significantly anterior to the generators of the 
corresponding N1m components in the left hemisphere. This finding, which was also obtained 
in Study IV, is in line with the results of some previous studies (Pantev et al., 1998; Teale et 
al., 1998; Tiihonen et al., 1998; Tiitinen et al., 1999) and may reflect the anatomical 
hemispheric asymmetry of the Heschl’s gyrus and the planum temporale (Rojas et al., 1997; 
Westbury et al., 1999) in healthy right-handed subjects. 

In conclusion, the results of Study III provide evidence for at least partial dissociation 
of spatial and nonspatial auditory processing, which is reflected as differences in the 
amplitude, latency and source location of the electric and magnetic N1 components elicited 
during location and pitch working memory task performance. 

 
6.3.2. The N1 component in the 3-back/DMTS task (Study IV) 
 
Considering the results of Studies I-III, it is possible to suggest that at least the early 

stages of working memory processing of spatial and non-spatial auditory information are partially 
segregated in the functional neuronal networks, and that this segregation might be memory load-
dependent. In order to test this suggestion, a novel behavioral paradigm was designed. This 
paradigm enables variation of memory load in a parametric manner and separation of “memory 
cue” and “probe” conditions. Thus it is possible to record memory-related responses that are not 
biased by a preparatory motor component.  
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Analysis of the behavioral data did not show any significant differences between the 
location and pitch task performance. This result indicates that the tasks used in Study IV were 
well balanced, and the auditory ERPs obtained during location and pitch task performance 
were valid for further analysis of task-related differences. 

The type of task significantly affected the latency and source location of the magnetic 
but not the electric counterpart of the N1 component. The latency of the N1m was shorter 
during location than pitch task performance. This finding is generally in line with the results 
of Study III employing location and pitch delayed matching-to-sample tasks. However, in 
Study III the task-related latency difference of the N1 was found in the match but not memory 
condition, whereas in Study IV it was observed in the cue III condition. This dissimilarity in 
the results may be due to differences in the design of the two studies. In the Study IV, the 
requirement to retain the order of the consecutive cues may have enhanced selective attention 
to the task-relevant attribute and explain task-related differences observed in the “cue” 
epochs.  

A task-related difference was also found in the location of the N1m generator in the 
Cue epochs. The sources of the N1m components recorded during the pitch task were located 
significantly superiorly to the N1m sources in the location task, which suggests subareal 
segregation. Although the difference was rather small, it was consistent across conditions and 
subjects.  

 
6.3.3. Effect of memory load on task-related differences (Study IV) 
 
In Study IV, task-related differences were also found in the later components of 

auditory ERPs. The amplitude of the N2 component was significantly more negative in the 
pitch than location task. The N2 component has been shown to be modality specific and 
affected by the stimulus class within the same modality. Its scalp distribution was 
significantly different in visual discrimination tasks involving either semantic or physical 
features of the stimuli (Ritter et al., 1983), and its amplitude in a divided attention task was 
modulated by alterations in the attended attribute (Omoto et al., 2001). In the latter study, the 
N2 component was enhanced by alterations in the color but not the location of the stimulus, in 
other words, in the nonspatial but not the spatial factor.  

A task-related difference was also observed in a deflection at the latency of about 400 
ms and was most prominent at the central and centro-parietal sites. This deflection, separating 
the P3 component from the positive slow wave, was more negative during the pitch than the 
location task. In a recent study, Alain and colleagues (2001) reported an amplitude difference 
between auditory ERPs recorded during spatial and nonspatial matching-to-sample tasks at a 
similar time interval (between 300 and 500 ms). In line with the finding from Study IV, the 
mean ERP amplitude recorded at the centro-parietal sites during the pitch task was more 
negative than the corresponding amplitude observed during the location task. In addition, the 
authors reported a task-related difference with a reversed polarity within the same time 
window at the fronto-temporal regions, which was not observed in Study IV. The discrepancy 
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between these two studies may be due to differences in the design and data collection (e.g., 
the reference site).  

In the study by Chao et al. (1995) employing an auditory recognition task, an N4 
component was registered to the presentation of an environmental sound and to the repetition 
of the stimulus after a long delay (over 4 seconds) but not after a short, 2-second delay. This 
finding led the authors to suggest that at long delays the neocortical processing may not be 
sufficient for stimulus recognition and additional memory search mechanisms are engaged. 
Results from intracranial recordings concerning the N4 component (e.g., Smith et al., 1986) 
suggest the involvement of medial temporal lobe circuits in the mechanisms related to 
memory search and encoding of complex stimuli. Considering the requirements of the current 
task to retain the memory cue for 6 seconds as well as the order of consecutive cues, the 
negative-going deflection at the latency around 400 ms in Study IV most probably reflects the 
encoding into working memory the complex memorandum consisting of single items. This 
process may engage partially separate neuronal networks, depending on the relevant stimulus 
attribute, resulting in the task-related amplitude difference around 400 ms. 

The next prominent task-related amplitude difference was observed in the PSW at a 
time window of 450-650 ms. The amplitude of the PSW was higher in the location than pitch 
task suggesting a stronger involvement of the parietal areas in spatial than nonspatial auditory 
information processing. A significant task-related difference was found only in cue I condition. 
This finding is in line with the results of Study I, in which 1-back but not 2-back auditory task 
performance was selectively disrupted by the distractors qualitatively similar to the 
memoranda, and supports the hypothesis of load-dependent dissociation between spatial and 
nonspatial information processing (Study I, Vuontela et al., 1999).  

In conclusion, task-related differences were found in the N1, N2, in the deflection at 
the latency of about 400 ms and in PSW recorded during spatial and nonspatial working 
memory tasks, but not in the Late Slow Waves. These findings suggest that separate neuronal 
networks are involved in the perceptual processing and encoding into working memory of 
spatial and nonspatial auditory information, whereas the maintenance of this information is 
mainly accomplished by a common, nonspecific neuronal network. 

 
6.3.4. Effect of task on cortical generators of the P3 and PSW in the responses to 

probes (Study V) 
 
Study V focused on evoked responses to the probe stimuli from the same experimental 

setup and recordings that were described in Study IV. Several associative temporal and 
parietal cortical areas contributed to the generation of the slow evoked responses. Within the 
temporal lobe, activity was seen bilaterally around the posterior (here called the occipito-
temporal source) and the central parts of the STS (the temporal source), with right-
hemispheric dominance for the temporal source. No activity was observed in the primary or 
secondary auditory cortex on the supratemporal plane within the analyzed time interval. In the 
parietal lobes, activity was found in the precuneus and around the junction of the postcentral 
and intraparietal sulci (the parietal source), mainly in the left hemisphere.  
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Activation of the precuneus has been demonstrated in various neuroimaging studies 
employing auditory or visual working memory tasks (Martinkauppi et al., 2000; Maeder et al., 
2001; Zurowski et al., 2002), tasks requiring selective attention shifts (Nagahama et al., 1999) 
or mental calculations (Zago and Tzourio-Mazoyer, 2002), suggesting that this structure is 
part of a supramodal neural network engaged in such processes as allocation of attention, 
retrieval of information and updating of working memory buffer.  

The predominantly left-hemispheric activity that was detected within the parietal 
source is consistent with a recent fMRI study by Lewis and colleagues (2004) in which 
subjects performed a multiple-choice motor response task with the right hand during sound 
recognition. Activation in an area close to the left parietal source was also observed in another 
fMRI study (Culham et al., 2003) during precise grasping with the right hand. Thus the left-
sided activation of the parietal source in Study V may reflect preparatory activity related to 
motor responses of the right hand.  

One of the two main findings of Study V concerns the differences between the P3 
and PSW. This study revealed functional differences between the networks involved in the 
generation of the P3 and PSW. The activity within the temporal lobes during slow evoked 
responses increased with time in the postero-anterior direction: the occipito-temporal source 
was most active during the generation of the P3 component whereas activity in the temporal 
source increased over time and reached its maximum during the PSW generation.  

The role of the posterior temporal areas in the generation of the P3 was emphasized 
in a combined electrophysiological and single photon emission tomography study by Ebmeier 
et al. (1995). The activation in the posterior temporal regions (an area close to the occipito-
temporal source in Study V) was shown to correlate positively with the amplitude of the P3 
component in an auditory target-detection task. In Study V, the amplitude of the temporal 
source was higher in the right than left hemisphere. In line with this finding, an 
interhemispheric asymmetry in the temporal activity was described in an MEG study by Raij 
et al. (1997), where omitted auditory stimuli elicited responses in the STS more often in the 
right than left hemisphere, suggesting that the right temporal area is a possible generator of 
slow evoked responses.  

The P3 and PSW recorded in Study V differed from each other with respect to match 
and non-match trials: the electrical P3 had its amplitude maximum in the match and the PSW 
in the non-match condition. This finding is in agreement with an earlier study employing the 
Sternberg paradigm (Pelosi et al., 1998) in which the amplitude of the P3 in the auditory task 
was higher for positive than negative probes, while the amplitude of the PSW elicited in the 
same task was higher for negative probes. The activity in the precuneus was affected by the 
Probe type and Component interaction: in the non-match condition, in line with the ERP data, 
the amplitude of the evoked field increased during transition from the P3 to PSW increased 
during transition from the P3 to the PSW. Furthermore, the electric P3 and PSW were 
differently related to the behavioral data: the latency of the PSW but not that of the P3 was 
shown to correlate positively with RTs. Taken together, results of Study V suggest that the P3 
and PSW represent different neural events. The P3 elicited in the responses to probes during 
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working memory task may reflect, in addition to other functions, the matching of the probe 
with the memory trace of the previously presented cue. The increase of the PSW amplitude in 
the non-match condition may be related to the engagement of additional retrieval mechanisms 
in order to ensure that the decision "different" was correct. 

Another important result obtained in Study V concerns the differences between 
spatial and nonspatial working memory processing in the auditory system: the occipito-
temporal generator of the P3 was activated more strongly during the performance of the 
location task while the activity of the left temporal generator of the PSW was enhanced during 
working memory processing of sound pitch, although the latter result was not statistically 
quite significant (p = 0.067). In the fMRI study by Lewis et al. (2004) the posterior portions of 
the middle temporal gyri (pMTG), close to the occipito-temporal area described in Study V, 
were shown to be activated bilaterally during recognition of environmental sounds produced 
by manipulated objects and objects that typically have strong visual motion associations. 
Since the activated pMTG areas in that study partially overlapped the cortical areas involved 
in high-level processing of visual motion, the pMTG foci were suggested to process 
multimodal or supramodal information about object-associated motion. Another fMRI study 
by Warren and colleagues (2002) provided evidence of the involvement of the parieto-
occipital junction in the processing of sound motion.  

Results of the above-mentioned studies and the present finding that activation in the 
occipito-temporal source is stronger during location than pitch task performance indicate that 
processing of auditory spatial information recruits the posterior temporo-parietal pathway. 
Results of Study V also suggest that auditory non-spatial information might be processed in 
more anterior temporal areas, which would be consistent with the result of an fMRI study 
where the right anterior STS region was shown to be selectively activated by auditory object 
feature variation contrasted to variation in stimulus location (Zatorre et al., 2004). Results of 
Studies III and IV suggest that the segregation of auditory information processing to "what" 
and "where" functional networks takes place already at about 100 ms from the stimulus onset 
within the auditory cortex on the supratemporal plane. Study V extends this finding by 
demonstrating that segregation also takes place at the time intervals of slow evoked responses 
in the occipito-temporal and possibly middle temporal cortical areas. 

Thus, electrophysiological techniques with excellent time resolution and relatively good 
localization ability enable to address not only the issue of dissociation between “what” and 
“where” information processing in the auditory system but also the question where and when the 
possible dissociation takes place in the human brain. 



7. GENERAL CONCLUSIONS 
 

The present Ph.D. project aimed to test the hypothesis that processing of spatial and 
nonspatial auditory information is segregated in the human brain. On the basis of the 
results the following conclusions can be drawn: 

 
1. Spatial and nonspatial auditory information processing is partially segregated 

(studies I, III, IV and V). 
 

2. Task-related (spatial vs. nonspatial) differences were dependent on memory load. 
They were observed only at a moderate memory load (Studies I and IV), 
suggesting that the segregation depends also on factors other than the nature of the 
auditory information, such as mnemonic demands. 

 
3. Electrophysiological techniques enabled detection of the spatio-temporal dynamics 

of differences between spatial and nonspatial auditory processing. Differences 
were primarily observed during the generation of the N1 component within the 
auditory cortex on the supratemporal plane (studies III and IV). At the time range 
of the slow evoked responses (the P3 and PSW) the differences occurred in 
associative occipito-temporal and temporal areas (study V).  
 

4.   Late slow waves were affected by memory load but not the type of task (studies II 
and IV).  

 
These results suggest that separate neuronal networks are involved in the attribute-
specific analysis of auditory stimuli and their encoding into working memory, whereas 
the maintenance of spatial and nonspatial auditory information is accomplished by a 
common, nonspecific neuronal network. 
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