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Abstract

We consider structured prediction problems with a parametrized linear prediction function,
and the associated parameter optimization problems in large margin type of discriminative
training. We propose a dual optimization approach which uses the restricted simplicial decom-
position method to optimize a reparametrized dual problem. Our reparametrization reduces the
dimension of the space of the dual function to one that is linear in the number of parameters
and training examples, and hence independent of the dimensionality of the prediction outputs.
This in conjunction with simplicial decomposition makes our approach efficient. We discuss the
connections of our approach with related earlier works, and we show its advantages.
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1 Introduction

The large margin framework of discriminative training and parameter optimization for prediction
with structured outputs emerges from a line of recent researches starting with Collins [Col02], Altun
et al. [ATH03] and Taskar et al. [TGK04]. In contrast to earlier discriminative training frame-
works in which one often encounters difficult non-convex optimization problems, in the large margin
framework one has convex quadratic programming problems with linear constraints. Even though
the number of these constraints is exponential in the dimension of the prediction outputs, the afore-
mentioned works, as well as the later ones e.g., [TLJJ05, TJHA05, RSSS06], show that solving the
associated optimization problem is tractable for a broad class of prediction problems by utilizing
their structures. This and other reasons (such as the capability of using kernels) make the large
margin framework attractive for discriminative training.

Since the work of [Col02, ATH03, TGK04], more efficient and scalable methods have been re-
searched for solving the associated optimization problems or their variants. Besides their large scale
character, the main difficulty of these problems is the large number of constraints as mentioned ear-
lier. Several approaches have been proposed: in Taskar et al. [TLJJ05], a minmax solution method
of the gradient type; in Tsochantaridis et al. [TJHA05] (as well as [ATH03]), dual optimization using
column generation; and in Rousu et al. [RSSS06], dual optimization with the conditional gradient
method.

In this paper we propose a new dual optimization approach for solving the primal problems
(not with kernels) under the formulations of [TGK04, TLJJ05] and [TJHA05]. Our approach is
motivated by the use of reduction of dual variables as in [TGK04, RSSS06], and by the use of the
conditional gradient method as in [RSSS06], and particularly by their combined use as in [RSSS06].
However, both our reduction and optimization methods are different from and more effective than
the counterparts in these earlier works when solving the primal problems (see discussions in Section
3.4). In this respect our work extends the earlier ones.

In our approach we first reduce the number of dual variables by reparametrization of the dual
function. We then solve the reduced dual problem by applying the restricted simplicial decomposition
method (RSD) of Hearn et al. [HLV87]. Our reparametrization utilizes the linear structure of
the prediction function and is new to our knowledge. It reduces the dimension of the space of
the dual function to one that is linear in the number of parameters and training examples, and
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hence independent of the dimensionality of the prediction outputs. The reparametrization is thus
useful, when applied in conjunction with simplicial decomposition, for cases where the number of
parameters is less than the dimensionality of the prediction outputs, and more generally, for cases
where on a single input, the number of parameters involved in the prediction is typically less than
the dimensionality of the output space.

The restricted simplicial decomposition method is one of the methods for large-scale convex
optimization problems with linear constraints. (It also has a counterpart for problems with non-linear
constraints, which we do not use in the present paper.) It belongs to the family of feasible direction
methods, which includes the conditional gradient (known by other names such as the Frank-Wolfe
method), and the simplicial decomposition method (Holloway [Hol74], Hohenbalken [Hoh77]; see
also Bertsekas [Ber99], Chapter 2). These methods are based on similar ideas of making successive
inner approximation of the feasible region by convex hulls of feasible points particularly chosen
and solving the original problem iteratively by solving the so-called master problems on the inner
approximation. The methods are suitable for problems, such as ours, where the feasible region is
described by an enormous number of constraints, but an extreme point of the feasible region along a
descent direction can be found relatively efficiently. Two simplicial decomposition type of methods
have been in fact applied to our problems: [RSSS06] and [TJHA05] (see discussions in Section 3.4).

The restricted simplicial decomposition method sets a limit on the number of extreme points of
the convex hulls used for inner approximation, and by doing so it keeps control of the size of master
problems. It is a method intermediate between the simplicial decomposition method which does not
have control of the size of master problems due to the continually growing number of extreme points
that form inner approximation, and the conditional gradient method which can exhibit inefficient
zigzag behavior (see e.g., [HLV87], and [Ber99], Chapter 2) due to its use of a line segment for inner
approximation. As demonstrated experimentally in [HLV87], a moderate increase of the dimension
of the approximating convex hulls in the RSD can alleviate significantly the zigzagging problem.

The paper is organized as follows. In Section 2, we first give a short description of the restricted
simplicial decomposition method (Section 2.1), and we then give a brief review of the formula-
tion of the large margin structured learning problem (Section 2.2). In Section 3 we present our
reparametrization and the reduced dual problem, we describe the application of the restricted sim-
plicial decomposition method, and we show that the direction-finding subproblems still have the
favorable form of the so-called loss-augmented inference problems. In this section we also dis-
cuss the connections of our method with related earlier works, and show its advantages. In Sec-
tion 4 we demonstrate how to apply our approach to several problems considered by the earlier
works [TLJJ05, TJHA05], namely, binary segmentation of images and problems formulated with
loss-scaled slack constraints, which have slightly different formulations than that being considered in
Section 3. For the image segmentation application, we show that in our approach the subproblems
have a favorable structure and can be solved by regular flow/min-cut algorithms, while in the earlier
approach [TLJJ05] the subproblems created have a more complex form and have to be solved by
convex-cost flow/min-cut algorithms which increase the overall computation overhead. The same
is true also for the sentence alignment application considered in [TLJJ05]. We will not give the
details because this application can be formulated as in Section 3 and is thus covered by the general
discussion there.

2 Preliminaries

2.1 Restricted Simplicial Decomposition Method (Hearn et al. [HLV87])

Consider the problem of minimizing a convex differentiable function f(x) on <n subject to linear
constraints Ax ≤ b:

min
x: Ax≤b

f(x)

The simplicial decomposition method solves this problem by iterating between direction-finding
subproblems and master problems until it finds an optimal solution. The method is initialized with
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a feasible point x0, and at iteration k, it solves the subproblem

zk = arg min
z∈<n

∇f(xk)′ z

subj. Az ≤ b,

in order to find a new feasible extreme point zk along a descent direction. If ∇f(xk)′(zk − xk) = 0,
then xk is evidently an optimal solution. Otherwise, the method proceed to solve the master problem
of minimizing f(x) on an inner approximation of the feasible region by the convex hull of the points
{x0, z0, z1, . . . , zk}:

xk+1 = arg min
x∈conv(Sk+1)

f(x), where Sk+1 = {z0, z1, . . . , zk} ∪ {x0}.

The master problem is identical to optimizing f(
∑m

i=1 qiyi) over q = (q1, . . . qm) subject to a simplex
constraint on q, where m = |Sk+1| and yi ∈ Sk+1:

min
q

f
( m∑

i=1

qiyi

)
subj. q ≥ 0,

m∑
i=1

qi = 1.

The restricted simplicial decomposition method solves the same subproblems and master prob-
lems, except that in the latter it sets a limit on the dimension of the simplexes, i.e., the number of
points in Sk, for the purpose of having control over the size of master problems. When the number
of points in Sk reaches the limit, we simply replace one point in the set by xk.1 After solving the
master problem, we may decrease the size of Sk+1 by removing points that share zero weight in the
expression of xk+1. But we do not have to do so particularly if the dimension of the convex hulls is
strictly less than the dimension of the feasible region. These details are evident and hence omitted
here.

When we set the dimension limit in RSD to be 1, we obtain the conditional gradient algorithm;
when we set the limit to be no less than the total number of extreme points of the feasible region,
we obtain the simplicial decomposition method. The convergence of RSD is evident; moreover, the
method has finite convergence when we set the dimension limit to be no less than the dimension of
the face of the feasible region that contains the optimal solution [HLV87].

For solving the master problems on the simplexes, a projected Newton method (Bertsekas [Ber82])
can be applied and its efficiency is demonstrated in [HLV87].

In our problems, the feasible region is a Cartesian product of sets. Utilizing this feature, the
application of the simplicial decomposition methods can take a slightly different form, as we will
discuss later.

2.2 Large Margin Structured Learning Problem

Formulation

Let (x, y) be an input datum and label pair, where x in practice can correspond to raw measurements,
and y corresponds to labels that we want to infer after observing x. The space of x can be arbitrary,
and the space of y, denoted by Yx, is determined by x and can be different for different values of

1 More precisely, this is done in [HLV87] as follows. Denote by r the dimension limit, and denote the current set
of extreme points by Ss

k. We also keep a set denoted by Sx
k , which is either an empty set or a singleton set consisting

of xj for some j ≤ k. The union of the two sets is denoted by Sk. When |Ss
k| < r, we add zk to it to form Ss

k+1, and

keep Sx
k+1 = Sx

k . When |Ss
k| = r, we delete from the set the point that shares the smallest weight in the expression of

xk as a convex combination of points in Sk, and add the point zk to form Ss
k+1; we also set Sx

k+1 = {xk}. We solve
the master problem on the convex hull of Sk+1 = Ss

k+1 ∪ Sx
k+1.
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x. For example, when x are images or sentences, y can be tags associated with each pixel or word,
whose spaces are thus different for images of different sizes or sentences of different lengths.

We have a score function F (x, ·;w) : Yx → < with parameters w ∈ <d, using which we predict
the y with the maximal score to be the label for a given x. We assume that F is linear in w for
fixed x and y. Furthermore, we assume that F is a sum of functions of components of y of the form

F (x, y;w) =
∑
c∈Cx

θc(w)′ Φc(x, yc). (1)

Here each Φc is a vector-valued function of a (usually) small subset of components of y, denoted by
yc; Cx denotes the index set of all such functions; and θc(w) denotes a vector that has as entries a
certain subset of components of w. We call Φc feature functions, or features.

The decomposition in (1) is a model assumption, and it usually corresponds to a graph that
encodes believed direct interactions between components of x and y. For this reason c is sometimes
also referred to as a “hyper-edge.” There are also associated probabilistic interpretations based on
e.g., Markov random fields and conditional Markov random fields, which are outside our present
scope. As an illustration, in the case of images for instance, the simplest choice of the graph can be
a grid; Cx are thus indices of the edges and nodes of a grid and each component of y is associated
with a node; and for each node or edge c, Φc(x, yc) can indicate the compatibility of the label yc

with local measurements of the image at sites associated with c.
We call the problem of finding a maximal scoring label for a given x and w,

max
y∈Yx

∑
c∈Cx

θc(w)′ Φc(x, yc), (2)

the inference problem. Depending on the decomposition structure, this problem can sometimes be
solved efficiently by special algorithms, e.g., dynamic programming, shortest path, min-cut algo-
rithms, linear programming.

Large margin parameter optimization and primal problem

Consider the problem of determining the parameter w of the prediction function given a set of
training examples {(xi, yi), i ∈ I}, where (xi, yi) corresponds to the input datum and true label pair
for the i-th example. We denote the label space of xi by Yi.

The discriminative training formulated by Taskar et al. [TGK04] takes the large margin approach
of SVM and chooses the parameter to be the solution of the following convex quadratic programming
problem:

min
w,ξ

1
2‖w‖

2 + C
∑
i∈I

ξi

subj. F (xi, y;w)− F (xi, yi;w) + l(xi, y) ≤ ξi, ξi ≥ 0, ∀ y ∈ Yi, i ∈ I.

Here l(x, ·) : Yx → < is a so-called loss function; it is non-negative and depends on the true label yx

of x, with l(x, y) being the “loss” of predicting y and with l(x, yx) = 0 naturally. The constraints
imply that the desired parameter w should not only make the true label the highest scoring label
for every training example, if this is possible, but also keep the score of a false label y lower by a
gap that is larger than the loss l(x, y). We note that there is also a probabilistic interpretation of
this parameter training criterion, for which we refer readers to [TGK04].

To simplify notation, we now rewrite the primal problem, expressing the constraints explicitly
in a linear form of w. We write

F (xi, y;w)− F (xi, yi;w) = w′(f(xi, y)− f(xi, yi)
)

= w′∆f(xi, y)

where f(xi, y) denotes the vector properly defined by collecting associated terms in the right hand
side of the equation

w′f(xi, y) =
∑

c∈Cxi

θc(w)′ Φc(xi, yc),
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and ∆f(xi, y) denotes the difference of f(xi, y) relative to the features of xi with true label yi:

∆f(xi, y) = f(xi, y)− f(xi, yi).

With this notation, the primal problem is equivalently written as

min
w,ξ

1
2‖w‖

2 + C
∑
i∈I

ξi (3)

subj. w′∆f(xi, y) + l(xi, y) ≤ ξi, ξi ≥ 0, ∀ y ∈ Yi, i ∈ I.

Loss-augmented inference problems

It has been noticed that in various approaches for solving the above optimization problem, (as well
as in our approach as we will discuss later), we encounter as subproblems the following variant of
the inference problem (2) with an additional loss term in the objective:

max
y∈Yx

∑
c∈Cx

θc(w)′ Φc(x, yc) + l(x, y). (4)

This is referred to as the loss-augmented inference problem. Depending on the structure of Cx and the
decomposition structure of the loss function, the loss-augmented inference problems can sometimes
be solved by the same algorithm for inference problems with little or slightly more complexity.

3 Our Approach

We solve the primal problem (3) by dual optimization. Our approach is motivated by the following
observation on minimizing a function Q(α) on certain feasible set E ⊂ <n using simplicial decom-
position type of methods. Suppose that Q can be written as a function Q̄ on a lower dimensional
space <k after a linear transformation A: Q(α) = Q̄(Aα). Then it can be more efficient to carry
out the optimization in the new coordinates after the transformation ᾱ = Aα, no matter how this
transformation renders simple constraints of α into complex ones of ᾱ. To see this, let us denote by
A(E) the image of the set E under the linear transformation. The direction-finding subproblems at
feasible points ᾱ in the new coordinates

min
d̄∈<k

∇Q̄(ᾱ)′ d̄

subj. ᾱ + d̄ ∈ A(E)

are equivalent to those in the old coordinates at feasible points α such that ᾱ = Aα:

min
d∈<n

∇Q(α)′ d

subj. α + d ∈ E.

Hence the computation complexity of solving direction-finding subproblems will not increase because
of the transformation. The complexity can indeed decrease in computing gradients and objective
functions of master problems due to working in a lower dimensional space. Consequently, the overall
complexity of minimization Q̄ can be much less than minimizing Q directly, particularly when an
optimal solution ᾱ∗ is sufficient for the purpose and a corresponding optimal solution α∗ is not
necessary, as in our case of obtaining the primal optimal solution through dual optimization.

3.1 A Reduced Dual Formulation via Reparametrization

We now derive the dual function with a suitable reparametrization that reduces the number of dual
variables. Instead of working with the dual function directly, it is more convenient to work with the
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Lagrangian function and utilize the linear structure therein. Introducing non-negative multipliers
αi(y) for each i and y ∈ Yi, the Lagrangian function is

1
2‖w‖

2 + C
∑
i∈I

ξi +
∑
i∈I

∑
y∈Yi

αi(y)
(
w′∆f(xi, y) + l(xi, y)− ξi

)
.

Consider the sum in the third term for a fixed i, which can be written as

w′
∑
y∈Yi

∆f(xi, y)αi(y) +
∑
y∈Yi

l(xi, y)αi(y)− ξi

∑
y∈Yi

αi(y).

Corresponding to the first two terms in the right hand side, we introduce variables βi ∈ <d, γi ∈ <
defined by

βi =
∑
y∈Yi

∆f(xi, y) αi(y), (5)

γi =
∑
y∈Yi

l(xi, y)αi(y). (6)

Or, in matrix notation, for some matrix Ai defined through Eqs. (5) and (6), we can write[
βi

γi

]
= Aiαi,

where αi denotes the vector with components αi(y). Note that βi, γi are linear transformations of
αi with the transformations depending on i.

Correspondingly, the minimax problem for the primal problem can be equivalently written as

min
w

ξ≥0

max
β,γ,α

s.t. ∀i∈I,

24 βi

γi

35=Aiαi

αi≥0

1
2 ‖w‖

2 +
∑
i∈I

ξi

(
C −

∑
y∈Yi

αi(y)
)

+
∑
i∈I

(w′βi + γi) .

Exchanging the order of min and max, the equivalent dual problem is,

max
β,γ

− 1
2

∥∥∥∑
i∈I

βi

∥∥∥2

+
∑
i∈I

γi

subj.
[

βi

γi

]
= Aiαi,

∑
y∈Yi

αi(y) ≤ C, αi ≥ 0, ∀i ∈ I.

Note that the feasible set of (β, γ) is the Cartesian product of feasible sets of (βi, γi),∀i ∈ I, and
each of the latter is the image of a higher dimensional simplex under a linear transformation. We
can write the dual problem also as

max
β,γ

− 1
2

∥∥∥∑
i∈I

βi

∥∥∥2

+
∑
i∈I

γi (7)

subj.
[

βi

γi

]
∈ Di = Ai

{
αi

∣∣∣ ∑
y∈Yi

αi(y) ≤ C, αi ≥ 0
} , ∀i ∈ I.

A dual optimal solution (β∗, γ∗) defines the primal optimal solution w∗ by

w∗ = −
∑
i∈I

β∗i .
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3.2 Dual Optimization

We solve the dual problem (7) using the restricted simplicial decomposition method. An initial
feasible point is easy to find: the origin is trivially a feasible point; corresponding to any label y ∈ Yi

one can define a feasible (βi, γi) by βi = C̄∆f(xi, y), γi = C̄l(xi, y) with C̄ ∈ [0, C], for instance.
The direction-finding subproblems have the same form as the loss-augmented inference problems,
and can thus be solved by efficient special algorithms if available. Choices of simplexes in master
problems can be made combining with coordinate ascent. We give the details in what follows.

Direction-finding subproblems

Due to the product form of the feasible region
∏

i∈I Di, the direction-finding subproblem at an
iteration is decomposed into direction-finding on each individual Di. Consider any feasible point
(β̄, γ̄) ∈ D. For training example i, let gi,β , gi,γ be the components of the gradient of the dual
function (7) with respect to βi, γi, respectively:

gi,β = −
∑
j∈I

β̄j , gi,γ = 1.

They are the same across all examples, as can be seen easily from the form of the dual function.
The direction-finding sub-subproblem for training example i is

max
(β̃i,γ̃i)∈Di

g′i,β β̃i + γ̃i. (8)

It follows from the definition of Di and Eqs. (5)-(6), the defining equations of the transformation
Ai, that a maximum of the above problem can be found among the points (β̃i = 0, γ̃i = 0) and
(β̃i, γ̃i) that correspond to αi(y) = C for some y. Since the latter include the zero vector (choose
the corresponding y to be yi), we can write the direction-finding sub-subproblem equivalently as

max
y∈Yi

g′i,β ∆f(xi, y) + l(xi, y). (9)

Problem (9) is further equivalent to, neglecting the term g′i,β f(xi, yi) that is constant with respect
to y,

max
y∈Yi

g′i,β f(xi, y) + l(xi, y) = max
y∈Yi

∑
c∈Cxi

θc(gi,β)′ Φc(xi, y) + l(xi, y).

This is the loss-augmented inference problem with parameters gi,β . Its optimal solution y∗ defines
an optimal solution (β̃∗i , γ̃∗i ) of the direction-finding sub-subproblem (8) through Eqs. (5)-(6) by

β̃∗i = C∆f(xi, y∗), γ̃∗i = C l(xi, y∗).

Notice that (β̃∗i = 0, γ̃∗i = 0), i.e., y∗ = yi, implies that the parameter vector w corresponding
to the current dual variables β̄ by w = −

∑
j∈I β̄j satisfies the margin constraints in the primal

problem (3) for the i-th training example with ξi = 0.

Application of RSD

There are a variety of ways of applying RSD:

• Applying RSD with one simplex. We can do this with or without coordinate ascent.

(i) Without coordinate ascent, we introduce a further reparametrization

z =
( ∑

i∈I

βi,
∑
i∈I

γi

)



Method for Large Margin Parameter Optimization Yu and Rousu 9

and optimize the dual function on the space of z. In the direction-finding subproblem of an
iteration we solve for all training examples the loss-augmented inference problems (9), the
solutions of which define an optimum z̃∗ of the direction-finding subproblem by

z̃∗ =
( ∑

i∈I

β̃∗i ,
∑
i∈I

γ̃∗i

)
.

Since the dimension of z is the dimension of w plus 1, for the master problems we can choose
the dimension limit of RSD to be that number, if it is not too large. (Note that in such a
case if the solution of a master problem lies in the relative interior of the simplex, then it is
an optimal dual solution; and that points sharing zero weight in the expression of the solution
of a master problem have no use in the future and can be discarded.)

(ii) With coordinate ascent, at each iteration we select a working set of training examples Î,
and we solve the subproblem and master problem on the space of {(βi, γi), i ∈ Î} and with
(βi, γi), i 6∈ Î fixed at their current values.

• Applying RSD with a product of simplexes. Utilizing the product form of the feasible region∏
i∈Î Di, we approximate it by a product of convex hulls∏

i∈Î

conv(Si),

where Si consist of extreme or feasible points of the set Di. In the direction-finding subproblem
of an iteration we solve the inference problem (9) for all training examples in Î. We update the
set Si for each individual example separately and in a way similar to that in the RSD method
described earlier (see Footnote 1). The master problems take the form of optimizing the dual
function on

∏
i∈I conv(Si) and have |Î| simplex constraints instead of one.

The product of convex hulls covers a much larger portion of the feasible region than the single
convex hull used in the RSD with one simplex. Thus the RSD with a product of simplexes
can make more progress per iteration than its one simplex counterpart, at the expense of the
size of master problems that it needs to solve.

We discuss a number of complexity issues of the above dual optimization method. Let r be the
dimension limit of the RSD, and let k the the size of the working set of training examples. The
master problems are quadratic programming problems with at most r +1 variables and one simplex
constraint (if we apply RSD with one simplex), or with at most (r + 1)× k variables and k simplex
constraints (if we apply RSD with a product of simplexes). The complexity of solving these master
problems do not depend on the size and structure of the original problem, once we have computed
the extreme points forming the simplexes and the associated matrices in the quadratic objective
functions of the master problems. The complexity of computing these latter matrices increases
linearly in the working set size, but it does not depend on the structure of the prediction problem.

Finding the extreme points by solving the direction-finding subproblems requires solving the
associated loss-augmented inference problems for all training examples in the working set. This
computation overhead increases as the size of the working set grows, and furthermore, it implicitly,
through the inference algorithm, depends on the dimensionality as well as the structure of the
prediction outputs. Thus for most structured prediction tasks finding the extreme points forms the
main computation overhead. Consequently, when doing inference is computationally intensive, one
may want to save in memory the extreme points so far found, raise the dimension limit in RSD, and
correspondingly solve larger master problems, since the latter have fixed complexity independent of
that of the inference problem.

Coordinate ascent can be inefficient, thus if computationally affordable, one may want to choose
a large working set of examples, or even avoid its use. At later stages of the optimization, one may
pick “key” examples into the working set.
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3.3 Further Remarks on Reparametrization

Our reparametrization applies to the case where the prediction function depends explicitly on fea-
tures (instead of kernels) as formulated in Section 2.2. Besides a number of advantages that we
already mentioned, we emphasize here a few more of its attractive features:

• In computing the gradients, no multiplication is needed, and it is also not necessary to evaluate
the kernels. (The evaluation of kernels is done implicitly and in an efficient way, in the inference
problem associated with direction-finding subproblems.) Furthermore, for all examples the
gradient components are the same and thus need no separate computation.

• It is not necessary to evaluate kernels for obtaining the matrix associated with the quadratic
objective function in the master problems, as that matrix is simply the identity matrix due to
the reparametrization.

• To record an extreme point, it is not necessary to record the corresponding label y, while one
would have to do so if one works with the dual variables α directly as in [TJHA05].

We also note that our reparametrization can be useful even when the dimension of w is large, so
long as for one input, there are typically a relatively small number of components of w involved in
the prediction task. Such a case can be one where given an input x, only a relatively small number
of features are non-zero for all possible outputs associated with x. (Think of the case where the
inputs are sentences, the features and corresponding weight parameters are associated with words.
Then only a few words can occur in a given sentence, even though the dictionary of words, thus the
number of parameters, is large.)

3.4 Comparison with Related Works

We compare our approach to three other approaches in the context of a linear prediction function
as formulated in Section 2.2. We refer readers to the respective references for details of these
earlier works. Besides the use of the RSD method, our work differs from the others mostly in our
reparametrization approach.

Tsochantaridis et al. [TJHA05] uses the column generation method for dual optimization. Their
algorithm successively discovers active primal constraints and includes their corresponding dual
variables in the dual optimization. This approach is very close to ours, as it can be equivalently
viewed as the simplicial decomposition method applied on the space of the dual variables α directly,
without reparametrization. The feasible region of α in one of their cases is approximated by a product
of feasible sets of αi for all examples. The extreme points of these latter feasible sets include the origin
and the points of the form αi(y) = C for ys obtained in solving the direction-finding subproblems.
The master problems are to minimize the dual function on the product of the convex hulls of these
extreme points. It is argued in [TJHA05] that the size of the master problems would not grow too
big, based on a keen observation: at the optimal primal solution, only few constraints can be active,
thus few dual variables αi(y) can be non-zero, due to complementary slackness. Nevertheless, we
see that the size of master problems can still grow beyond the range that can be efficiently handled
by the current optimization algorithms, thus restricted simplicial decomposition methods need to
be employed in some form. Besides this size issue of the master problems, working on the space of
α, when the output space is large, can have a number of inefficiencies, such as the storing of the
corresponding ys for the extreme points, the unnecessary evaluation of kernels and kernel matrices,
as mentioned in Section 3.3.

The reparametrization used in Taskar et al. [TGK04] and Rousu et al. [RSSS06] has the same
linear transformation for all examples and can be viewed analogously as the simple operation of
marginalization. This reparametrization, however, does not fully simplify the dual problem to the
extent as ours has done. (Recall that complex reparametrization does not necessarily complicate the
optimization problem, as addressed at the beginning of this section.) The number of dual variables
after the reduction in their approach depends on the dimensionality of the prediction outputs y
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as well as the structure of the prediction problem. Furthermore, a kernel on the space of the
reparametrized variables is introduced, and has to be evaluated in the optimization, both of which
are unnecessary in our context.

Taskar et al. [TLJJ05] formulates the primal problem as a minmax problem and solves it by using
general algorithms for variational inequalities with monotone operators. Because there are projection
operations involved in these algorithms, more complicated variants of the inference problems have
to be solved in the optimization, (even though their method, like ours, can exploit both the lower
dimensionality of the parameter space and the structure in the prediction outputs). For example,
while regular flow/min-cut algorithms can be used for direction-finding in the dual optimization
approach (see Section 4), convex-cost flow algorithms are needed for similar tasks in their approach.
This is a drawback of their method, as we see it, since solving these subproblems is in all three
approaches the main part of the computation overhead.

4 Applications

In this section we demonstrate the application of our approach to several special problems that
have been considered in Taskar et al. [TLJJ05] and Tsochantaridis et al. [TJHA05]. Some of these
problems have different formulations than the one in Sections 2.2 and 3.

First we consider parameter optimization for the problem of binary segmentation of images, as
considered in [TLJJ05]. In this case there are additional sign constraints on w that do not depend
on training examples. As these constraints are of the simple type, we analytically optimize away
their corresponding dual variables, while we reparametrize the rest of dual variables as before to
obtain a reduced dual problem. For this problem as well as the sentence alignment problem, also
considered in [TLJJ05], applying dual optimization with simplicial decomposition type of methods,
we only need regular min-cut algorithms for solving direction-finding subproblems. By contrast,
convex-cost min-cut algorithms are needed in the minmax approach of [TLJJ05].

Next we consider two “slack re-scaling” formulations as considered in [TJHA05]. The con-
straints of these problems have a different form; also, in one of the formulation – the quadratic
penalty for margin violation, the feasible region is unbounded. We demonstrate the application
of our reparametrization idea, as well as the form and interpretation of the restricted simplicial
decomposition method for the unbounded feasible region case.

4.1 Binary Segmentation of Images

The setting is as in [TLJJ05]. Consider a relatively simple mathematical model for segmenting an
object from the background given a 2-dimensional or 3-dimensional image x. Each component of y
takes binary values which can represent object or non-object pixel, for instance. The components
of y correspond to nodes on a 2-dimensional or 3-dimensional grid with pair-wise edges between
adjacent nodes.

The weights w consist of those associated with node features, denoted by w1, and those associated
with edge features, denoted by w2. The score function is of the form

F (x, y;w) =
∑
n∈N

w′
1Φn(x, yn)−

∑
e∈E

w′
2Φe(x) δ(ye1 6= ye2).

Here N and E denote the sets of nodes and edges, respectively; Φn and Φe are node and edge feature
vectors indexed by node n and edge e, respectively; ye1 and ye2 denote the two nodes adjacent to
edge e; and δ(·) denotes the indicator function. The edge feature Φe is “turned on” only when the
two nodes adjacent to e disagree, i.e., ye1 6= ye2, which means that according to y there is an object-
background boundary at the location e. Correspondingly Φe measures the differences in the image
near the location of e, and the scoring term penalizes y if local evidences from x do not support the
labels of ye.
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There are several assumptions on the signs of features and weights, as well as on the structure
of the loss function. They are for the purpose of maintaining an equivalence relation between some
min-cut problems and the inference or loss-augmented inference problems encountered in optimizing
the weights w, so that there are efficient algorithms for solving the latter. The details of these
assumptions are as follows.

• The edge feature Φe(x) is non-negative.

• The edge weight vector w2 is constrained to be non-negative.

• The loss function can be decomposed into node losses: l(x, y) =
∑

n∈N dn(yx
n, yn), where dn is

a non-negative function and yx denotes the true label of x.

Under these conditions, the inference problem, with the loss term, is of the form:

max
y∈Yi

∑
n∈N

(
w′

1Φn(x, yn) + dn(yx
n, yn)

)
−

∑
e∈E

w′
2Φe(x) δ(ye1 6= ye2),

which can be translated into a min-cut problem and thus solved efficiently (Greig et al. [GPS89],
Section 2; see also [TLJJ05]).

As before, for notational simplicity, we define f1, f2 by collecting terms of the right hand side of
the respective equations

w′
1f1(x

i, y) =
∑
n∈N

w′
1Φn(x, yn), w′

2f2 = −
∑
e∈E

w′
2Φe(x) δ(ye1 6= ye2).

And we define their differences relative to the features of xi with the true label yi by

∆f1(xi, y) = f1(xi, y)− f1(xi, yi), ∆f2 = f2(xi, y)− f2(xi, yi).

Primal problem and reduced dual formulation

The primal problem is of the same form as before except the non-negative constraints on w2:

min
w,ξ

1
2‖w1‖2 + 1

2‖w2‖2 + C
∑
i∈I

ξi (10)

subj. w′
1∆f1(xi, y) + w′

2∆f2(xi, y) + l(xi, y) ≤ ξi, ∀ y ∈ Yi, i ∈ I, (11)
w2 ≥ 0, ξ ≥ 0.

We reparametrize the dual variables αi associated with constraints (11) by introducing βi = (βi,1, βi,2)
and γi defined as

βi,1 =
∑
y∈Yi

∆f1(xi, y)αi(y), (12)

βi,2 =
∑
y∈Yi

∆f2(xi, y)αi(y), (13)

γi =
∑
y∈Yi

l(xi, y) αi(y). (14)

Writing the above equations in matrix notation as[
βi

γi

]
= Aiαi,
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the dual problem of (10) can be written as

max
β,γ

− 1
2

∥∥∥∑
i∈I

βi,1

∥∥∥2

− 1
2

∥∥∥[
−

∑
i∈I

βi,2

]
+

∥∥∥2

+
∑
i∈I

γi (15)

subj.
[

βi

γi

]
∈ Di = Ai

{
αi

∣∣∣ ∑
y∈Yi

αi(y) ≤ C, αi ≥ 0
} , ∀i ∈ I,

where [·]+ denotes the mapping max{0, ·} applied component-wise, and its presence in the dual
function is due to the non-negativity constraints on w2. The dual function (15) is differentiable. An
optimal dual solution (β∗, γ∗) relates to the optimal primal solution w∗ by

w∗
1 = −

∑
i∈I

β∗i,1, w∗
2 =

[
−

∑
i∈I

β∗i,2

]
+
.

Direction-finding subproblems and application of RSD

The direction-finding subproblems can be solved by regular min-cut algorithms. For each i, we denote
the gradient of the dual function (15) with respect to (βi, γi) component-wisely as (gi,β1 , gi,β2 , gi,γ).
At any feasible point (β̄, γ̄) ∈ D, we have

gi,β1 = −
∑
j∈I

β̄j,1, gi,β2 =
[
−

∑
j∈I

β̄j,2

]
+
, gi,γ = 1.

Notice that gi,β2 is non-negative. The sub-subproblem of direction-finding on Di is equivalent to

max
y∈Yi

g′i,β1
∆f1(xi, y) + g′i,β2

∆f2(xi, y) + l(xi, y),

and is further equivalent to, omitting constant terms and using the definition of loss l(x, y),

max
y∈Yi

∑
n∈N

(
g′i,β1

Φn(xi, yn) + dn(yi, yn)
)
−

∑
e∈E

g′i,β2
Φe(xi) δ(ye1 6= ye2). (16)

Because of the non-negativity of gi,β2 and features Φe, the above problem can be solved efficiently
by min-cut algorithms. Notice that we do not need the quadratic-cost min-cut algorithms as needed
in the approach of [TLJJ05].

The dual function in this case is non-quadratic, differentiable but not twice differentiable every-
where. Nevertheless, restricted simplicial decomposition methods can be applied in various ways as
described in Section 3.2.

4.2 Problems with Loss-Scaled Slack Formulations

Tsochantaridis et al. [TJHA05] considers problem formulations in which the penalty terms for margin
violation are quadratic and/or scaled by the loss, and which, as they report, can be sounder and can
give more favorable results than using the linear, unscaled penalty terms of Section 2.2. We show
that our approach of reparametrization and dual optimization applies to their formulations, which,
from the point of view of optimization, differ only slightly from the one in Section 2.2.

As we addressed at the beginning of Section 3, reparametrization by a linear transformation of
the dual variables does not change essentially the direction-finding subproblems, so if the structure of
these subproblems admits efficient algorithms on the space of α, then it remains to be so in the new
coordinates under the linear transformation. Thus we will only show suitable reparametrization for
the primal problems considered in [TJHA05], and omit most of the details of applying RSD except
for the second variant which has an unbounded feasible region.
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Variant I

In a “slack re-scaling” formulation considered by [TJHA05], the primal problem is, in our notation,

min
w,ξ

1
2‖w‖

2 + C
n

∑
i∈I

ξi (17)

subj. w′∆f(xi, y) ≤ ξi

l(xi, y)
− 1, ξi ≥ 0, ∀ y ∈ Yi\yi, i ∈ I.

where n is the number of training examples. Let αi(y) be the non-negative multiplies associated
with the constraints for respective y ∈ Yi\yi. Similar to the derivation in Section 3.1, utilizing the
linear structure in the Lagrangian function, we introduce variables βi, γi defined by

βi =
∑

y∈Yi\yi

∆f(xi, y)αi(y), (18)

γi =
∑

y∈Yi\yi

αi(y). (19)

Or, in matrix notation, for some matrix Ai defined through Eqs. (18) and (19), we can write[
βi

γi

]
= Aiαi.

The reduced dual problem can be seen as

max
β,γ

− 1
2

∥∥∥∑
i∈I

βi

∥∥∥2

+
∑
i∈I

γi (20)

subj.
[

βi

γi

]
∈ Di = Ai

{
αi

∣∣∣ ∑
y∈Yi\yi

αi(y)
l(xi, y)

≤ C
n , αi ≥ 0

} , ∀i ∈ I.

Notice that the set Di is different from the one in Section 3.1. A dual optimal β∗ defines the optimal
primal solution w∗ by w∗ = −

∑
i∈I β∗i .

There are a number of ways of applying RSD to solve the reduced dual problem, as described in
Section 3.2 and will not be repeated here. The direction-finding subproblem can be decomposed into
sub-subproblems of direction-finding on Di for each individual training example. Let gi,β denote
the gradient of the dual function with respect to βi at a dual feasible point. It can be seen, from
Eqs. (18) and (19) and the definition of Di, that the direction finding sub-subproblem on Di is
equivalent to

max
αi≥0

∑
y∈Yi\yi

αi(y) g′i,β ∆f(xi, y) +
∑

y∈Yi\yi

αi(y)

subj.
∑

y∈Yi\yi

αi(y)
l(xi, y)

≤ C
n ,

which we rewrite as

max
αi≥0

∑
y∈Yi\yi

αi(y)
l(xi, y)

l(xi, y) g′i,β ∆f(xi, y) +
∑

y∈Yi\yi

αi(y)
l(xi, y)

l(xi, y)

subj.
∑

y∈Yi\yi

αi(y)
l(xi, y)

≤ C
n .

It can be seen, (since l(xi, y) is positive), a maximum of the above problem is attained either at
αi = 0 with the optimal value 0, or at a vector associated with a maximum of the following problem

max
y∈Yi\yi

l(xi, y) g′i,β ∆f(xi, y) + l(xi, y).
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It is not necessary to consider the two cases separately, because l(xi, yi) = 0 and ∆f(xi, yi) = 0. As
can be verified, we can include yi in the above maximization and solve the loss-augmented inference
problem

max
y∈Yi

l(xi, y) g′i,β ∆f(xi, y) + l(xi, y),

then its optimal solution y∗ defines the optimal solution (β̃∗i , γ̃∗i ) of the direction-finding sub-
subproblem by

β̃∗i = C
n l(xi, y∗) ∆f(xi, y∗), γ̃∗i = C

n l(xi, y∗). (21)

Variant II

Another formulation in [TJHA05] has a quadratic penalty for margin violation, and its primal
problem is, in our notation,2

min
w,ξ

1
2‖w‖

2 + C
2n

∑
i∈I

ξ2
i (22)

subj. w′∆f(xi, y) ≤ ξi

l(xi, y)
− 1, ξi ≥ 0, ∀ y ∈ Yi\yi, i ∈ I.

Similarly we can introduce variables βi, ζi, γi defined by

βi =
∑

y∈Yi\yi

∆f(xi, y)αi(y), (23)

ζi =
∑

y∈Yi\yi

1
l(xi, y)

αi(y), (24)

γi =
∑

y∈Yi\yi

αi(y). (25)

Or, in matrix notation, for some matrix Ai defined through Eqs. (23)-(25), we can write βi

ζi

γi

 = Aiαi.

The reduced dual problem can be seen as

max
β,ζ,γ

− 1
2

∥∥∥∑
i∈I

βi

∥∥∥2

− n
2C

∑
i∈I

ζ2
i +

∑
i∈I

γi (26)

subj.

 βi

ζi

γi

 ∈ Di = Ai

({
αi

∣∣ αi ≥ 0
})

, ∀i ∈ I.

The feasible region is unbounded, but the idea of the simplicial decomposition methods still
applies, (indeed the column generation algorithm in [TJHA05] can be viewed as the simplicial
decomposition method applied on the space of α), and the application of RSD is also straightforward.
However, since there are still a few details worth to mention, we give an account of the application
of RSD in what follows.

In this case the feasible region
∏

i∈I Di is a closed convex cone3 and is also a product of closed
convex cones Di. We successively approximate it from inside by a polyhedral cone, or a prod-
uct of polyhedral cones, generated by a finite number of direction points (rays) that we find by

2They use the square root of the loss in the constraints, but this difference is immaterial for the purpose of
describing the forms of the primal and dual problems here.

3A cone is a set that is scale-invariant.
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solving direction-finding subproblems. Here we remind the readers that the cone generated by the
points {d1, . . . , dr}, which we denote by cone

(
{d1, . . . dr}

)
, is the set of points that are non-negative

combinations of di, i.e.,

cone
(
{d1, . . . dr}

)
=

{
z

∣∣∣ z =
r∑

j=1

qjdj , q ≥ 0
}

.

In the master problems, we optimize the dual function on the approximating polyhedral cones. If we
approximate the feasible region by one cone, (instead of a product of cones), the master problems
have the form of

max
q≥0

Q
( r∑

j=1

qjdj

)
,

where {d1, . . . , dr} is the set of direction points. The case of approximation by a product of cones is
similar. The projected Newton method [Ber82] is well suited for solving such problems with simple
constraints.

We now give the details as well as the interpretation of the direction-finding subproblems. Aiming
to find a feasible point along an ascent direction, we consider a bounded subset of the feasible cone
Di, one choice of which can be,4 for instance,

D̃i(K) = Ai

{
αi

∣∣∣ αi ≥ 0,
∑

y∈Yi\yi

αi(y)
l(xi, y)

≤ K
} ,

where K is some positive scalar sufficiently large so that the current point lies in
∏

i∈I D̃i(K),
however, the exact value of K will not be needed anywhere in the algorithm. We can now proceed
as before to find extreme points of these bounded sets that are along ascent directions. For each
training example i, denote by gi,β and gi,ζ the components of the gradient of the dual funciton (26)
with respect to βi and ζi, respectively. We solve the sub-subproblem of direction-finding on D̃i(K):

max
β̃i,ζ̃i,γ̃i

g′i,β β̃i + gi,ζ ζ̃i + γ̃i (27)

subj.

 β̃i

ζ̃i

γ̃i

 ∈ D̃i(K).

Similar to the derivation for the first variant, by Eqs. (23)-(25), the problem (27) is equivalent to

max
αi≥0

∑
y∈Yi\yi

αi(y)
l(xi, y)

l(xi, y) g′i,β ∆f(xi, y) +
∑

y∈Yi\yi

αi(y)
l(xi, y)

gi,ζ +
∑

y∈Yi\yi

αi(y)
l(xi, y)

l(xi, y)

subj.
∑

y∈Yi\yi

αi(y)
l(xi, y)

≤ K,

whose maximum is attained either at αi = 0 with the optimal value 0, or at a vector associated with
a maximum of the following problem:

max
y∈Yi\yi

l(xi, y) g′i,β ∆f(xi, y) + gi,ζ + l(xi, y),

which is equivalent to, by neglecting the constant term gi,ζ ,

max
y∈Yi\yi

l(xi, y) g′i,β ∆f(xi, y) + l(xi, y).

4A different choice of this bounded subset results a different form of loss-augmented inference problems that need
to be solved for direction-finding.
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Let y∗ be a maximum of the above problem. Then it can be seen that an optimal solution (β̃∗i , ζ̃∗i , γ̃∗i )
of problem (27) is attained either at the zero vector or at the vector K(d∗i,β , d∗i,ζ , d

∗
i,γ), where

(d∗i,β , d∗i,ζ , d
∗
i,γ) can be viewed as a direction and is defined by

d∗i,β = l(xi, y∗) ∆f(xi, y∗), d∗i,ζ = 1, d∗i,γ = l(xi, y∗). (28)

Furthermore, like in the first variant, we can do the following instead: We solve the loss-augmented
inference problem

max
y∈Yi

l(xi, y) g′i,β ∆f(xi, y) + l(xi, y), (29)

and with y∗ being a maximum and q∗ being the optimal value, we let

(d∗i,β , d∗i,ζ , d
∗
i,γ) =

{
defined by Eq. (28), if y∗ 6= yi and q∗ ≥ −gi,ζ ,

(0, 0, 0) otherwise.
(30)

Then the point K(d∗i,β , d∗i,ζ , d
∗
i,γ) is an optimal solution of problem (27), as can be verified.

To check if the current point (β, ζ, γ) is an optimal dual solution, we check for each i, if the
direction from the current point (βi, ζi, γi) to the point K(d∗i,β , d∗i,ζ , d

∗
i,γ), for some K, is an ascent

direction (with all other variables fixed at their current values). In other words, we check if there
exists K > 0 such that

g′i,β (Kd∗i,β − βi) + gi,ζ (Kd∗i,ζ − ζi) + (Kd∗i,γ − γi) > 0,

which is equivalent to for some K > 0,

g′i,β d∗i,β + gi,ζ d∗i,ζ + d∗i,γ > 1
K

(
g′i,β βi + gi,ζ ζi + γi

)
.

This can be verified by checking the signs of both sides – once more, the knowledge of K is not
needed.

If the above relation holds for at least one i, then the current point (β, ζ, γ) is not optimal.
In the case of applying RSD with one polyhedral cone approximating the feasible region, we add
the direction point d∗ = (d∗β , d∗ζ , d

∗
γ) to the set of direction points that generate the approximating

cone on which the master problem will be formed. In the case of applying RSD with a product
of cones approximating the respective sets Di, we add the direction points d∗i = (d∗i,β , d∗i,ζ , d

∗
i,γ) to

their respective sets for each individual training example. Applying RSD with coordinate ascent
and working sets is similar. When the size of the set of direction points reaches the preset limit, we
can replace one direction point with the current point (β, ζ, γ) or (βi, ζi, γi) before adding in d∗ or
d∗i , similar to the procedure in RSD for the bounded case (see Footnote 1).

5 Conclusions

In this paper we have presented a new dual optimization approach for solving the parameter op-
timization problems that arise from recent large margin discriminative training formulations for
structured prediction problems. Our approach is to reparametrize the dual problem and to apply
the restricted simplicial decomposition method. We have shown that our reparametrization brings
efficiency. While our reparametrization applies to the case where the prediction function depends
explicitly on the features, instead of kernels, we note that the restricted simplicial decomposition
method remains to be well suited for solving the optimization problems arising from a kernelized
formulation.
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