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ABSTRACT

Aims. The aim of this work is to investigate and characterise non-thermal particle behaviour in a three-dimensional (3D) magnetohy-
drodynamical (MHD) model of unstable multi-threaded flaring coronal loops.

Methods. We have used a numerical scheme which solves the relativistic guiding centre approximation to study the motion of electrons
and protons. The scheme uses snapshots from high resolution numerical MHD simulations of coronal loops containing two threads,
where a single thread becomes unstable and (in one case) destabilises and merges with an additional thread.

Results. The particle responses to the reconnection and fragmentation in MHD simulations of two loop threads are examined in detail.
We illustrate the role played by uniform background resistivity and distinguish this from the role of anomalous resistivity using orbits
in an MHD simulation where only one thread becomes unstable without destabilising further loop threads. We examine the (scalable)
orbit energy gains and final positions recovered at different stages of a second MHD simulation wherein a secondary loop thread is
destabilised by (and merges with) the first thread. We compare these results with other theoretical particle acceleration models in the

context of observed energetic particle populations during solar flares.
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1. Introduction

The physical processes which underpin particle acceleration in
solar flares (across a range of scales, from the largest flares to
barely observable micro- and nano-flares) present one of the
most challenging unsolved problems in plasma physics to-date.
The nanoflare picture, in particular, may also provide a resolu-

) tion of the longstanding coronal heating problem (e.g. Parnell
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& De Moortel 2012; De Moortel & Browning 2015; Klimchuk
2015), with the combined effect of ubiquitous nanoflares provid-
ing the heating (Parker 1988). Active region heating may be a

_ result of ‘nanoflare storms’ (Klimchuk 2015) in multi-threaded
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coronal loops, so it is important to understand the mechanisms
whereby energy release in one thread can lead to the release of
energy from the neighbouring threads.

Since non-thermal particles are a feature of most flares of all
scales, their presence in non-flaring active regions could provide
confirmation of the nanoflare hypothesis - although the ques-
tion of how the partitioning of energy between thermal plasma
and non-thermal particles (and other forms) scales with event
size is not yet answered. Further modelling of the processes by
which particles are accelerated will be required in order to re-
solve this, and to predict the expected properties of the particle

distributions. The detection of energetic particles from smaller
flare-like events relevant to coronal heating is beyond the capa-
bility of current hard X-ray (HXR) telescopes such as RHESSI,
but the sounding rocket FOXSI provides a glimpse of the HXR
emission from microflares (Krucker et al. 2014), and suggests
that a future space-based focusing HXR instrument could pro-
vide important insights into nanoflares (Christe et al. 2017). Re-
cently HXR emission signatures from a microflare have been ob-
served using NuSTAR (Glesener et al. 2017), which can also be
used to deduce non-thermal limits for small microflares (Wright
et al. 2017). Potential non-thermal sources have been observed
for a number of years at radio frequencies (see e.g. Shibasaki
etal. 2011, and references therein), while IRIS observations also
indicate the presence on non-thermal electrons associated with
nanoflare heating (Testa et al. 2014).

Line-tied coronal loops are remarkably stable structures
(e.g. Raadu 1972), but inclusion of increasing levels of magnetic
twist in coronal flux tube models (above a critical value) can al-
low the ideal magnetohydrodynamic (MHD) kink instability to
naturally develop in previously stable loops (e.g. Hood & Priest
1979). Photospheric footpoint motions can drive this develop-
ment and onset (Gerrard et al. 2002). The non-linear phase of the

Article number, page 1 of 16



A&A proofs: manuscript no. AA31915

kink instability generates helical current sheet structures within
a flux tube, leading to rapid (enhanced) reconnection, fragmen-
tation and local heating (Gerrard et al. 2001; Browning & Van
der Linden 2003). Subsequent build-up and dissipation of sec-
ondary current sheet structures in later stages within the same
tube continue to heat the corona in a manner consistent with the
nanoflare picture (Browning et al. 2008; Hood et al. 2009), un-
til the configuration approaches a minimal energy, helicity con-
serving Taylor state (Taylor 1974; Browning & Van der Linden
2003; Bareford et al. 2013). This relatively simple initial con-
cept has been further extended to incorporate additional effects,
including atmospheric stratification, curvature, thermal conduc-
tion and others (Bareford et al. 2016), while producing plasma
motions which qualitatively and quantitatively agree with obser-
vations (Gordovskyy et al. 2016).

Significantly, this mechanism can also induce additional dis-
ruptions in neighbouring loop threads (Tam et al. 2015), leading
to a possible cascade of energy release from many threads over
time (Hood et al. 2016) in a manner also consistent with helicity
conserving Taylor relaxation (Hussain et al. 2017). This is im-
portant, because it means energy can be released from twisted
threads even if they are well below the kink instability threshold.
Instability is needed in only one thread, which then triggers an
avalanche of heating (and, as we show, particle acceleration) in
its neighbours.

The characteristic behaviour of particle orbits in the vicinity
of isolated current sheets during reconnection events have also
been studied for some years (e.g. Turkmani et al. 2005; Onofri
et al. 2006; Gordovskyy et al. 2010a,b; Gordovskyy & Browning
2011, 2012). Models of coronal loops which destabilise in the
manner described above provide a convenient global framework
to compare orbit results with observations, while also allowing
extensions which account for the impact of atmospheric stratifi-
cation, collisions and instrumentational effects in the model (e.g.
Gordovskyy et al. 2013, 2014; Pinto et al. 2016). Underpinning
this approach is the idea that magnetic reconnection is generi-
cally associated with parallel electric fields (e.g. Schindler et al.
1988; Hesse & Schindler 1988; Schindler et al. 1991), which are
strong candidates to accelerate particles (Janvier et al. 2015).

Of particular relevance for this investigation is the work of
Gordovskyy & Browning (2011, 2012), who calculate electron
and proton orbits in a single twisted flux tube within which the
ideal kink instability develops, and study the particle accelera-
tion efficiency for a number of magnetic resistivity profiles. With
the relatively recent ‘discovery’ of multiple thread eruptions trig-
gered by a single kink unstable thread (termed an ‘avalanche’
model, e.g. by Hood et al. 2016), it seems pertinent to ascertain
how the energetic particle properties (including energies and im-
pact sites) may change when the eruption takes place in several
(neighbouring) threads over time.

The primary objective of this investigation is to determine
particle orbit behaviour during an event containing multiple
magnetic threads. Unlike previous studies, an instability in one
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of the threads can lead to the destabilisation of others. We have
focussed on a system containing one unstable thread and one
stable thread; however, similar behaviour would be expected in
multi-thread configurations (such as Hood et al. 2016, for exam-
ple). Our objective is to analyse how the particle orbit response
differs when a series of threads destabilise and merge, compared
to the single destabilisation of one thread alone, and what factors
affect this response.

Our paper is organised as follows: In Section 2 we discuss
the model itself, which is divided into two parts. In Section 2.1,
we describe the global MHD field model (containing two neigh-
bouring flux tubes, one of which is driven beyond marginal sta-
bility). In Section 2.2, we describe our particle orbit model,
which takes input from the MHD model. The preliminary stage
of the investigation, Section 3, revisits the case where only a sin-
gle flux tube destabilises and fragments, where our focus is to
investigate the effect of background and anomalous resistivity
on the particle orbits. Then we consider the orbit response to a
case where a second loop instability is triggered by the first, in
Section 4. We discuss our results in Section 5, before presenting
conclusions and possible areas of future study in Section 6.

2. Model setup
2.1. MHD model

MHD simulations of a kink unstable loop interacting and dis-
rupting a neighbouring ideally stable loop have been performed
by Tam et al. (2015) and Hood et al. (2016). A discussion of the
equations solved and the parameters used are given in Tam et al.
(2015), while the Lagrangian remap code, Lare3D, used here is
described in Arber et al. (2001). The non-linear evolution of the
line-tied kink instability has been studied by several authors (e.g.
Baty et al. 1998; Lionello et al. 1998; Gerrard et al. 2001, 2002;
Browning et al. 2008; Hood et al. 2009). During the non-linear
ideal phase of the instability, a helical current sheet forms in the
unstable magnetic loop. Once reconnection starts, this current
sheet fragments, forming many small current sheets within the
unstable loop. The formation of these small current sheets helps
the magnetic field to relax towards a lower energy state. One
consequence of the relaxation process is that the cross section of
the unstable loop expands. This expansion allows this loop to in-
teract with a neighbouring stable loop. Tam et al. (2015) showed
that if the stable loop is located sufficiently near to the unstable
loop, the stable loop can be disrupted. On the other hand, if the
stable loop is sufficiently far from the unstable one, there is no
interaction. When a nearby stable loop is disrupted, its stored
magnetic energy can be released. The interaction creates a cur-
rent sheet in the stable loop and, once reconnection starts, the
stable loop is attracted into the unstable loop. This dynamical
merging results in the formation of more current sheets and more
reconnection. The two loops merge, relaxing to a single, weakly
twisted loop. Hood et al. (2016) showed that the interaction of
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loops can continue, with yet more stable loops being disrupted,
resulting in an MHD avalanche.

The MHD simulations produce the 3D temporal evolution
of all the plasma and magnetic field variables. The Lare3D code
uses dimensionless variables, which we base on a magnetic field
strength, By = 10G, alength, L = 10°m, and a mass density, py =
3.3x107 2 kgm™. Thus, the typical Alfvén speed is V4 = 491km
s~! and the typical time is ¢ = 2s. The reference current density
is jo = Bo/(uL) = 8 x 107* Am~? and the magnetic diffusivity
is 79 = 5 x 10" m?s~!. Time units are quoted in Alfvén times,
74. The domain considered is as follows: -2 < ¥ < 4,-2 <
y <2 and —10 < Z < 10 (where barred quantities represent non-
dimensional variables in the numerical domain). Both loops have
aradius of unity.

A key question that is not addressed by MHD simulations is
how the instability, reconnection and any subsequent disruption
influences particle acceleration. Particle acceleration is driven by
the electric field and the component parallel to the magnetic field
depends strongly on the form of the resistivity chosen. While a
small background resistivity is useful for energy conservation,
it often results in (artificially) large particle acceleration. An
anomalous resistivity, triggered when the current rises above a
critical value, allows the formation of strong currents and en-
sures that the reconnection remains spatially local. In dimen-
sionless values, the two resistivities are iy, = 5 X 1073, for the
uniform background value and 7 = 0.001 when |j| > 5 for the
anomalous value. Following the work of Tam et al. (2015), we
consider two simulations: the first simulation has only a single
unstable loop (Section 3); and the second simulation involves the
disruption of a stable loop by the unstable one (Section 4). The
particle orbit calculations for the single loop were repeated, once
with the background resistivity switched off (j,1, = 0) and once
with it on. The simulations involving the disruption of the stable
loop were performed with no background resistivity.

2.2. Relativistic particle dynamics

We investigate energetic electron and proton properties using the
test-particle approach. This is valid if the population of non-
thermal energetic particles is small compared with the thermal
background population which generates the MHD fields. Hav-
ing established the details of the MHD simulations (whose snap-
shots we will use as a general environment within which we will
initialise particle orbits) we now outline how each orbit will be
calculated. We use the guiding centre approximation (or GCA,
derived in Northrop 1963) to study the evolution of test-particle
orbits, using an identical approach to that used in various recent
studies of orbit behaviour in a range of environments (Threlfall
et al. 2016a,b; Borissov et al. 2016; Threlfall et al. 2017), in-
cluding studies of separator reconnection, non-topological re-
connection, and indeed full MHD simulation snapshots of an en-
tire active region. This approach is not unique (e.g. Gordovskyy
& Browning 2011, 2012; Gordovskyy et al. 2014). In seeking

to extend the work of Gordovskyy & Browning (2011, 2012),
we use a similar approach, in order that we may compare like-
for-like results. Details of our implementation of this method are
readily available, having been fully outlined in previous inves-
tigations (e.g. Threlfall et al. 2017). For brevity, we will only
briefly review key details.

We calculate the movement of the guiding centre R of a par-
ticle with rest-mass my, charge ¢ and relativistic magnetic mo-
ment, i,. The orbit is controlled by a magnetic field B (with mag-
nitude B = |B| and unit vector b = B/B) and an electric field E.
It responds according to the relativistic GCA equations:

W4 ) = yur s 2t - %‘Z—f (1a)
Ry =ug+ o x {Q“_l,tm [% (VB* ¥ VZZ'Z v ag;)

+”Hi]1_l; + yddlf VZ—CZP%E“E} (1b)

‘C% - Vz‘f [Qscltsd (RL + %b) E+ %%}, (1)
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where B* and B** modify the original field strength B through
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Particle drifts (largest of which is the E X B drift, which
causes the orbit to drift at a velocity ug = E* x b/B) affect the
guiding centre motion. Velocity and electric field components
aligned with the magnetic field (henceforth known as parallel ve-
locity and parallel electric field) are vy(=b - R) and E(=b-E),
respectively. v, is the gyro-velocity, R, (= R — vb) is the per-
pendicular component of guiding centre velocity, and s is an
arc-length parallel to the magnetic field. We also, for simplic-
ity, define a relativistic parallel velocity i (= yv)), for the usual
Lorentz factor y (: c/ (c2 - vz)l/z).

In this work, we examine the motion of electrons and pro-
tons. Hence, the rest mass and charge of our test-particles are
either fixed to be my = m, = 9.1 x 1073 kg and ¢ = e =
-1.6022 x 107! C for electrons or my = m, = 1.67 x 107" kg
and g = |e| = 1.6022 x 10~ C for protons.

Equations (1) have been non-dimensionalised. Dimensional
values are obtained using appropriate values, which were chosen
to be relevant in a solar coronal context. Times are normalised by
a single Alfvén time from the MHD simulations (¢, = 74 = 2).
The remaining normalising parameters for the GCA scheme use
the same normalisation as the MHD simulations, yielding a di-
mensionless electron or proton gyro-frequency w(= q bsmp™").
The factor wt,, should be large in order for guiding centre the-
ory to be valid (as drift terms appear in Eqgs. 1 of the order of
the inverse of this parameter). For the parameters mentioned,
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Wt = —3.5 x 108 rads for electrons and 1.92 x 10° rads for
protons, justifying our use of the guiding centre approach here.

In order to determine the particle behaviour, Egs. (1) are
evolved in time using a fourth order Runge-Kutta scheme with
a variable timestep and compared with solutions derived from
a fifth order Runge-Kutta scheme to ensure accuracy. The lo-
cal electric and magnetic environment for each orbit is deter-
mined using several snapshots of our numerical MHD experi-
ments, where the local (sub-grid) field values are found through
linear interpolation to the orbit location, in both space and time.

The high spatial resolution in our MHD grid prevents us
from using more than five MHD snapshots for each set of orbit
calculations (as each high resolution snapshot is held in memory
for the duration of one set of orbit calculations). The snapshots
are themselves separated in time by several temporal orders of
magnitude, compared to the timescale of a single gyroperiod.
In order to study different stages of each MHD experiment, we
will load in five consecutive snapshots from different times in the
MHD simulation per set of orbit calculations. Each orbit will be
initialised at the time of the first snapshot and will continue un-
til either a domain boundary is reached by the orbit or the orbit
lifetime exceeds the time associated with the fifth snapshot in the
sequence. Thus the maximum orbit lifetime in this environment
is approximately 2574 (50s). In this way, orbits which remain in
the domain will experience long-term changes in the background
MHD environment and react accordingly, without the significant
computational resources required to load in all MHD snapshots
and simulate individual orbits for unfeasibly large numbers of
gyroperiods.

3. Particle acceleration in a single thread: effects of
resistivity profile

We begin by considering the case where only a single thread be-
comes unstable (i.e. without disrupting other loop threads). This
simulation uses the first of two configurations outlined in Sec-
tion 2.1, and utilises both (uniform) background resistive effects
together with a (non-uniform) anomalous resistivity, triggered
wherever the current is locally greater than a critical value.

Figure 1 illustrates how this system evolves in the case with
non-zero background resistivity (7ykg). The left-hand flux tube
(seen using blue field lines in e.g. Fig. 1a) is perturbed and be-
comes kink unstable. This ultimately leads to the formation of
a large helical current sheet (seen in purple in Fig. 1b) in this
tube. Anomalous resistivity acts upon this current sheet, leading
to enhanced heating and a restructuring of the left-hand tube. In
the later stages of the experiment, little remains of the left-hand
tube, while the right-hand tube remains unaffected (shown by
green field lines in e.g. Fig. 1¢).

Figure 2 illustrates how the energy components of this sys-
tem change with time (relative to their initial state). These
changes define and distinguish between three distinct ‘phases’
of the experiment. We will compare the orbit behaviour in each
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phase to uncover how the particle response changes during the
MHD experiment. Phase 1 is marked by a continuous slow de-
crease in magnetic energy from its initial value, primarily bal-
anced by an increase in the amount of internal energy (or local
heating) in the system. This phase occurs from = 0 ~ 6074 (ac-
cording to Fig. 2) and is dominated by npx, # O effects. The back-
ground resistivity steadily releases energy from the magnetic
field to (Ohmically) heat the surrounding plasma. No current
is recorded which surpasses the critical value (j.;) in Phase 1,
guaranteeing that anomalous resistive effects are not responsi-
ble for the energy change during this phase. A helical current
sheet finally surpasses j between r = 5574 and 607, (seen in
Fig. 1b). This current sheet reconnects and fragments, followed
by several secondary current sheets which also form (above j),
reconnecting and fragmenting for a further ~ 5074. During this
second phase, earlier current sheets are typically associated with
the edge of the unstable flux tube, while later in Phase?2 cur-
rent sheets form throughout the unstable flux tube region. As a
result, Phase 2 maintains an enhanced rate of energy loss com-
pared to Phase 1. The increase can be attributed to the activa-
tion of a larger anomalous resistivity (acting on laminar current
sheets above the critical value) in combination with the (lower,
uniform) background resistivity (acting on currents throughout
the domain). Phase 2 ends after # ~ 10574. In Phase 3, the mag-
netic energy loss rate returns to a gradient similar to that ob-
served in Phase 1. In this third and final phase peak values of
current return below j. (as evidenced by Fig. l¢, where no pur-
ple isosurfaces are visible). Phase 3 sees the system return to one
primarily heated by background resistive effects, particularly in
the final stages.

We will now examine the particle response to each of these
phases in detail. From Fig. 2, it is clear that both anomalous and
background resistivity play different roles in the various phases.
What is unclear is how this would affect particle orbit behaviour
during each phase (though the role of different resistivity models
was studied in some detail for electrons and protons in a single
unstable flux tube model by Gordovskyy & Browning 2012). To
distinguish the effective role of each resistivity upon individual
particle behaviour in our work, we perform a set of orbit cal-
culations in each phase, but repeat each set of calculations for
two distinct cases, where the orbit calculations include or omit
Noke. Thus, during each phase of the MHD evolution, we will be
able to disentangle the effects of both components of resistivity
in these simulations.

Each set of orbits considered here contains 4096 particles,
having random initial positions within our simulation domain
and random initial pitch angles (from O to 7). The initial kinetic
energy of each orbit is determined by a Maxwellian distribution,
peaking at a temperature close to IMK. In principle, each orbit
should be seeded with the thermal energy corresponding to the
temperature of the MHD simulation region into which they are
inserted. In practice, previous works (e.g. Threlfall etal. 2017)
have explored a range of initial conditions and found that the
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Fig. 1: Single loop thread destabilises: Images show specific interpolated magnetic field lines (traced from the base of the simulation
domain, at 7 = —10 in non-dimensional units), colour-coded by location in X, at different stages of the experiment. Blue field lines
are traced from regions where ¥ < —0.1, red field lines are traced from X = 0 only, while green field lines are traced from ¥ > 0.1.
Hence in (a) (prior to any reconnection) blue field lines are initially associated with the left-hand flux tube and green field lines with
the right-hand tube, separated by red field lines. Purple isosurfaces (where present) indicate regions of current above the critical
value. Each image is associated with the time shown in the caption.
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Fig. 2: Single loop thread eruption: Energy partition over time
(in MHD simulation including background and anomalous re-
sistive effects). The energetics can be divided into three distinct
phases (outlined in blue), while the key to individual components
is given in the legend.

initial energy is relatively unimportant, with the final state often
dominated by the strength and extent of the reconnection electric
fields (if present).

3.1. Phase 1: initial acceleration

Background resistivity, nyke, dominates the particle orbit re-
sponse in Phase 1. A comparison of the final positions of orbits
passing through the top or bottom boundaries in Fig. 3 reveals
that the background resistivity (which is small compared to the
anomalous resistivity) is sufficient to accelerate both protons and
electrons to high energies. Acceleration signatures can clearly
be seen in the cases where background resistive effects were in-
cluded, manifesting in the beams of red/orange final positions in
Fig. 3a for electrons and Fig. 3¢ for protons. These these signa-
tures appear identically on opposite boundaries when comparing

both species, comprising of narrow beams at the tube centre sur-
rounded by a halo of similar energy final positions on the oppo-
site boundary. The structure of local current density, j, (sampled
in a midplane cut in Fig. 4 for example) is clearly responsible
for these structures. This current commonly forms two regions
of opposite orientation per flux tube. The magnetic field remains
uni-directional in both flux tubes, and hence the local parallel
electric field reverses sign when moving from the interior of each
tube to the exterior, resulting in the beam and halo structures
seen in Figs. 3a and 3c.

The maximum electron energy in Fig. 3a is 3.1 MeV, while
the equivalent proton value in Fig.3c is 3.07MeV. The pat-
tern of energy gains is closely matched in both flux tubes. Fi-
nal positions outside the core and halo structures are deter-
mined by the initial (random) distributions of position, pitch
angle and (Maxwellian) energy. In contrast, lacking the core
and halo structures, the maximum energies achieved in Figs. 3b
and 3d are much smaller (2.7 keV and 1.4 keV respectively). Or-
bits which neglect 7, remain at approximately Maxwellian en-
ergies. Overall, far fewer unaccelerated protons reach either top
and bottom boundaries before five MHD snapshots have been
used, compared to electrons, due to the difference in mass.

Electron and proton energy distributions in Fig.5 reflect
these findings; high energy tails are present whenever back-
ground resistive effects are included (solid red/blue histograms).
When omitted, both electron and proton final spectra (dashed
histograms) are much closer matches to the initial (Maxwellian)
distribution.

It should be noted here that the particle spectra seen in
Fig. 5 (and those for subsequent phases or experiments) are cal-
culated instantaneously by counting the number of particles in
(and weighted by the width of) specific kinetic energy bins, as
a general guide to illustrate how energised each orbit population
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Fig. 3: Single thread destabilises, Phase 1. Impact sites (and associated energies) at upper and lower boundaries for case where
electron orbits (a) include or (b) omit background resistive effects. (c) and (d) show equivalent proton impact sites in both cases. For

key to impact site energy, see colour bar.
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Fig. 4: Single thread destabilises. Initial current density structure
in the (x, y, z = 0) plane. Coloured contours indicate vertical cur-
rent (j,), with key given by colour bar. Overlaid arrows indicate
orientation and strength of planar current, (j, jy).

has become. This is quite different from observational particle
spectra, which are based on particle fluxes through a certain area
in a given time and at a certain energy range. Our populations
only cover a very small fraction of the range of possible initial
conditions; therefore, we urge caution when comparing aspects
of our recovered spectra with observationally derived spectra.

3.2. Phase 2: critical current influence

Large laminar current sheet(s) form above the critical value in
Phase 2. For brevity, we will henceforth only visually illustrate
the final orbit positions of protons whose orbits omit background
resistivity: electron and proton results are closely matched, while
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Fig. 5: Single thread destabilises, Phase 1. Final energy distribu-
tions for both electron (red) and proton (blue) orbit calculations
during this phase, with the calculations either including (solid
lines) or omitting (dotted lines) the effects of background resis-
tivity. An example of the initial energy distribution used by either
species can be seen as the black solid histogram.

orbits that include 17pi, often behave as seen in Phase 1 in Fig. 3a.

Figure 6 illustrates the final positions of proton orbits in
three dimensions, colour-coded according to energy (Fig.6a)
together with the energy spectra of electron and proton orbits
which include or omit background resistive effects (Fig. 6b). Or-
bit calculations in Phase 2 are based upon five MHD snapshots
beginning at t = 6074.

The kink instability onset occurs in the left-hand flux tube
during Phase 2, resulting in the helical current sheet in Fig. 6a.
The electric field generated by the resulting reconnection in this
phase alters many orbit characteristics (previously dominated
by the uniform resistive effects). When nye is omitted, orbits
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Fig. 6: Single thread destabilises, Phase 2. (a) shows final positions and energies of proton orbits (for the case where orbit calculations
omit background resistive effects) together with purple isosurface(s) of critical current and interpolated magnetic field lines (grey).
Each final position is indicated by an orb, and coloured according to energy (for key, see colour bar). (b) shows the initial and final
energy distributions of both electron (red) and proton (blue) orbits where background resistivity is omitted (dashed histograms) or
included (solid histograms). An example of the initial (Maxwellian) energy distribution is also included (black solid histogram).

in Fig. 6a form beams of energised protons accelerated towards
both top and bottom boundaries in the left-hand flux tube alone.
The peak electron energy reaches 22 MeV, while the equivalent
proton energy reaches 10.5MeV, caused solely by anomalous
resistivity acting upon current > jey.

The energy distributions in Fig. 6b reveal that orbit energisa-
tion is much more similar in cases where background resistivity
is included (solid histograms) and omitted (dashed histogram),
both for electrons and protons, compared to Phase 1. One no-
table difference between the two cases is that background re-
sistivity increases the number of orbits with energies between
1keV — 1MeV compared to anomalous resistivity alone.

3.3. Phase 3: excess current dissipated

The final phase occurs as the experiment nears its end. Orbit
calculations which sample this phase use five MHD snapshots
beginning at r = 11074, with results presented in Fig.7. Once
again, we present only the final positions of proton orbits which
omit 77pke in Fig. 7a, but compare the final energy spectra of elec-
tron and proton orbit calculations (as red and blue histograms)
which include (solid lines) and omit background resistive effects
(dashed) together in Fig. 7b.

Only a thin fragment of current remains above the critical
value in Fig. 7a, near the centre of the left-hand flux tube rem-
nants. While the current sheet itself is much smaller and thinner
than in previous snapshots (suggesting that the impact sites may
narrow), the remains of the tangled (reconnected) magnetic field

allows orbits along many different field lines to access this ac-
celeration region. Thus the final positions at the top and bottom
boundaries widen (in Fig. 7a) compared to the final positions in
previous phases. This expansion of the region occupied by en-
ergetic particles (as noted by Gordovskyy & Browning 2011) is
associated with reconnection of the twisted loop field lines with
the ambient untwisted field. The peak electron and proton orbit
energies drop to 4.2MeV and 7.4 MeV respectively during this
phase.

The energy spectra presented in Fig. 7b reveal a much closer
match between resistivity profiles for both electron and proton
orbits during Phase 3. Anomalous resistive effects dominate (as
in Phase 2). In all three Phases, a cross-over occurs close to
1keV; above this value, the spectra of orbits which incorpo-
rate npke typically contain more orbits than calculations where
it is omitted (and hence solid histograms lie above correspond-
ing dashed cases above 1keV). With a limited total number of
orbits, fewer orbits are therefore found at lower energies, and
hence fewer orbits yield energies below 1keV when including
background resistive effects (causing the dashed histograms to
typically lie above the solid histograms below this value). How-
ever, the differences between the cases are minor, compared to
previous Phases.

Since the background resistivity used in our simulations
is greater than the coronal value, including this in the electric
field when calculating particle orbit trajectories arguably sig-
nificantly over-estimates particle acceleration efficiency and in-
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deed (as in Phase 1) unrealistically predicts significant particle
energisation in the absence of any reconnection. On the other
hand, the anomalous resistivity within the current sheets repre-
sents the resistivity which is likely to be driven by plasma micro-
instabilities, and gives a clear link between particle acceleration
and electric fields associated with reconnection. Thus, in the fol-
lowing (and similar to Gordovskyy etal. 2013, 2014, 2016; Pinto
etal. 2016), we use only anomalous resistivity in calculating par-
ticle trajectories.

4. Particle trajectories and energisation for
interacting loops

We now consider the case where the left-hand flux tube desta-
bilisation disrupts a second flux-tube, leading to a merger of the
tubes. In doing so, we will use our earlier results as a guide, and
omit uniform (background) resistive effects from our MHD and
orbit calculations.

As before, we begin with an outline of the MHD experiment.
In Fig. 8, we illustrate the evolution of magnetic field lines dur-
ing the destabilisation of the first tube, and the disruption and
merger with the second tube. The early evolution appears simi-
lar to that described in Section 3. The key difference can be seen
in Fig. 8b, with the appearance of the helical current sheet in the
left hand tube. A comparison with Fig. 1b reveals that the cen-
tre of the helix of current at the midplane has moved from the
side of the tube closest to its neighbour, and now lies on the op-
posite side of the tube in Fig. 8b. In effect, the helical current
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sheet has been rotated by a factor of x around the z-axis from
the previous case, causing reconnection to initialise at different
locations throughout the first tube. The resulting flows and field
line motion destabilise the ‘sheath’ field between the flux tubes
(Fig. 8c). Crucially, the sheath field remained largely unaffected
in the earlier experiment (see e.g. Fig. 1¢). In this experiment, the
reconnection/removal of this sheath field ultimately leads to the
disruption of the right-hand flux tube (which begins in Fig. 8d,
with green field lines now entering the region previously con-
taining the left-hand flux tube), before the remaining currents
further tangle the remaining tube remnants throughout the do-
main (Figs. 8e-8f).

The energy components of the simulation also reflect this
evolution, as shown in Fig.9. Several similarities are apparent
when comparing Fig.9 with the energy partition of the single
loop case (Fig.2). Following an initial phase where no energy
conversion takes place, magnetic energy begins to be largely
converted into local heating at a rate which fluctuates over time,
before returning to a near constant value. However, in this exper-
iment, a second sharp loss of magnetic energy occurs.

The first major loss of magnetic energy (at t =~ 7274) marks
the destabilisation of the left-hand tube, while the second major
loss (at t =~ 21971,4) marks the right-hand tube disruption and the
merging of the loops. Additional bumps are visible on top of this
general trend, for example at ¢t = 11074. To study these addi-
tional stages and features, we once again insert particles in the
manner and amount described in the first experiment. Each set
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ing particle orbit simulations, while the key to individual energy
components is given in the legend).

of orbits are calculated using five snapshots from different times
throughout the MHD simulation, focussing on specific times of
interest identified by the blue arrows in Fig. 9.

The evolution of final electron orbit positions at each bound-
ary over time can be seen in Fig. 10, with each location colour-
coded according to the orbit energy upon arrival at the boundary.
Figure 10 reveals how the fragmentation and merger of the tubes
affect particle acceleration at different stages of the experiment.
Energised final positions prior to the onset of the kink instabil-
ity can be seen in Fig. 10a, and are well matched to those seen
in Phase 1 of the single loop case (e.g. Fig. 3b). The helical cur-
rent sheet begins to form at approximately t = 7074, and is well
developed by ¢ = 9074. By this time, as shown in Fig. 10b, the
current sheet generates near-symmetrical beams of high energy
electrons which reach both the upper and lower footpoints of
the left-hand tube, surrounded by a halo-like structure of final
positions at more moderate energies, particularly at the lower
boundary. The energised locations widen by ¢+ = 11574 (seen
in Fig. 10c), while the surrounding moderate energy gains are
much more evenly spread between top and bottom boundaries.
The number of high energy orbits reaching either boundary de-
creases sharply by ¢+ = 1907, (Fig. 10d). This stage coincides
with the rate of magnetic energy conversion to heat returning
almost to zero (noting a lack of yellow symbols in Fig.9). Sev-
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Fig. 10: Interacting loops: Final electron orbit positions (colour-coded by orbit energy) passing through either the upper or lower
boundary of the MHD simulations, using different snapshots of the MHD loop experiment in which two loops merge. The back-
ground colour indicates the current structure (| j|) in the midplane of the domain, at the time when the orbits are initialised (with the
key to the background colour seen in the second colour bar, in non-dimensional units).

eral thermal energy orbits reach the boundary during this stage,
but sporadically and without association with any specific re-
gion/grouping. The onset of the disruption in the right-hand tube
causes significant acceleration once again, as shown in Fig. 10e,
but crucially with signatures associated with the footpoints of
both flux tubes. By the final stage of the experiment, in Fig. 10f,
high energy orbit locations are again largely absent, while mod-
erate energy locations are spread widely over both boundaries.

The crucial difference between the merging loop case stud-

ondary disruption. To emphasise our primary findings, Fig. 11 il-
lustrates the difference in final positions and energies of electron
orbits in three dimensions. These figures compare current isosur-
faces and final positions associated with the left-hand loop desta-
bilisation (Figs. 11a and 11b), and the phases prior to and after
the right-hand loop destabilises (Figs. 11c and 11d). Few orbits
are accelerated to any degree in between disruptions. Figure. 11d
emphasises how the ribbons of current causes orbits with non-

thermal energies to be associated with the former footpoints of

ied here and the single loop case studied in Sec.3 is the sec-
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both tubes.
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For comparison, Fig. 12 illustrates the final proton orbit po-
sitions and energies, at identical stages to the electron orbits seen
in Fig. 10. As with the bulk of the experiment, the proton impact
sites largely bear out the findings of the electrons. Fewer protons
reach the top and bottom boundaries in the same time compared
to electrons, and hence Fig. 12a effectively shows random loca-
tions and energies without evidence of acceleration. The desta-
bilisation of the left-hand tube causes widening beams of protons
to reach both boundaries in Figs. 12b and 12c, before returning
to a much quieter phase at in Fig. 12d. The destabilisation of the
second loop sees the formation of near-symmetric beams of high
energy orbits forming in Fig. 12e which stretch between the foot-
point locations of both tubes. By the final stage, Fig. 12f shows
that most energised final positions are clustered near the cen-

tre of the domain, without any visible distinction between flux
tubes.

The final diagnostic information we will consider in this in-
vestigation are the energy distributions of the orbits in each of
the six stages studied in Figs. 10 and 12. All spectra are presented
together with an example of the initial Maxwellian energy spec-
trum for each population in Fig. 13.

The electron spectra in Fig. 13a are generally softer than the
proton spectra in Fig. 13b. In an attempt to quantify this, we fit-
ted a simple power law to each distribution between energies of
100eV and 1 MeV, and recording the power law index (p) re-
covered with each spectrum. Apart from orbits using the initial
snapshot (which are still close to a Maxwellian), all later spectra
recover more negative values of p for electrons than for pro-
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Fig. 12: Interacting loops: Final proton orbit positions (colour-coded by orbit energy) passing through either the upper or lower
boundary of the MHD simulations, using different snapshots of the MHD loop experiment in which two loops merge. The back-
ground colour indicates the current structure (| j|) in the midplane of the domain, at the time when the orbits are initialised (with the
key to the background colour seen in the second colour bar, in non-dimensional units).

tons, indicating sharper spectra and fewer non-thermal energy
orbits. Power law index values lie between —3.69 and —1.29 for
electrons and —4.13 and —1.09 for protons. The time-evolving
spectra in Fig. 13 are also strongly reminiscent of the energy
partition of the MHD experiment seen in Fig.9. That the ini-
tial stages closely match the original Maxwellian distribution
is unsurprising; the same occurred for orbits in the single loop
case which omitted background resistivity (dashed histograms
in Fig. 5). The onset of instability and fragmentation of the left-
hand tube is accompanied by the appearance of a non-thermal
tail in the energy distributions (at = 9074 and ¢ = 1157,4). At
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t = 19074 (following the left-hand tube disruption but prior to
that of the right-hand tube) fewer non-thermal orbits are gener-
ated, leaving a much more highly inclined slope with minimal
activity above 100keV. A non-thermal tail returns in the final
two cases following the disruption of the right-hand tube. Fewer
MeV orbits are recorded in the final spectrum (t = 2707,4) than
that recovered at t = 23574. This suggests that the system is once
again reducing the amount of available current above the critical
threshold with which to accelerate particles. At this stage, there
is also reduced heating, as the system approaches a quasi-steady,
lower energy state.



J. Threlfall et al.: Flare particle acceleration in the interaction of twisted coronal flux ropes

2 T T T
L -3 4
L . 4
—~ -2 * —
LL L |
N
o—— L 4
_4 L Final electron spectra _
orbits initialised at
[ =01,  (p=-3.69) 1
F =901, (p=-1.37) B
L t=1151, (p=-1.29) ' |
t=1907, (p=-1.83) \
-6 H 1=2351, (p=-1.34) B
L t=2701, (p=-1.47) i
S S S W N R

log;o(energy) [eV]

(a) electron spectra

2 T T
—~ -2 * —
LL L
N
o——
_4 L Final proton spectra |
orbits initialised at S
[ t=01,  (p=-4.13)
=901, (p=-1.20)
t=1151, (p=-1.15)
t=1901, (p=-1.59)
-6 H 1=2351, (p=-1.09) g
t=2701, (p=-1.14)
I P S R TR S T IR S

log;o(energy) [eV]

(b) proton spectra

Fig. 13: Interacting loops: temporal evolution of final energy spectra of (a) electrons and (b) protons, initiated at different snapshots
during MHD experiment (where the fragmentation of one flux tube destabilises a second tube). An initial energy spectrum is seen
as a dashed histogram, while the coloured spectra represent the final energies for orbits started at different times. A power law has
been fit to each spectra between 100eV and 1 MeV, with the power law index (p) and initiation time of each spectra given in the

legend.

5. Discussion

Our results highlight several key findings. The first of these is
that the kink instability onset can accelerate significant numbers
of particle orbits to high energies. This in itself is not a new
result, and was studied in detail in the case of the kink instability
onset in a single isolated flux tube in Gordovskyy & Browning
(2011, 2012). What is new is our inclusion of a second flux tube,
and how the particle acceleration characteristics change when
moving from a single unstable flux tube to a cascade of flux tube
disruptions.

5.1. Single thread destabilises

Several facets of our findings reflect those of Gordovskyy &
Browning (2011, 2012). Section3 highlights a broadening of
sites where accelerated orbits reach the domain boundaries as
the kink instability develops (and ultimately destabilises the flux
tube). Resulting energy spectra also develop high-energy power-
law-like tails which vary with time. We compare the final posi-
tions and energy gains using orbits which account for different
profiles of magnetic resistivity (without changing the resistivity
profile in the MHD simulation). The R2 resistivity profile con-
sidered in Gordovskyy & Browning (2012) is comparable to the
case where our orbits include both background and anomalous
resistive effects, while the R1 profile is equivalent to the case
where our orbits omit background resistive effects. The spec-
tra recovered by the two resistivity profiles during Phases 2 & 3
(seen in Figs. 6b & 7b) bear similar hallmarks to the spectra re-
covered in Figs. 13 & 14 of Gordovskyy & Browning (2012),

where the inclusion of background resistivity typically enhances
acceleration in the 1-100keV energy range compared to the case
with anomalous resistivity alone. We have shown that this differ-
ence is most pronounced during Phase2 (Fig. 6b), but lessens
during Phase 3 (Fig. 7b).

The differences in the spectra in Phase 2 between cases with
and without background resistivity are caused by the way the
uniform and anomalous resistivities combine. Anomalous resis-
tivity acts only on current above a critical threshold, switching
off once current has dipped below j;. Thus large regions of high
but sub-critical current build up, to be acted upon by the back-
ground resistivity. These regions accelerate particles through the
resulting parallel electric field, which are not as large as those
created by anomalous resistivity, and hence yield more orbits at
moderate energies.

While the orbit response in Phases2 & 3 are broadly com-
parable to that seen in Gordovskyy & Browning (2012), Phase 1
provides additional insight in the single flux tube unstable case.
Prior to the kink instability onset, we completely disentangle the
behaviour of the two resistivity profiles, during a Phase where
current never exceeds the critical value and hence only the back-
ground resistivity is responsible for any acceleration. Asymmet-
ric energised final positions at the upper and lower boundary (in
Fig. 3a and 3c) are formed by the inclusion of background resis-
tivity. Crucially, this not only occurs in the flux-tube in which
the kink instability will occur, but also in a second neighbouring
tube which remains stable throughout this experiment. Subse-
quent phases also display impact sites with these characteristics,
but also modified due to anomalous resistive effects (not shown
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here). The halo and core structures result from the currents cre-
ated in forming the flux tubes (e.g. Fig.4) and exist throughout
both tubes. Several recent papers have demonstrated similar find-
ings in a variety of environments (Threlfall etal. 2015, 2016a,b;
Threlfall etal. 2017), where even a weak but extended region of
parallel electric field can be responsible for large energy gains.
In our present normalisation, the loops are approximately 20Mm
in length. Even weak currents formed over this length, when sub-
jected to weak background resistive effects, can yield significant
particle energy gains.

Another significant difference from Gordovskyy & Brown-
ing (2012) is our choice of orbit boundary conditions. In this ear-
lier work, three different boundary conditions were considered:
fully transparent (as used here), partially reflective and fully re-
flective. We opted for the simplest of these: our objective was to
study the impact of the time-variation of our simulations upon
the orbits. Fully reflective boundary conditions would see the
same set of particles respond to the different phases of our ex-
periment, leaving it difficult to attribute specific features to the
changing behaviour of the MHD background field. The partially
reflective boundary conditions implemented in Gordovskyy &
Browning (2012), mimic the effects of strong magnetic field
convergence at the loop footpoints and “effectively resulted in
particles with the energies > 50 — 100keV not being reaccel-
erated". The use of reflective boundary conditions for the orbits
would perhaps explain the lack of any reported asymmetry in fi-
nal boundary positions of high energy orbits (seen in e.g. Fig. 3a
of our work) in the earlier paper. Our asymmetric energised fi-
nal orbit positions are only present in cases where background
resistivity alone is responsible for the acceleration. Many of the
additional energised orbits resulting from background resistiv-
ity would not gain sufficient energy to enter the loss cone of the
partially reflective boundary conditions used in Gordovskyy &
Browning (2012), and hence would be reflected back into the
simulation domain.

5.2. Multi-thread cascade

The primary goal of this investigation was to study how the
acceleration picture changed when additional loop threads are
destabilised by the eruption of a single thread. Our investigation
considered a case containing two threads, where the MHD sim-
ulation utilised anomalous resistivity as the sole reconnection
mechanism; no background resistivity was included (for clar-
ity). The amount of particle acceleration, both in the number of
highly accelerated orbits and the peak energy achieved by any or-
bit, appears closely tied to the heating rate (seen in Fig. 9). This
heating rate also reflects the reconnection rate, which is intrin-
sically linked to orbit energy gains (e.g. Threlfall etal. 2016a).
The acceleration can be attributed to the availability of current
above the critical value in these simulations. The final orbit po-
sitions associated with the instability of the left-hand thread re-
main closely associated with the footpoints of that initial tube,
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and slightly broaden over time (top row of Fig. 10). However, the
disruption of the right-hand thread sees energised final positions
‘leak’ out into regions formerly associated with the footpoints of
the first thread, before spreading more widely along the upper
and lower boundaries by the end of the experiment (e.g. bottom
row of Fig. 10). This is consistent with a magnetic field which
has become significantly braided over time.

The recovered orbit spectra closely follow the heating rate
seen in Fig. 9. Figure 13 shows that the high energy power law
tail is hardest (i.e. most extended) when the kink instability de-
velops the helical current sheet in the left-hand thread, before
steepening and then returning to a similar trend during the erup-
tion phase of the right-hand thread. Marginally higher energy
orbits are associated with the earlier eruption spectrum, but this
may simply result from our choice of number of orbits and initial
conditions.

That the spectra repeatedly harden then soften with each
eruption is also noteworthy. Previous models of particle accel-
eration (e.g. Hannah & Fletcher 2006; Gordovskyy & Browning
2012; Threlfall etal. 2015) often recover spectra which are di-
rectly tied to the reconnection electric field strength, steepening
as the reconnection rate falls. Spectral softening and increased
heating are often observed in the later stages of most solar flares
(Fletcher etal. 2011). The link between spectra and reconnec-
tion electric field strength or rate also holds in this case, and
results in the clear hard-soft-hard pattern we recover. However,
a thread containing many loops (e.g. Hood etal. 2016) would
yield a much less clear series of hard and soft spectra over time,
depending on a number of factors, particularly how many and
when each thread might destabilise.

We have also found that protons generally appear to pro-
duce slightly harder energy spectra than electrons; power law
index values, fitted to spectra between energies of 100eV and
1 MeV, are more negative for electrons than protons except in the
case where orbits are initiated at t = O74. The recovered power
law indices lie well within the ranges described in Gordovskyy
& Browning (2012). While relatively hard, similar index values
have also been recovered in studies of a range of particle accel-
eration mechanisms (Baumann etal. 2013; Stanier etal. 2012;
Threlfall etal. 2015), and indeed agree with selected observa-
tional cases (Crosby etal. 1993; Krucker etal. 2007; Hannah
etal. 2011). However, many more cases exist where such values
are exceedingly low: in one example, Hannah etal. (2008) anal-
ysed all available microflare spectra using RHESSI (Lin etal.
2003), commonly finding indices in the range of 4 — 10 with a
median of 7. As stated earlier, there are significant differences
between our recovered spectra and observationally derived spec-
tra that must be overcome before a detailed qualitative compari-
son may take place.

Finally, we also note that rather than random initial orbit po-
sitions as used here, one could (in principle) produce a more
‘realistic’ set of initial positions by weighting the number of
orbits in specific regions according to the local MHD simula-
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tion plasma density. However, our MHD simulations begin with
a uniform density profile, and hence this additional complexity
in our approach would not make any difference to our results.
Other factors are likely to also affect the resulting spectra, no-
tably electromagnetic fields generated by the particles (which
would predominantly affect the highest energy particles and act
to soften the spectra), and collisions with background plasma
(which should have little effect except near the loop footpoints
where the density will be higher).

6. Conclusions and future work

We have studied particle orbit behaviour in a multi-threaded loop
case for the very first time. An helical current sheet, surrounding
a loop-thread along which the kink instability develops, is ca-
pable of accelerating significant quantities of electrons and ions
(achieving upto approximately 10 MeV energies using present
normalisation) towards the footpoints of the single thread. The
fragmentation of this current sheet causes energetic particles to
fill up the volume. Background resistive effects also generate sig-
nificant particle acceleration (largely as a result of the currents
formed by the structure of the loop threads themselves). How-
ever, the impact sites caused by background resistive effects dif-
fer at the thread footpoints, while anomalous resistive effects
(acting above a critical current threshold) yield near-identical
impact sites at both footpoints. In cases where a secondary thread
eruption is triggered by the first eruption, a second acceleration
event occurs, whose impact sites become mixed with the tangled
remains of both threads, and whose spectra show a secondary
hardening of high energy power law tails, with comparable par-
ticle energies achieved by the eruptions of either thread. Because
of the field-line tangling and fragmented current structures form-
ing in the second loop, the particles are accelerated throughout
the volume of both loops

Several extensions of this work are readily apparent. This
experiment shows that eruptions of multi-threaded loops can
generate significant acceleration associated with each individual
loop strand. How this presents in a case containing many threads
(not all of which may disrupt), and resulting energetic particle
impact sites and energy spectra would perhaps be more reflec-
tive of a true ‘nanoflare storm’ model. Our choice of boundary
conditions for each orbit do not necessarily reflect conditions in
the solar atmosphere, particularly in regard of converging mag-
netic field at loop footpoints. More work is also needed in order
to compare energy distributions from test-particle models and
observational spectra.
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