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 2 

 

Abstract 

 

 Computer simulations of the liquid-vapor interface of the Lennard-Jones fluid and 

SPC/E water are performed on the (N,V,T) ensemble at various temperatures, in order to 

compare the minimum of the lateral pressure profile with the spinodal pressure. Our results 

show that these two pressures agree within error bars for water in a rather broad range of 

temperatures, but only a proportionality of these values are found in the case of the Lennard-

Jones system. Our results might offer a novel tool to estimate the spinodal line in situations of 

practical relevance. 
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1. Introduction 

 

 The spinodal line represents the limit of mechanical stability of a phase on the 

temperature (T) - pressure (p) phase diagram.
1
 The liquid-vapor coexistence curve marks the 

limit of thermodynamic stability of the liquid phase, beyond which the liquid state no longer 

corresponds to the global minimum of the free energy. However, the liquid state can still exist 

beyond the liquid-vapor coexistence curve in the form of superheated liquid, a state that is 

metastable (i.e., it corresponds to a local minimum of the free energy) with respect to the 

vapor phase. This metastable region extends from the liquid-vapor coexistence curve to the 

liquid spinodal line, which starts from the critical point and goes below the coexistence line in 

the T-p phase diagram. Beyond the spinodal line, the liquid phase cannot exist even as a 

metastable state, because it no longer corresponds to a minimum of the free energy.
1
 

 Approximating the location of the liquid spinodal line as accurately as possible is of 

great relevance both from the point of view of pure science and from that of the applications. 

Thus, for instance, the shape of this spinodal line (i.e., being re-entrant
2,3

 or not
4-9

) can be 

related to the origin of a number of anomalous features of supercooled water. On the other 

hand, knowing the exact location of the spinodal is also of great importance in any process 

that involves metastable states. For example, when the pressure drop or temperature increase 

is very fast, near-spinodal states can be reached before nucleation takes place. This can 

happen during the breaking of high pressure-high temperature pipelines (such as the cooling 

circle of a power plant, or the storage tank of a compressed gas), resulting in a sudden and 

violent phase transition, the so-called explosive or flash boiling.
10-12

 Similar near-spinodal 

states can be reached when the liquid comes into contact with hot material (e.g., magma or 

molten metal). Although, from the physical point of view, the sudden boiling following the 
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contact does not differ from the previously mentioned process, in this case it is often referred 

to as “steam explosion”.
13

 Finally, even near-spinodal states with negative pressure can be 

reached when high-amplitude pressure waves (for example, medical ultrasound) are applied in 

a liquid-containing environment, causing very rapid and violent cavitation or “embolism”, a 

potential risk for neighboring materials, such as human tissues.
14

 However, the spinodal line 

is experimentally almost inaccessible in common fluids, because upon approaching the 

spinodal, the liquid state becomes increasingly metastable with respect to the vapor phase, and 

hence the unavoidable presence of even an otherwise negligible amount of impurities leads to 

sudden evaporation, bringing the system to the thermodynamically stable vapor phase before 

the spinodal can be reached. 

 The liquid spinodal of a model system can, on the other hand, be accessed by 

computer simulation methods. Thus, as it was suggested by Poole et al. more than two 

decades ago, at a given temperature the pressure goes through a minimum as a function of the 

density (); the spinodal pressure is simply the value of this minimum.
4,5

 This method has 

been applied to determine the liquid spinodal of various water models
4,5,7-9

 as well as that of 

the Lennard-Jones system
15

 and liquid SiO2.
16

 However, similarly to the vast majority of the 

equations of state, potential models are also typically parametrized by fitting data 

corresponding to the thermodynamically stable liquid state, and hence their performance at 

deeply superheated and/or negative pressure states is not fully justified. Therefore, it is 

desirable to relate the spinodal pressure to experimentally accessible quantities, making thus 

the spinodal line of real liquids also accessible.  

 Recently, Imre et al. conjectured that the pressure of the liquid spinodal at a given 

temperature is closely related to the minimum value of the lateral pressure profile, p(X), 

across the liquid-vapor interface of the same system at the same temperature.
17

 This 

estimation of the spinodal line, called the ‘interfacial spinodal’, of liquid helium, the only 
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simple liquid for which the spinodal can be experimentally accessed with reasonable 

accuracy, did not provide incompatible results with experimental data.
18

 They also determined 

the interfacial spinodal of the Lennard-Jones fluid
17

 and of CO2,
19

 and found them closely 

related to the spinodal line obtained from certain equations of state. Further, they also 

determined the interfacial spinodal of water, and used this result to distinguish between the 

performances of various equations of state.
12

  

 The idea that the knowledge of the equation of state in the unstable region, between 

the liquid and vapor densities, can give access to the density profile, (X), of a liquid-vapor 

interface, is not new and dates back to Rayleigh.
20

 In particular, if the two profiles p(X) and 

(X) are known, and the latter is invertible, one can, through the function X(), obtain the 

equation-of-state p(). According to the conjecture of Imre et al., the pressure along the 

spinodal line is then related to the most negative value the pressure profile can take.
17

 In the 

light of these considerations it is interesting to test the hypothesis of Imre et al.,
17

 and to check 

if the spinodal pressure and the minimum value of the lateral pressure profile can indeed be 

related to each other. For this purpose, we compare these quantities for the Lennard-Jones 

fluid and for the SPC/E model
21

 of water. For the Lennard-Jones fluid, we calculate the 

spinodal pressure in the conventional way, while for water we take it from the literature,
7
 and 

compare them with those of the interfacial spinodal determined here.  

 

2. Computational Details 

 

 2.1. Molecular Dynamics Simulations. To determine the liquid spinodal of the 

Lennard-Jones fluid we have performed a set of molecular dynamics (MD) simulations on the 

canonical (N,V,T) ensemble with 2048 Lennard-Jones particles placed in a cubic basic box at 

6 different temperatures, performing simulations at 8-10 different densities at each 
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temperature. The temperatures (in terms of reduced units) considered are ranging from 0.7 to 

0.95 with a spacing of 0.05. The temperature range has been chosen to be between the triple 

point temperature and critical temperature of the Lennard-Jones fluid, which are 0.694
22

 and 

1.326,
23

 respectively. However, at temperatures above 0.95 we observed bubble formation in 

the liquid phase of the interfacial system; hence these temperatures have been discarded. At 

each temperature, we started with a simulation at *
 = 0.78, and progressively decreased the 

density below the value at which we found a minimum of the pressure. Simulations performed 

below the lowest density reported in Figure 1 have led to the immediate disappearance of the 

metastable homogeneous liquid phase, with a consequent bubble formation. (For convenience, 

we use here reduced units of the temperature, number density, and pressure, i.e., T
*
 = kBT/, 

*
 = 3

, and p
*
 = p-3

/, respectively, where kB is the Boltzmann constant, and  and  are 

the Lennard-Jones distance and energy parameters, respectively.) The values of the Lennard-

Jones interaction parameters have been set to  = 3.4 Å and (/kB) = 120 K, respectively, 

while the mass of the particles has been 40 a.m.u, corresponding to the argon model of 

Rahman.
24

  

 To compute the interfacial spinodal, we have performed MD simulations of the liquid-

vapor interface of the Lennard-Jones system and of water on the canonical (N,V,T) ensemble 

at the temperature values at which the spinodal was determined. It should be noted that for 

water this temperature range is particularly relevant in relation to the explanation of the 

anomalous features of supercooled water.
2-9

 In describing water molecules, the SPC/E 

model
21

 has been used, since the spinodal of this model has already been determined in the 

literature.
7
 SPC/E is a three-site model, bearing fractional charges of -0.8476 e and 0.4238 e at 

the O and H atoms, respectively, the O atom being the also center of a Lennard-Jones 

interaction with distance and energy parameters  = 3.166 Å and  = 0.65 kJ/mol, 

respectively. The distance of the H and O atoms is 1.0 Å, while the H-O-H angle is 109.47
o
.
21
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The triple point and critical point of this water model correspond to the temperature values of 

about 215 K
25

 and 652 K,
26

 respectively. The rectangular basic box in the interfacial 

simulations has contained 2237 Lennard-Jones particles or 4000 water molecules, having the 

X, Y, and Z edge lengths of 180, 40, and 40 Å long, respectively, for the Lennard-Jones 

system, and of 300, 50, and 50 Å, respectively, for water, X being the interface normal. All 

simulations have been done with an in-house modified version of the GROMACS 5.1 

program package
27

 that calculates also the pressure contribution of each particle.
28

 All 

interactions have been truncated to zero beyond the cut-off distance of 11 Å; their long range 

part has been accounted for using the smooth Particle Mesh Ewald method
29

 for the Coulomb 

interaction in water as well as for the van der Waals dispersion in the Lennard-Jones system, 

with the accuracy of the reciprocal space contribution of 10
-5

 and 5×10
-4

, respectively. In 

should be noted that taking the long-range part of the van der Waals interaction into account 

using an Ewald-based method is particularly important in the presence of an interface, as in 

this case the anisotropy of the system prevents the use of the analytical tail correction.
30

 The 

temperature of the systems has been controlled by means of the Nosé-Hoover thermostat.
31,32

 

The geometry of the water molecules has been kept fixed using the SHAKE algorithm.
33

 

Equations of motion have been integrated in time steps of 1 fs. Bulk Lennard-Jones and 

interfacial systems have been equilibrated for at least 100 ps and 1 ns, respectively. The value 

of the pressure (in the bulk Lennard-Jones simulations) and the lateral pressure profile (in the 

interfacial simulations) have then been evaluated over 200 ps and 5 ns long equilibrium 

trajectories, respectively. 

 2.2. Calculation of the Lateral Pressure Profile. The calculation of the profile of the 

lateral pressure is not a trivial task, as it requires the localization of an inherently non-local 

quantity. Thus, the pressure contribution of the interaction of an atom pair is given as a 

contour integral along an open path Cij connecting the two interacting atoms i and j:
34
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where p are the components of the pressure tensor, fij is the force between the two atoms, V 

is the volume, s is the position of the path element, and mi and vi are the mass and velocity, 

respectively, of particle i. Among the possible choices of the path Cij that provide compatible 

results,
35

 we have chosen the Harasima contour,
36

 in which the path is composed of two 

segments, one being parallel with the surface, and the other one perpendicular to it (see Fig. 6 

of Ref. 37). The choice of this path was dictated by two reasons. First, this way the lateral 

pressure can simply be distributed among the atomic positions in the system, which makes the 

pressure profile calculation computationally very efficient.
37

 Second, this path can be used in 

calculating the lateral pressure profile even if the potential energy of the system is not 

pairwise additive.
35

 The importance of this point becomes evident considering that even if the 

intermolecular potential function is pairwise additive, the reciprocal space part of the long 

range correction of the potential energy, occurring in Ewald summation
38,39

 and its particle 

mesh variants
29,40

 cannot be written as a sum over particle pairs. To account for this reciprocal 

space term of the sPME contribution we have used the method that was recently developed by 

us.
41

 

 

3. Results and Discussion 

 

 Figure 1 shows the pressure vs. density data obtained for the Lennard-Jones system at 

different temperatures. The spinodal pressure was simply regarded as the smallest of the 

obtained pressures along the given isotherm; its values obtained at different temperatures 

along with the corresponding densities are collected in Table 1. In determining the pressure in 
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these highly metastable systems we had to check carefully whether the system remained 

homogeneous in the entire course of the simulation. We monitored this both by following the 

time evolution of the pressure in the system and also by visual inspection of the 

configurations. In the case of bubble formation, happening typically upon approaching the 

spinodal, the pressure, previously fluctuating around a constant value, starts drifting to less 

negative values, as shown in Figure 2, indicating the transition from a homogeneous 

metastable to a thermodynamically stable two-phase system. In such cases the pressure of the 

metastable homogeneous liquid was extracted by averaging only over the time range 

preceding the bubble formation, given that the metastable state persisted long enough to 

perform a meaningful averaging of the pressure. At even lower densities bubble formation 

occurred instantaneously, preventing us thus from calculating the metastable pressure. 

Fortunately, this always happened below the density where the pressure showed a minimum.  

 The lateral pressure profiles, obtained across the liquid-vapor interface of the Lennard-

Jones fluid and water, are shown in Figure 3. a and b, respectively. The profiles are constant 

in the bulk vapor phase, and fluctuate around the same value in the bulk liquid phase, 

indicating that the two phases are indeed in equilibrium with each other. All the profiles 

exhibit a clear, deep minimum at the liquid side of the interface. The profiles shown are not 

symmetrized over the two interfaces present in the basic box; the difference between the two 

minimum values at the two interfaces can thus serve us as an estimate of the uncertainty of the 

obtained interfacial spinodal values. The obtained minimum of the lateral pressure profiles are 

compared with the spinodal pressure values in Figure 4. a and b for the Lennard-Jones fluid 

and water, respectively. As is seen, for water the spinodal pressure almost always agrees with 

the minimum value of the lateral pressure profile within error bars. The slight, few MPa 

difference observed at 280 K can easily be explained by the slightly different simulation setup 

used in the two calculations. The picture is, however, completely different for the Lennard-
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Jones fluid. Here the minimum value of the lateral pressure profile is consistently higher, but 

follows the same trend as the spinodal pressure in the entire temperature range studied. 

Moreover, the ratio of these two pressure values turns out to be around 1.65 in every case. 

 The observed different behavior of water and the Lennard-Jones fluid cannot simply 

be explained by the difference of the temperature ranges studied from the melting or critical 

point, because we found the ratio of the spinodal pressure and minimum of the lateral pressure 

profile temperature independent in both cases. Further, the range of temperatures studied 

starts right at the triple point temperature for both systems. Instead, it should be considered 

that the hypothesized equivalence of the minimum value of the lateral pressure in the 

interfacial system and of the spinodal pressure can be derived assuming the equivalence of the 

local free energy density in the interfacial system with that of a homogeneous system at the 

same density. However, for thermodynamic consistency, this equation needs to be 

supplemented with a term depending on the gradient of the density itself.
42

 This fact could, in 

principle, be at the origin of the observed behavior, suggesting that this term is negligible for 

water but cannot be neglected in the case of the Lennard-Jones system.  

 

4. Conclusions 

 

 Summarizing, our results do not confirm, in general, the conjecture that the liquid 

spinodal can well be approximated with the minimum of the lateral pressure profile at the 

liquid-vapor interface. The two pressures are, nevertheless, found to be proportional with each 

other, their ratio being system dependent. This proportionality implies that the spinodal line 

could be reconstructed, if its value is known from an independent source at one single 

temperature (knowing also the critical point, i.e., the endpoint of the spinodal line). Such an 

independent source can be, e.g., the approximation of the spinodal with the experimentally 
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measurable limit of overheat.
43

 Finally, it should also be noted that although the 

approximation of the spinodal pressure by the minimum of the interfacial lateral pressure 

profile was not found to work in general, it works well in the case of water, the particular 

liquid for which knowing at least the approximate location of the liquid spinodal is of far the 

greatest practical importance. Thus, the present results provide also a simple way of 

estimating the spinodal pressure of water both for practical applications and for fine tuning 

parameters in appropriate equations-of-state. 
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Tables 

 

TABLE 1. Spinodal Data of the Lennard-Jones Fluid 

T* 0.70 0.75 0.80 0.85 0.90 0.95 

p* -0.99 -0.81 -0.71 -0.55 -0.46 -0.35 

* 0.69±0.005 0.68±0.015 0.66±0.01 0.66±0.01 0.64±0.01 0.63±0.01 
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Figure legend 

 

Figure 1. Dependence of the pressure of the Lennard-Jones fluid on the density at the six 

temperatures considered. The profiles corresponding to the reduced temperature values of 

0.75, 0.8, 0.85, 0.9, and 0.95 are shifted by 0.15, 0.3, 0.45, 0.6, and 0.75 units for clarity. 

Error bars are only shown when larger than the symbols. 

 

Figure 2. Time evolution of the pressure in the simulation of the bulk Lennard-Jones fluid, 

performed at the reduced temperature and density values of 0.7 and 0.71, respectively. The 

arrow marks the point where bubble formation occurs. 

 

Figure 3. Lateral pressure profile of (a) the Lennard-Jones fluid, and (b) SPC/E water along 

the liquid-vapor interface normal axis, as obtained at different temperatures. For the Lennard-

Jones fluid, the profiles corresponding to the reduced temperature values of 0.75, 0.8, 0.85, 

0.9, and 0.95 are shifted by 0.15, 0.3, 0.45, 0.6, and 0.75 units, whereas for water, the profiles 

corresponding to 230 K, 240 K, 250 K, 260 K, and 280 K are shifted by 150 MPa, 300 MPa, 

450 MPa, 600 MPa, and 750 MPa, for clarity. 

 

Figure 4. Comparison of the spinodal pressure of (a) the Lennard-Jones fluid and (b) SPC/E 

water (Ref. 7), shown by black dots, with the obtained minimum of the interfacial lateral 

pressure profile (red dots) at various temperatures. Error bars are only shown when larger than 

the symbols. 
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Figure 1 

Sega et al. 
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Figure 2 

Sega et al. 
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Figure 3.a 

Sega et al. 
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Figure 3.b 

Sega et al. 
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Figure 4. 

Sega et al. 
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TOC Graphics: 
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