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Sliding Mode Control Design Using Canonical

Homogeneous Norm

Andrey Polyakov∗

Abstract

The problem of sliding mode control design for nonlinear plant is stud-
ied. Necessary and sufficient conditions of quadratic-like stability (stabi-
lizability) for nonlinear homogeneous (control) system are obtained. Suffi-
cient conditions of robust stability/stabilizability are deduced. The results
are supported with academic examples of sliding mode control design.

1 Introduction

Symmetry is one of well-known properties of physical systems [1]. A certain
form of symmetry studied in systems and control theory is known as homogene-
ity [2], [3], [4], [5], [6]. The standard homogeneity introduced by L. Euler in 17th
century is the symmetry of a mathematical object f (e.g. function, vector field,
operator, etc) with respect to the uniform dilation of the argument x → λx,
namely, f(λx) = λf(x), λ > 0. Type of homogeneity is basically identified by
the corresponding dilation. For example, in [7], [8], [9] the uniform dilation
is utilized and the papers [2], [10], [11], [12] deal with the so-called weighted
dilation. Nonlinear homogeneous differential equations/inclusions form an im-
portant class of control systems [4], [13], [14], [15], [16], [17]. They appear
as local approximations [3], [15] or set-valued extensions [11], [12] of nonlinear
systems and include models of process control [18], nonholonomic systems [19],
mechanical models with frictions [11], etc.

The generalized homogeneity (to be studied in this paper) was introduced
originally in [20] for infinite dimensional models such as partial differential equa-
tions (PDEs). It considers a strongly continuous group of linear bounded op-
erators generated by a possibly unbounded linear operator as a dilation in a
Banach space. A lot of well-known PDEs are homogeneous in generalized sense,
e.g. heat, wave, Navier-Stocks, Saint-Venant, Korteweg-de Vries, fast diffusion
equations. This paper deals with the finite-dimensional models of generalized
homogeneous systems represented by ordinary differential equations (ODEs). It
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is worth stressing that all standard and weighted homogeneous systems are par-
ticular cases of the generalized homogeneous ones. Geometric homogeneity [21],
[5], [4] is a more general type of symmetry allowing dilations to be nonlinear.

Stabilization of nonlinear plant is a classical control problem that is hard
to solve constructively in general case, so particular solutions are still of the
interest [22], [23]. Stability and stabilizability problems were studied for both
standard [2], [9] and weighted homogeneous [10], [24], [25], [6], [26], [27], [28]
systems which are the most popular today [11], [12], [14], [15], [17].

In the case of negative homogeneity degree the stability/stabilizability imme-
diately implies finite-time stability/stabilizability [7], [29], [30], [11], [12], that
is usually required for sliding mode control [31], [11], [12]. One of goals of this
paper is to develop a universal sliding mode-like control design algorithm for an
essentially nonlinear generalized homogeneous system.

This paper deals with quadratic stability (stabilizability) problem for non-
linear generalized homogeneous (control) systems. Quadratic stabilizability is
useful property for control design, since the control tuning procedures in this
case can be formalized as Linear Matrix Inequalities(LMIs) [32] and/or semidef-
inite programming problems [33], which are supported by MATLAB and other
software.

First of all, we show that any generalized homogeneous system is diffeo-
morphic to a standard homogeneous one. Next, a change of coordinate, which
transforms asymptotically stable generalized homogeneous system to a quadrat-
ically stable one is presented. In both cases the so-called canonical homogeneous
norm [34] is utilized for construction of the corresponding coordinate transfor-
mation. Combination of these two results allows the necessary and sufficient
stability condition to be presented in terms of existence of the quadratic-like
Lyapunov function V (x) = x>Ξ(x)PΞ(x)x, where P = P> � 0 and the nonsin-
gular matrix Ξ is constant along any ray from the origin (i.e. Ξ(esx) = Ξ(x) for

x 6= 0, s ∈ R) and ∂Ξ(x)
∂xi

x = 0 for x 6= 0. The properties of matrix Ξ motivate a
conjecture about existence of quadratic Lyapunov function (Ξ = const), which
fails in the general case. However, some examples show that the obtained stabil-
ity condition may simplify finite-time stability/stabilizability analysis as well as
sliding mode control design in some particular cases. As example, a class of high
order sliding mode control allowing quadratic Lyapunov function is presented
and an algorithm for selection of its parameters is given as LMIs.

Notation: R is the field of real numbers; R+ = {x ∈ R : x > 0}; ei =
(0,..., 1,..., 0)> is the identity vector in Rn; ‖ · ‖ denotes a norm in Rn and

‖A‖A = sup
x∈Rn

‖Ax‖
‖x‖

and bAcA = inf
x∈Rn

‖Ax‖
‖x‖

if A ∈ Rn×n;

Cn(X,Y ) is the set of continuously differentiable (at least up to the order n)
maps X → Y , where X,Y are open subsets of finite dimensional spaces; ∂

∂x =(
∂
∂x1

, ∂
∂x2

, ..., ∂
∂xn

)
; In ∈ Rn×n is the identity matrix; 0 denotes zero element,

e.g. 0 ∈ Rn is the zero vector but 0∈Rn×n is the zero matrix; diag{λ1,.., λn}
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- diagonal matrix with elements λi; the order relation P � 0 means positive
definiteness of the symmetric matrix P ∈ Rn×n; λmax(P ) and λmin(P ) denote
maximal and minimal eigenvalues of the symmetric matrix P ∈ Rn×n; <(λ)

denotes the real part of the complex number λ; the notation P
1
2 means that

P
1
2 = M such that P = M2.

2 Problem Statement

It is well known [31] that sliding mode control design procedure consists of two
steps. First, we select a sliding surface

σ(q) = 0,

where q ∈ Rr is the state vector of a plant and σ : Rr → Rn is assumed
to be sufficiently smooth. Next, we have to design a control that guarantees
finite-time reaching of the surface σ(q) = 0 and sliding on it.

Let us assume that the plant is modeled by a nonlinear ODE and the sliding
surface is selected such that the differential equation describing the evolution of
the sliding variable σ(t) = σ(q(t)) admits the representation

σ̇(t) = g(σ(t), u(t)) + ω(t, q(t), u(t)), (1)

where t ∈ R+ is time variable, σ(t) ∈ Rn is the vector of sliding variables at the
time instant t, u(t) ∈ Rm is the control input, g ∈ C(Rn+m,Rn), g(0,0) = 0
and the function ω : Rr+m+1 → Rn is assumed to be unknown, but bounded in
a certain way:

‖ω(t, q, u)‖ ≤ ω
(∥∥∥∥( σ(q)

u

)∥∥∥∥) ,
where ω : R+ → R+ is a continuous function. More constructive restrictions to
ω are given below (see, Section 6).

Therefore, sliding mode control design can interpreted as robust finite-time
stabilization of the origin of the reduced-order system (1). In this paper we as-
sume that only the vector of sliding variables σ can be measured and utilized for
control purposes. We deal (mainly) with the problem of a dynamical feedback
control design

u̇(t) = k(σ(t), u(t)), k ∈ C(Rn+m\{0},Rm). (2)

Finally, we restrict ourself with the class of the so-called generalized homoge-
neous nonlinear systems (see, [35] and the next section for more details).

The main goal of the paper is to derive a necessary and sufficient con-
dition of finite-time stabilizability (with ω = 0) and a sufficient condition of
robust finite-time stabilizability (for ω 6= 0) of the system (1) by means of
a homogeneous dynamical feedback (2). In particular, we are interested in a
(more or less) constructive stabilizability criteria. Obviously, under assumption

f =

(
g
k

)
∈ C(Rn+m\{0},Rn+m), (3)
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the nominal closed-loop system (1), (2) may have discontinuity only at the origin
similarly to the unit control [31] or ”quasi-continuous” control [12]. It is also
worth stressing that sliding mode control method frequently uses dynamical
feedbacks as a part of the control law (see, e.g. super-twisting algorithm [36]).

3 Generalized Homogeneity
3.1 Dilation Group

Homogeneity is a sort of symmetry of an object (e.g. function or vector field)
with respect to a group of transformations. The corresponding group is usually
called group of dilations (or simply dilation). The generalized homogeneity [20]
deals with the groups of linear transformations (linear dilations).

Definition 1 ([20]) A map d : R→ Rn×n is called dilation in Rn if it satisfies

• Group property: d(0)=In and d(t+s)=d(t)d(s)=d(s)d(t), t,s∈R;

• Continuity property: d is a continuous map, i.e.
∀t>0,∀ε>0,∃δ>0 : |s−t|<δ ⇒ ‖d(s)−d(t)‖A≤ε;

• Limit property: lim
s→−∞

‖d(s)x‖ = 0 and lim
s→+∞

‖d(s)x‖ = +∞ uniformly

on the unit sphere
S := {x ∈ Rn : ‖x‖ = 1}.

The dilation d is a continuous group of invertible linear maps d(s) ∈ Rn×n,
d(−s) = [d(s)]−1. The matrix Gd ∈ Rn×n defined as

Gd = lim
s→0

d(s)−I
s

is known (see, e.g. [37, Ch. 1]) as the generator of the group d. It satisfies
the following properties

d

ds
d(s)=Gdd(s)=d(s)Gd and d(s)=eGds :=

+∞∑
i=0

siGid
i!

, s ∈ R. (4)

The most popular dilations in Rn (see [13], [15], [12], [11], [14], [17] )

• uniform (or standard) dilation (L. Euler 17th century) :

d1(s)=esIn, s∈R,

• weighted dilation (Zubov 1958, [2]):

d2(s)=

(
er1s 0 ... 0

0 er2s ... 0
... ... ... ...
0 0 ... erns

)
, s∈R and ri>0, i=1, ..., n

satisfy Definition 1 with Gd1
= In and Gd2

= diag{ri}, respectively. Schemati-
cally the difference between uniform, weighted and generalized dilations is de-
picted at Figure 1.
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Figure 1: Illustration of uniform d1, weighted d2 and generalized d3 dilations

Definition 2 ([20]) The dilation d is said to be monotone if ‖d(s)‖A< 1 as
s<0.

Obviously, monotonicity of dilation may depend on a norm ‖ · ‖. For example,
the dilation

d(s) = es
(

cos(s) sin(s)
− sin(s) cos(s)

)
with Gd =

(
1 1
−1 1

)
is monotone on R2 equipped with the weighted norm ‖x‖P =

√
x>Px if P =(

1 1/
√

2

1/
√

2 1

)
> 0 and it is non-monotone if, for example, P =

(
1 3/4

3/4 1

)
> 0.

In the latter case, the curve {d(s)x : s ∈ R} may cross the unit sphere S in two
different points.

In other words, monotonicity of dilation means that the linear maps d(s) :
Rn → Rn are strong contractions if s < 0. Since [d(s)]−1 = d(−s) then it is
expectable that these maps are strong expansions for s > 0.

Theorem 1 The next four conditions are equivalent

1) the dilation d is monotone;

2) bd(s)cA > 1 for s > 0;

3) the continuous function ‖d(·)x‖ : R→ R+ is strictly increasing for any
fixed x ∈ S;
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4) for any x ∈ Rn\{0} there exists a unique pair (s0, x0) ∈ R×S such that
x = d(s0)x0.

Proof. 1)⇒2) For any x ∈ S we have 1 = ‖x‖ = ‖d(−s)d(s)x‖ ≤
‖d(−s)‖A‖d(s)x‖. Hence,

1 ≤ inf
x∈S
‖d(−s)‖A‖d(s)x‖ = ‖d(−s)‖A inf

x∈S
‖d(s)x‖ = ‖d(−s)‖Abd(s)cA

for any s ∈ R. The derived inequality gives bd(s)cA ≥ 1
‖d(−s)‖A . If the dilation

is monotone then ‖d(−s)‖A < 1 for s > 0. So, we conclude bd(s)cA > 1 if s > 0.
2)⇒3) By definition of b · cA one has ‖d(s)y‖ ≥ bd(s)cA‖y‖ for any y ∈ Rn

and any s ∈ R. If s1 < s2 then bd(s2 − s1)cA > 1 and for x 6= 0 we derive

‖d(s1)x‖ − ‖d(s2)x‖ = ‖d(s1)x‖ − ‖d(s2 − s1)d(s1)x‖

≤ (1− bd(s2 − s1)cA)‖d(s1)x‖ < 0.

The implication 3)⇒4) is straightforward since ‖d(0)x‖ = ‖x‖. 4)⇒1) If x ∈ S
then d(s)x /∈ S for all s 6= 0. Indeed, otherwise the pair (s0, x0) ∈ R × S such
that x0 = d(s)x ∈ S is not unique. Hence, the limit property of the dilation
(see, Definition 1) implies ‖d(s)x‖ < 1 for all s < 0 and all x ∈ S.

Theorem 1 also proves that the functions‖d(·)‖A :R→R+ andbd(·)cA :R→R+

are also continuous and strictly increasing.

Definition 3 ([34]) The dilation d is said to be strictly monotone on Rn if
∃β > 0 such that ‖d(s)‖A ≤ eβs for s ≤ 0.

The dilation d considered in the above example is strictly monotone on R2

equipped with the conventional Euclidian norm.

Theorem 2 Let d be a dilation in Rn then

1) all eigenvalues λi of the matrix Gd are placed in the right complex half-
plane, i.e.

<(λi) > 0, i = 1, 2, ..., n;

2) there exists a matrix P ∈ Rn×n such that

PGd +G>d P � 0, P = P> � 0; (5)

3) the dilation d is strictly monotone with respect to the weighted Euclidean
norm ‖ · ‖ =

√
〈·, ·〉 induced by the inner product 〈x, z〉 = x>Pz with P

satisfying (5):

eαs≤bd(s)cA≤‖d(s)‖A≤ eβs if s≤0,
eβs≤bd(s)cA≤‖d(s)‖A≤ eαs if s≥0,
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where

α=
1

2
λmax

(
P

1
2GdP

− 1
2 + P−

1
2G>d P

1
2

)
and

β=
1

2
λmin

(
P

1
2GdP

− 1
2 + P−

1
2G>d P

1
2

)
.

Proof. 1) Since d
dsd(s) = Gdd(s),d(0) = I then d(s) = esGd =

+∞∑
i=0

siGid
i! is

the fundamental matrix of the linear system ODEs with the matrix Gd. The
limit property of the dilation implies that for all x 6= 0 one has ‖esGdx‖ → +∞
as s→ +∞. This means that all eigenvalues λi of the matrix Gd are placed in
the right complex half-plane, i.e. the matrix −Gd is Hurwitz. Indeed, otherwise
there exists an eigenvalue λ∗ : <(λ∗) ≤ 0 and there exists a non-trivial vector
xλi∗ belonging to an eigensubspace of λ∗ such that ‖esGdxλ∗‖ is bounded for
any s ≥ 0. In particular, if λ∗ is a real eigenvalue of Gd and xλ∗ 6= 0 is a
corresponding eigenvector then Gdxλ∗ = λ∗xλ∗ and

esGdxλ∗ =

+∞∑
i=0

siGid
i!

xλ∗ =

+∞∑
i=0

siλi∗
i!

xλ∗ = esλ∗xλ∗ .

Hence, if λ∗ ≤ 0 then ‖esGdxλ∗‖ = esλ∗‖xλ∗‖ ≤ ‖xλ∗‖ for all s ≥ 0. This
contradicts the limit property of the dilation. Similar constructions can be
provided for the case of a complex conjugate pair of eigenvalues.

2) If −Gd is a Hurwitz matrix then for any positive definite matrix Q =
Q> ∈ Rn×n the Lyapunov equation P (−Gd) + (−G>d )P = −Q has a unique
positive definite solution P = P> ∈ Rn×n (see, e.g. [32, Chapter 1]). Hence,
PGd + G>dP = Q � 0, i.e. the linear matrix inequality (5) is always feasible
provided that Gd is a generator of the dilation.

3) Recall that for any symmetric matrix M = M> ∈ Rn×n one has

λmin(M)x>x ≤ x>Mx ≤ λmax(M)x>x,

but if, in addition, M � 0 then N>MN � 0 for any nonsingular matrix N ∈
Rn×n (see, e.g. [38]). Finally, taking into account

d

ds
d(s) =

d

ds
esGd = Gde

sGd = esGdGd

for x ∈ Rn we derive

d

ds
‖d(s)x‖2 =

d

ds
x>d(s)>Pd(s)x = x>d(s)>

(
PGd +G>dP

)
d(s)x

= x>d(s)>P
1
2

(
P

1
2GdP

− 1
2 + P−

1
2G>dP

1
2

)
P

1
2 d(s)x

≥ 2β x>d(s)>Pd(s)x = 2β‖d(s)x‖2.
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Similarly we derive d
ds‖d(s)x‖2 ≤ 2α‖d(s)x‖2. Note that since P � 0 then

P
1
2 =

(
P

1
2

)>
� 0 (see, e.g [38]), but the matrix inequality (5) implies

P
1
2GdP

− 1
2 + P−

1
2G>dP

1
2 � 0

and 0 < β ≤ α. Therefore, the obtained differential inequalities imply

e2βs‖x‖2 = e2βs‖d(0)x‖2 ≤ ‖d(s)x‖2 ≤ e2αs‖d(0)x‖2 = e2αs‖x‖2 if s ≥ 0

and

e2αs‖x‖2 = e2αs‖d(0)x‖2 ≤ ‖d(s)x‖2 ≤ e2βs‖d(0)x‖2 = e2βs‖x‖2 if s ≤ 0.

or, equivalently, for x 6= 0 one has

eβs ≤ ‖d(s)x‖
‖x‖

≤ eαs if s ≥ 0 and eαs ≤ ‖d(s)x‖
‖x‖

≤ eβs if s ≥ 0

Hence, taking the supremum (resp. infinum) on x 6= 0 in the latter inequalities
we conclude that the inequalities for matrix norms hold.

The latter theorem proves that any dilation d is strictly monotone if Rn
is equipped with the weighted Euclidian norm ‖x‖ =

√
x>Px provided that the

matrix P >0 satisfies (5).

3.2 Canonical Homogeneous Norm

The dilation d introduces a sort of norm topology in Rn by means of the so-
called ”homogeneous norm” [4], [16], [15].

Definition 4 A continuous function p : Rn → R+ is said to be d-homogeneous
norm if p(x) → 0 as x → 0 and p(d(s)x) = esp(x) > 0 for x ∈ Rn\{0} and
s ∈ R.

For monotone dilations the canonical homogeneous norm ‖ · ‖d :
Rn → R+ is defined as

‖x‖d = esx where sx ∈ R such that ‖d(−sx)x‖ = 1. (6)

In [34] such a homogeneous norm was called canonical since it is induced by
the canonical norm ‖ · ‖ in Rn, ‖x‖d = 1 if ‖x‖ = 1 and, moreover, ‖ · ‖d = ‖ · ‖
if d(s) = esIn. Obviously, ‖d(− ln ‖x‖d)x‖ = 1 and

bd(ln ‖x‖d)cA ≤ ‖x‖ = ‖d(ln ‖x‖d)d(− ln ‖x‖d)x‖ ≤ ‖d(ln ‖x‖d)‖A.

Proposition 1 If d is a strictly monotone dilation then
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•
∣∣∣‖x1‖βd−‖x2‖βd

∣∣∣ ≤ ‖x1−x2‖ for xi ∈ Rn : ‖xi‖ ≥ 1, i = 1, 2, where β is

given in Definition 3;

• the homogeneous norm ‖ · ‖d is Lipschitz continuous outside the origin;

• if the norm ‖ · ‖ is smooth outside the origin then the homogeneous norm

‖ · ‖d is also smooth outside the origin, d‖d(−s)x‖
ds <0 if s∈R, x∈Rn\{0}

and
∂‖x‖d
∂x =

‖x‖d ∂‖z‖∂z |z=d(−s)x
∂‖z‖
∂z |z=d(−s)x

Gdd(−s)x

∣∣∣∣
s=ln ‖x‖d

(7)

Proof. Since for xi ∈ Rn we have ‖xi‖d = esi : ‖d(−si)xi‖ = 1 then
1 = ‖d(−s1)x1‖ = ‖d(−s1)(x1−x2)+d(s2−s1)d(−s2)x2‖ ≤ ‖d(−s1)‖A‖(x1−
x2)‖ + ‖d(s2 − s1)‖A. Due to strict monotonicity of the dilation d we have
‖d(−s1)‖A ≤ e−βs1 and ‖d(s2 − s1)‖A ≤ eβ(s2−s1) if 0 ≤ s2 ≤ s1. For 1 ≤
‖x2‖d ≤ ‖x1‖d we have 0 ≤ s2 < s1 and, consequently, 1 ≤ e−βs1‖x1 − x2‖ +

eβs2−βs1 or equivalently, eβs1 − eβs2 = ‖x1‖βd − ‖x2‖βd ≤ ‖x1 − x2‖. Lipschitz
continuity follows from the proven inequality, the identity ‖d(s)x‖d = es‖x‖d
and monotonicity of the dilation. The existence of the unique function s :
Rn → R such that ‖d(−s(x))x‖ = 1 has been proven in Theorem 1. Since the
dilation is strictly monotone then d

ds‖d(−s)x‖ < 0 on S (and, on Rn\{0}) for
all s ∈ R (see, Theorem 1). Since the norm ‖ · ‖ is smooth outside the origin

then d
ds‖d(−s)x‖ = − ∂‖z‖

∂z

∣∣∣
z=d(−s)x

Gdd(−s)x. Taking into account ∂
∂x‖x‖d =

es ∂s
∂x

∣∣
s=ln ‖x‖d

the formula (7) is derived by means of Implicit Function Theorem

[39] implying ∂s
∂x = −

∂‖d(−s)x‖
∂x

∂‖d(−s)x‖
∂s

for the function s : Rn → R implicitly defined by

the equality ‖d(−s)x‖ = 1.

3.3 Generalized Homogeneous Functions and Vectors Fields

Vector fields, which are symmetric (homogeneous) in a certain sense with respect
to dilation d, have a lot of properties useful for control design and state estima-
tion of both linear and nonlinear plants as well as for analysis of convergence
rates [5], [25], [29], [14].

Definition 5 A vector field f :Rn→Rn (resp. a function h :Rn→R) is said to
be d-homogeneous of degree ν ∈ R if

f(d(s)x) = e νsd(s)f(x), ∀x ∈ Rn\{0}, ∀s ∈ R. (8)

(resp. h(d(s)x) = e νsh(x), ∀x ∈ Rn\{0}, ∀s ∈ R. ) (9)

Example 1 Let us consider the dilation

d(s) = es
(

1 0 0
0 cos(s) sin(s)
0 − sin(s) cos(s)

)

9



that is strictly monotone with respect to the Euclidean norm ‖x‖ =
√
xTx and

Gd =
(

1 0 0
0 1 1
0 −1 1

)
. The vector field f : R3 → R3 defined as

f(x) =

(
x2
2+x2

3

x2
1(cos(ln |x1|)+sin(ln |x1|))
x2
1(cos(ln |x1|)−sin(ln |x1|))

)

satisfies (8) with ν = 1 and the function h : R3 → R given by h = x3
1+(x2

2+x2
3)

3
2

satisfies (9) with ν = 3, respectively.

Example 2 (Linear homogeneous vector field of arbitrary degree) .The
vector field may have different degrees of homogeneity dependently of the dila-
tion group. Indeed, the linear vector field f : Rn → Rn, f(x) = Ax, x ∈ Rn
defined by a chain of integrators A =

(
0 In−1

0 0

)
∈ Rn×n is d-homogeneous of

degree µ ∈ [−1, 1] with d(s) = diag{e(n+(i−1)µ)s}ni=1.

Remark 1 In the general case, if Gd ∈ Rn×n is a generator of the dilation,
i.e. d(s) = eGds, s ∈ R, then a linear map f : Rn → Rn, f(x) = Ax, x ∈ Rn,
A ∈ Rn×n is d-homogeneous of degree ν ∈ R if

AGd = (νIn +Gd)A. (10)

Indeed, in our case the identity (8) becomes AeGds = e(νI+Gd)sA. Since eGds =∑+∞
i=0

Gids
i

i! then the homogeneity identity, obviously, holds provided that (10) is
fulfilled.

Let Fd(Rn) (resp. Hd(Rn)) be the set of vector fields Rn→Rn (resp.
functions Rn→R) satisfying the identity (8) (resp. (9)), which are contin-
uous on Rn\{0}. Let degFd

(f) (resp. degHd
(h)) denote the homogeneity

degree of f ∈ Fd(Rn) (resp. h ∈ Hd(Rn)).

Remark 2 Note that if n = 1 then the generator of the dilation Gd ∈ R+ is a
positive scalar and d(s) = esGd ∈ R+ for any s ∈ R. Hence, obviously, Fd(R) =
Hd(R) but degFd

(·) + Gd = degHd
(·) if n = 1. In other words, homogeneous

vector fields/function R → R belongs to both sets Fd(R) and Hd(R), but its
degree can be defined differently (i.e. according to (8) or (9)) dependently of the
context (e.g. if f defines the right-hand side of ODE then the formula (8) is
utilized).

The homogeneity allows local properties (e.g. smoothness) of vector fields
(functions) to be extended globally [2], [3]. Below we present two useful corol-
laries to Definition 5.

Corollary 1 The vector field f ∈ Fd(Rn) is Lipschitz continuous (smooth) on
Rn\{0} if and only if it satisfies Lipschitz condition (it is smooth) on the unit
sphere S provided that d is strictly monotone on Rn equipped with a (smooth on
Rn\{0}) norm ‖ · ‖.

10



Proof. The necessity is straightforward since any locally Lipschitz function
on a compact set satisfies Lipschitz condition on it. Let us prove sufficiency.
Let xi ∈ Rn\{0}, i = 1, 2 then xi = d(ln ‖xi‖d)zi for some zi ∈ S,

f(x1)− f(x2) = f(d(ln ‖x1‖d)z1)− f(d(ln ‖x2‖d)z2)

= ‖x1‖νdd(ln ‖x1‖d)f(z1)− ‖x2‖νdd(ln ‖x2‖d)f(z2)

= ‖x1‖νdd(ln ‖x1‖d)(f(z1)− f(z2)) + (‖x1‖νdd(ln ‖x1‖d)

−‖x2‖νd(ln ‖x1‖d))f(z2) + ‖x2‖ν(d(ln ‖x1‖d)− d(ln ‖x2‖d))f(z2).

If L > 0 is a Lipschitz constant of f on S then

‖f(x1)− f(x2)‖ ≤ L‖x1‖νdd(ln ‖x1‖d)‖z1 − z2‖

+‖d(ln ‖x1‖d)f(z2)‖(‖x1‖νd − ‖x2‖νd)

+‖f(z2)‖‖x2‖ν‖d(ln ‖x1‖d)− d(ln ‖x2‖d)‖A.

Since d(s1)− d(s2) = Gd

∫ s1
s2

d(s)ds and the function ‖d(·)‖A is strictly mono-

tone increasing then ‖d(ln ‖x1‖d)−d(ln ‖x2‖d))‖A≤M‖Gd‖|ln ‖x1‖d−ln ‖x2‖d|,
where M = max{‖d(ln ‖x1‖d)‖A, ‖d(ln ‖x2‖d)‖A}. Since the homogeneous
norm is Lipschitz continuous (see Proposition 1) on Rn\{0} but power and
logarithm functions are Lipschitz continuous outside zero then f is Lipschitz
continuous outside the origin. (Differentiability of homogeneous vector field
(function) f on Rn\{0} can be proven by means of the formula (7), the iden-
tity d

dsd(s) = Gdd(s) and the representation f(x) = ‖x‖νdd(ln ‖x‖d)f(z) with
z = d(− ln ‖x‖)x ∈ S.)

If a function (or a vector field) is smooth then homogeneity is inherited by
its derivatives in a certain way.

Corollary 2 If h ∈ Hd(Rn) ∩ C1(Rn\{0},R) then

edegHd
(h)s ∂h(x)

∂x = ∂h(z)
∂z

∣∣∣
z=d(s)x

d(s), (11)

∂h(x)
∂x Gdx = degHd

(h)h(x), (12)

for x∈Rn\{0} and s∈R.

Proof. The formula (11) can be obtained using the definition of the (Frechét)
derivative, which coincides with ∂h

∂x if h is smooth. Namely,

lim
‖∆‖→0

|h(x+∆)−h(x)− ∂h(x)∂x ∆|
‖∆‖ =0 and lim

‖∆‖→0

∣∣∣h(d(s)x+∆)−h(d(s)x)− ∂h(z)
∂z |z=d(s)x

∆
∣∣∣

‖∆‖ =0,

where ∆ ∈ Rn. Since h ∈ Hd then∣∣∣h(d(s)x+∆)−h(d(s)x)− ∂h(z)
∂z |z=d(s)x

∆
∣∣∣

‖∆‖ = eνs
∣∣∣h(x+∆̃)−h(x)−e−νs ∂h(z)∂z |z=d(s)x

d(s)∆̃
∣∣∣

‖d(s)∆̃‖

11



≤ eνs

bd(s)cA ×
∣∣∣h(x+∆̃)−h(x)−e−νs ∂h(z)∂z |z=d(s)x

d(s)∆̃
∣∣∣

‖∆̃‖ ,

where ν = degHd
(h) and ∆̃ = d(−s)∆ such that ‖∆̃‖ → 0 implies ‖∆‖ → 0.

Therefore the identity (11) holds.
To prove (12) let us consider the canonical homogeneous norm ‖ ·‖d induced

by a weighted Euclidean norm ‖x‖ =
√
x>Px, x ∈ Rn\{0}, P = P> > 0

satisfying (5). In this case, due to (7) we have ∂‖x‖d
∂x x > 0 if x 6= 0. From

h(x) = ‖x‖νdh(d(− ln ‖x‖d)x) we derive

∂h(x)
∂x = νh(d(− ln ‖x‖d)x)‖x‖ν−1

d
∂‖x‖d
∂x +‖x‖νd

∂h(d(− ln ‖x‖d)x)
∂x

=νh(d(− ln ‖x‖d)x)‖x‖ν−1
d

∂‖x‖d
∂x +‖x‖νd

∂h(z)
∂z

∣∣∣
z=d(− ln ‖x‖d)x

∂
∂x (d(− ln ‖x‖d)x)

= νh(d(− ln ‖x‖d)x)‖x‖ν−1
d

∂‖x‖d
∂x + ‖x‖νd

∂h(z)
∂z

∣∣∣
z=d(− ln ‖x‖d)x

×
(
d(− ln ‖x‖d)− Gdd(− ln ‖x‖d)x

‖x‖d
∂‖x‖d
∂x

)
.

Therefore, for ‖x‖ = 1 we have ∂h(x)
∂x Gdx

∂‖x‖d
∂x = νh(x)∂‖x‖d∂x . Hence, multiply-

ing by x we obtain that (12) holds for ‖x‖ = 1. Since ‖ · ‖new = γ‖ · ‖ with
γ > 0 is again a weighted Euclidean norm in Rn satisfying (5) then the obtained
identity holds on Rn\{0}.

4 Quadratic Stability of Homogeneous Systems

Homogeneity may simplify the analysis of differential equations, e.g. to prove
existence and uniqueness of solution on Rn\{0} it is sufficient to prove that the
right hand side is Lipschitz continuous (or differentiable) on a sphere (see, Corol-
lary 2. The most important property of d-homogeneous systems is scalability
of the solutions [2], [4], [13], [29], [30], [20].

Theorem 3 If ϕξ0 : [0, T )→ Rn is a solution to

ξ̇ = f(ξ), f ∈ Fd(Rn) (13)

with the initial condition ξ(0) = ξ0 ∈ Rn then ϕd(s)ξ0 : [0, e−νsT )→ Rn defined
as ϕd(s)ξ0(t) := d(s)ϕξ0(teνs) with s ∈ R is a solution to (13) with the initial
condition ξ(0) = d(s)ξ0, where ν = degFd

(f).

Proof. The scheme of the proof is standard (see [2]) for any type of ho-
mogeneity. Since d

dtϕξ0(t) = f(ϕξ0(t)) then d(s) ddtϕξ0(t) = d
dtd(s)ϕξ0(t) =

d(s)f(ϕξ0(t)) = e−νsf(d(s)ϕξ0(t)). Making the change of time t = eνstnew we
complete the proof.

This theorem has a lot of corollaries, which are very useful for qualitative
analysis of homogeneous systems. For example, local stability always implies
the global one or the existence of strictly invariant (in forward time) compact set
implies asymptotic stability [4], [13], [2], etc. Moreover, using the classical result
[2], [13] about existence of homogeneous Lyapunov function for asymptotically
stable homogeneous system we can prove topological equivalence of such system
to a quadratically stable one.
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Theorem 4 The next five claims are equivalent

1) The origin of the system (13) is asymptotically stable.

2) There exists a Lyapunov function V ∈Hd(Rn)∩ C∞(Rn);

3) The origin of the system

ż = ‖z‖1+degFd
(f)
(

(In−Gd)z>zP
z>PGdz

+ In

)
f
(
z
‖z‖

)
(14)

is asymptotically stable, where ‖z‖=
√
z>Pz with P satisfying (5).

4) For any matrix P ∈ Rn×n satisfying (5) there exists Ψ ∈ Fd(Rn) ∩
C∞(Rn\{0}), degFd

(Ψ) = 0 such that Ψ is diffemorphism on Rn\{0},
homeomorphism on Rn, Ψ(0) = 0 and

∂(Ψ>(ξ)P Ψ(ξ))
∂ξ f(ξ)<0 if Ψ>(ξ)PΨ(ξ)=1. (15)

Moreover, ‖Ψ‖d ∈ Hd(Rn) ∩ C∞(Rn\{0}) is Lyapunov function to the
system (13), where ‖ · ‖d is the canonical homogeneous norm induced by

‖ξ‖ =
√
ξ>Pξ.

5) For any matrix P ∈ Rn×n satisfying (5) there exists a map

Ξ∈C∞(Rn\{0},Rn×n)

such that
det(Ξ(z)) 6=0, ∂Ξ(z)

∂zi
z=0, Ξ(esz)=Ξ(z)

for z = (z1, ..., zn)> ∈ Rn\{0}, s ∈ R, i = 1, ..., n and

z>Ξ>(z)PΞ(z)
(

(In−Gd)zz>P
z>PGdz

+In

)
f
(

z√
z>Pz

)
<0. (16)

Proof. Without loss of generality we may assume that f is continuous at
zero and f(0) = 0, since asymptotic stability of (14) is equivalent to asymptotic

stability of the system ξ̇ = f̃(ξ) := ‖ξ‖
− degFd

(f)

d f(ξ), which is always continuous
at the origin.

1) ⇔ 2) We use the scheme developed in [13]. The Converse Lyapunov
Theorem (see, e.g. [40]) implies that there exists a smooth Lyapunov function

V : Rn → R+. Let the smooth function a : R → R+ be defined as a(ρ) = e
1

1−ρ

if ρ > 0 and a(ρ) = 0 if ρ ≤ 1. Obviously, a′(ρ) > 0 if ρ > 1. Then the function

Vh : Rn → R+ defined as Vh(ξ) =
∫ +∞
−∞ e−sa(V (d(s)ξ))ds is d-homogeneous

Lyapunov function to the system (13). Indeed, it is well-defined (due to cut-off
function a), smooth, positive definite and radially unbounded. Finally, Vh is

d-homogeneous Vh(d(q)ξ) =
∫ +∞
−∞ e−sa(V (d(−s+ q)ξ))ds = eqVh(ξ) and

V̇h(ξ) =

∫ +∞

−∞
e−sa′(V (d(−s)ξ)) ∂V (z)

∂z

∣∣∣∣
z=d(s)ξ

d(s)f(ξ)ds < 0

13



since f ∈F(Rn) : ∂V (z)
∂z

∣∣∣
z=d(s)ξ

d(s)f(ξ)= 1
eνs

∂V (z)
∂z f(z)

∣∣∣
z=d(s)ξ

<0.

1) ⇔ 3) Since P satisfies (5) then the dilation d is strictly monotone

on Rn equipped with the norm ‖ξ‖ =
√
ξTPξ. The change of coordinates

z = ‖ξ‖dd(− ln ‖ξ‖d)ξ gives ‖z‖ = ‖ξ‖d and ξ = d(ln ‖z‖) z
‖z‖ ,

ż=(In −Gd)d(− ln ‖ξ‖d)ξ d‖ξ‖ddt +‖ξ‖dd(− ln ‖ξ‖d)f(ξ)=

‖ξ‖d(In −Gd)d(− ln ‖ξ‖d)ξ ξ
>d>(− ln ‖ξ‖d)Pd(− ln ‖ξ‖d)f(ξ)

ξ>d>(− ln ‖ξ‖d)PGdd(− ln ‖ξ‖d)ξ
+

+‖ξ‖dd(− ln ‖ξ‖d)f(ξ) =

‖ξ‖d
(

(I−Gd)d(− ln ‖ξ‖d)ξξ>d>(− ln ‖ξ‖d)P

ξ>d>(− ln ‖ξ‖d)PGdd(− ln ‖ξ‖d)ξ
+In

)
d(−ln ‖ξ‖d)f(ξ).

Taking into account f ∈ Fd(Rn) we derive (14).
4)⇒ 2) Since Ψ(d(s)ξ) = d(s)Ψ(ξ) then Ψ(0) = 0 due to continuity at zero.

Note also that Ψ(ξ) 6= 0 for ξ 6= 0, otherwise (i.e. ∃ξ∗ 6= 0 : Ψ(ξ∗) = 0), due to
homogeneity we derive that Ψ(ξ) = 0 on a smooth curve {d(s)ξ∗, s ∈ R}, which
starts at the origin goes to ∞. The latter contradicts the assumption that Ψ
is diffeomorphism (continuously differentiable invertible map with continuously
differentiable inverse) on Rn\{0}. Since degFd

(Ψ) = 0 then ‖Ψ(d(s)ξ)‖d =
‖d(s)Ψ(ξ)‖d = es‖Ψ(ξ)‖d and the function ‖Ψ(·)‖d is d-homogeneous of degree
1, radially unbounded, continuous at the origin and continuously differentiable

outside the origin. Due to (7) the inequality ∂‖Ψ(ξ)‖
∂ξ f(ξ)

∣∣∣
‖Ψ(ξ)‖=1

< 0 implies

∂‖Ψ(ξ)‖d
∂ξ f(ξ)

∣∣∣
‖Ψ(ξ)‖=1

< 0. Applying homogeneity we derive ∂‖Ψ(ξ)‖d
∂ξ f(ξ)< 0 if

ξ∈Rn\{0}, i.e. ‖Ψ‖d is a Lyapunov function to the system (13).
2) ⇒ 4) Since the origin of the system (13) is asymptotically stable then

there exists a smooth d-homogeneous Lyapunov function Ṽ : Rn → R+ of
degree µ > 0. The function V = Ṽ 1/µ is also Lyapunov function to (13) that
is d-homogeneous of degree 1, continuous at the origin and smooth outside the
origin. Let us consider the map Ψ : Rn → Rn defined as

Ψ(ξ) = d

(
ln

(
V (ξ)

‖ξ‖d

))
ξ.

Since V (ξ)
‖ξ‖d ∈ Hd(Rn), degHd

(
V (ξ)
‖ξ‖d

)
= 0 then lim inf‖ξ‖→0

V (ξ)
‖ξ‖d = infξ∈S

V (ξ)
‖ξ‖d >

0, so Ψ is continuous at 0 and Ψ(0) = 0. Obviously, Ψ(d(s)ξ) = d(s)Ψ(ξ) and
‖Ψ(ξ)‖d = V (ξ). Using (7) we derive (15). The map Ψ is bijection. The inverse
map Ψ−1 : Rn → Rn is given by

Ψ−1(x) = d

(
− ln

(
V (x)

‖x‖d

))
x,

where x ∈ Rn. Indeed, Ψ−1(Ψ(ξ)) = ξ and Ψ(Ψ−1(x)) = x for all ξ, x ∈ Rn.
Since Ψ and Ψ−1 are continuous at the origin and smooth outside the origin
then Ψ is diffeomorphism on Rn\{0} and homeomorphism on Rn.

3) ⇒ 5) The system (14) is homogeneous of degree degFd
(f) with respect

to the dilation d0(s) = es with Gd0
= In. Note that P0Gd0

+ G>d0
P0 = 2P0 �
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0 holds for an arbitrary symmetric positive definite matrix P0. Taking into
account ‖z‖d0 = ‖z‖ =

√
z>P0z we use the claim 4) to obtain the homogeneous

Lyapunov function V defined as V (z) = ‖Ψ0(z)‖2d0
= Ψ>0 (z)P0Ψ0(z) for z ∈ Rn.

Since Ψ0 is diffeomorphism then det
(
∂Ψ0(z)
∂z

)
6= 0 for z ∈Rn\{0}. Using (12)

we derive ∂Ψ0(z)
∂z z = Ψ0(z), ∂V

∂z = 2z>Ξ>(z)P0Ξ(z) and ∂Ξ(z)
∂zi

z = 0, where

Ξ(z) = ∂Ψ0(z)
∂z . Finally, Ξ(esz)=Ξ(z) for z∈Rn\{0} and s∈R due to (11) and

degFd0
(Ψ0) = 0.

5)⇒ 3) Let us consider the function V (z) = z>Ξ>(z)PΞ(z)z, V ∈ C(Rn,R)∩
C∞(Rn\{0},R). Since ∂Ξ(z)

∂zi
z = 0 then ∂V (z)

∂z = 2z>Ξ>(z)PΞ(z) and the con-
dition (16) implies that V is the Lyapunov function to (14).

This theorem proves three important facts:

• Any generalized homogeneous system is diffeomorphic to a standard
homogeneous one.

• Any asymptotically stable generalized homogeneous system is dif-
feomorphic to a quadratically stable one. Indeed, making the
change of variables z = Ψ(ξ) we derive ż = f̃(z), where f̃(z) =
∂Ψ(ξ)
∂ξ f(ξ)

∣∣∣
ξ=Ψ−1(z)

, but the criterion (15) implies that z>P ż < 0

if z>Pz = 1, so the homogeneous norm ‖ · ‖d is the Lyapunov
function to the latter system. Finally, the change of variable x =
‖z‖dd(− ln ‖z‖d)z gives ‖z‖d = ‖x‖, so the transformed system

ẋ = f̂(x) is quadratically stable.

• The formula (16) gives a more or less constructive stability criterion.
Since Ξ(z)=Ξ(esz) for z∈Rn\{0}, s ∈ R then the map Ξ is constant
along any straight line {esz : s ∈ R} if z 6= 0. In addition, the prop-

erty ∂Ξ(z)
∂zi

z = 0 motivates the conjecture that a quadratic Lyapunov
function (Ξ ≡ const) always exists for asymptotically stable standard
homogeneous system. Such assumption was also studied in [9]. How-
ever, in the view of [40, Proposition 5.2] this conjecture seems to be
wrong. Therefore, the condition

z>Q0

(
(In−Gd)zz>P
z>PGdz

+In

)
f
(

z√
z>Pz

)
< 0 if z 6=0,

PGd +GdP > 0, P > 0, Q0 > 0
(17)

derived from (16) is just sufficient stability condition. For Q0 = P
(or, equivalently, Ξ = In) we derive the more simplified stability con-

dition zTPf
(

z√
z>Pz

)
< 0 .
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Recall [29, 11, 12], if the standard (or weighted) homogeneous system (13) is
asymptotically stable and degFd

(f) < 0 then it is globally uniformly finite-time
stable, i.e there exists a locally bounded function T : Rn → R such that ϕx0

(t)=0,
∀t > T (x0) and ∀x0 ∈Rn. Theorem 4 together with the next proposition give
the necessary and sufficient condition of the uniform finite-time stability of the
system (13).

Proposition 2 An asymptotically stable d-homogeneous system (13) is uni-
formly finite-time stable if and only if degFd

(f) < 0.

Proof. Recall that in the case of homogeneous system local stability is
equivalent to global one. Sufficiency is well known (see, e.g. [7], [29], [20]).
Necessity. Suppose the contrary, i.e. degFd

(f) ≥ 0 and there exists a locally
bounded function T : Rn\{0} → R+ such that ϕξ0(t) = 0 for all t ≥ T (ξ0).
Uniform finite-time stability of (13) implies (see, [30]) existence of a Lyapunov
function such that T (ξ0) ≤ CV ν(ξ0) where ν > 0 and C > 0 are some constants.
Hence, T is continuous at 0 and T (0) = 0. On the other hand Theorem 3 implies

that T (d(s)ξ0) = e− degFd
(f)sT (ξ0) for any ξ0 ∈ Rn. If degFd

(f) > 0 then the
latter identity immediately implies contradiction to the local boundedness of
the function T . If degFd

(f) = 0 then continuity of T at zero and T (0) = 0
imply the identity T (ξ0) = 0, ∀ξ0 ∈ Rn, that is also impossible.

4.1 Example: Quadratically Stable High Order Sliding
Mode Algorithm

In this section we demonstrate how the obtained results can be utilized for the
so-called high order sliding mode control [12] design. The canonical homoge-
neous norm is utilized below as an implicit Lyapunov function [41].

Let us consider the system

σ̇ = Aσ +Bu(σ), A =


0 1 0 ... 0
0 0 1 ... 0
... ... ... ...
0 0 0 ... 1
0 0 0 ... 0

 , B =


0
0
...
0
1

 , (18)

u(σ) =

n∑
i=1

kiσi
N(σ)n−i+1

, σ = (σ1, σ2, ..., σn)> ∈ Rn, (19)

and the weighted dilation

d(s) = eGds with Gd =


n 0 ... 0 0
0 n− 1 ... 0 0
... ... ... ...
0 0 ... 2 0
0 0 ... 0 1

 ,
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whereN : Rn → R is a continuous positive definite function that is d-homogeneous
of degree 1, i.e. N(σ) > 0 for σ 6= 0 and

N(d(s)σ) = esN(σ), σ ∈ Rn, s ∈ R.

In view of Definition 4 the function N is simply an arbitrary homogeneous norm.
Obviously, the control law can be rewritten in the form

u(σ) = Kd (− lnN(σ))σ,

where K =
(
k1 k2 ... kn−1 kn

)> ∈ Rn is a vector of control parameters.
The considered feedback control function u : Rn → R is d-homogeneous of

degree 0, i.e. u ∈ Hd(Rn) and degH(u) = 0. Indeed,

u(d(s)σ)=Kd(− lnN(d(s)σ))d(s)σ=Kd(− ln(esN(σ)))d(s)σ

= Kd(−s− lnN(σ))d(s)σ = Kd(− lnN(σ))d(−s)d(s)σ = u(σ),

σ ∈ Rn\{0}, s ∈ R. Therefore, u is a quasi-continuous homogeneous sliding
mode control [42]. Indeed, it is homogeneous of degree 0, continuous outside
the origin and globally bounded:

‖Bu(σ)‖≤‖BK‖A‖d(− lnN(σ))σ‖≤‖BK‖A
∥∥∥d(− ln N(σ)

‖σ‖d

)∥∥∥
A
‖d(− ln ‖σ‖d)σ‖

= ‖BK‖A
∥∥∥d(− ln N(σ)

‖σ‖d

)∥∥∥
A
≤ C < +∞, σ ∈ Rn,

since the function χ : Rn → R, χ(σ) = N(σ)
‖σ‖d is homogeneous of degree 0, and,

consequently, globally bounded. Similarly, for f(σ) = Aσ +Bu(σ) we derive

f(d(s)σ) = Ad(s)σ +Bu(d(s)) = e−sd(s)Aσ +Bu(σ) = e−sd(s)(Aσ +Bu(σ))

= e−sd(s)f(σ), σ ∈ Rn\{0}, s ∈ R,

i.e. the closed loop system has negative homogeneity degree: degFd
(f) = −1.

Let us find some sufficient conditions (to the vector K and to the function
N) allowing the finite-time stability of the closed-loop system. Selecting Q0 =P
in (17) we derive the following sufficient stability condition

z>P f̃(z)<0, f̃(z) =
1

‖z‖

(
Az +BKd(− ln Ñ(z))z

)
, for z ∈ Rn\{0},

(20)

where Ñ(z) = N
(

z
‖z‖

)
, ‖z‖ =

√
z>Pz with P satisfying (5). Since N is a

continuous and positive definite function then

0 < min
ξ∈Rn:ξ>Pξ=1

N(ξ) ≤ Ñ(z) ≤ max
ξ∈Rn:ξ>Pξ=1

N(ξ) < +∞

and there exist numbers δmin and δmax such that

0 < δmin ≤ Ñ(z) ≤ δmax. (21)
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Obviously, if N(σ) = ‖σ‖d is the canonical homogeneous norm then Ñ(z) =
1, z ∈ Rn\{0} and the stability condition becomes zTP (A + BK)z < 0, z ∈
Rn\{0}, i.e. K can be selected as a gain matrix of a linear stabilizing feed-
back. Since the pair {A,B} is controllable then appropriate K and P � 0 can
always be found (see, e.g. [32]) to guarantee the required inequality, while the
parameter γ can be selected sufficiently large to fulfill (5). Moreover, Theorem
4 implies that ‖ · ‖d is the Lyapunov function to the closed-loop system.

Therefore, the usage of the canonical homogeneous norm allows the very
simple rule to be applied in order to select the parameters of control. However,
‖ · ‖d is defined implicitly by means of the equation (6), and for simplicity of
practical realization it is worth to know if ‖ · ‖d can be replaced with some
explicitly defined homogeneous norm N (see also [41], [43]).

Proposition 3 Let for some 0 < δmin ≤ δmax the system of LMIs
AX+XA>+BY +Y >B>−X

√
ln
(
δmax

δmin

)
BY Xd

(
ln δmax

δmin

)
√

ln
(
δmax

δmin

)
Y TBT −(G−1

d X+XG−1
d ) 0

d
(

ln δmax

δmin

)
X 0 −X

≺0, X�0,

(22)
be feasible with respect to X ∈ Rn×n, Y ∈ R1×n. If a function N : Rn\{0} → R
is continuous, positive definite, N ∈ Hd(Rn), degHd

(N) = 1 and it satisfies the
inequalities (21) with P = X−1 and 0 < δmin ≤ δmax then the closed-loop system
(18), (19) with

K = Y X−1d(ln δmax)

is globally uniformly finite-time stable and the canonical homogeneous norm ‖·‖d
is its Lyapunov function.

Proof. First of all, the LMI (22) implies that G−1
d X +XG−1

d � 0 or, equiva-
lently, PG−1

d +G−1
d P � 0 and GdP + PGd � 0. Obviously, if

zTP (A+BKd(− ln δ)) z < 0, z ∈ Rn\{0}, ∀δ ∈ [δmin, 1].

then the stability condition (20) is fulfilled. For an arbitrary fixed z ∈ Rn\{0}
let us consider the smooth function q : [δmin, 1]→ R defined as

q(δ) = zTP (A+BKd(− ln δ)) z.

To estimate its derivative q′(δ) we use the classical inequality

2y>v ≤ y>y + v>v,

that, obviously, holds for all y, v ∈ Rn and, in particular, for

y=(G−1
d P + PG−1

d )−
1
2 d(− ln δmax)K>B>z

18



and
v=(G−1

d P + PG−1
d )

1
2Gdd

(
− ln δ

δmax

)
z.

Since d
dsd(s) = Gdd(s) = d(s)Gd for s ∈ R (see (4)) then we have

−q′(δ) =
1

δ
zTPBKGdd(− ln δ)z =

1

δ
y>v ≤

z>PBKd(− ln δmax)(G−1
d P+PG−1

d )−1d(− ln δmax)K>B>Pz+z>d

(
− ln

δ
δmax

)
(PGd+GdP )d

(
− ln

δ
δmax

)
z

2δ

=
1
δ z
TPBKd(− ln δmax)(G−1

d P+PG−1
d )−1d(− ln δmax)K>B>Pz− d

dδ

(
z>d

(
− ln

δ
δmax

)
Pd

(
− ln

δ
δmax

)
z

)
2 .

Finally, we derive

q(δ) = q(δmax)−
∫ δmax

δ

q′(s)ds ≤ zTP (A+BKd(− ln δmax)) z

+
ln
(
δmax
δmin

)
zTPBKd(− ln δmax)(G−1

d P+PG−1
d )−1d(− ln δmax)K>B>Pz−z>Pz+z>d

(
−ln

δmin

δmax

)
Pd

(
−ln

δmin

δmax

)
z

2

for all δ ∈ [δmin, δmax]. In other words, the matrix inequality

P (A+BKd(− ln δmax))+(A+BKd(− ln δmax))
>
P+d

(
− ln δmin

δmax

)
Pd

(
− ln δmin

δmax

)
−P

+ ln
(
δmax

δmin

)
PBKd(− ln δmax)(G−1

d P + PG−1
d )−1d(− ln δmax)K>B>P ≺ 0

implies (20). Using Schur Complement it can be easily shown that the latter
matrix inequality is equivalent (22) with X = P−1 and Y = Kd(− ln δmax)P−1.

The system of LMIs (22) is always feasible provided that δmin and δmax are
sufficiently close to each other. Indeed, ln(δmax/δmin)→0 and d(ln(δmax/δmin))→
In as δmax/δmin → 1, so the LMI (22) becomes feasible.

A possible explicit selection of N is given by

N(σ)=
(
φ>(σ)Qφ(σ)

) 1
2n with φ(σ)=

( |σ1|r1 sign(σ1)

...

|σn|rn sign(σn)

)
, ri=

n
n−i+1 , i=1, 2, ..., n,

(23)
where Q ∈ Rn×n is a positive definite matrix.

To illustrate the proposition 3 we consider the system (18), (19), (23) for
n = 2. Selecting δmin = 1, δmax = 1.4 we solve the LMI (22):

P =

(
1.1214 0.4247
0.4247 0.2327

)
and K =

(
−10.8695 −6.2376

)
.

One can be checked numerically (e.g. using sufficiently dense grid on the unit
sphere {z ∈ Rn : z>Pz = 1}) that the homogeneous norm (23) with

Q =

(
1.9403 0.4410
0.4410 0.1330

)
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Figure 2: Evolution of the state of the system (18) with the static homogeneous
feedback (19), (23).

satisfies 1 ≤ N(z) ≤ 1.4 for z>Pz = 1, i.e. the condition (21) holds. The results
of numerical simulation for the considered controller are depicted at Figures 2
and 3. The system has been discretized by means of the explicit Euler method
with the step size 0.002.

Taking into account Remark 1 the similar control design scheme can be de-
veloped for an arbitrary matrix A provided that the pair {A,B} is controllable.

5 Stabilization of Homogeneous Control Systems
via Dynamical Feedback in the Disturbance-
Free Case

In this section we study the problem of stabilizability of the homogeneous system
(1) in the disturbance free case (ω = 0), i.e.

σ̇(t) = g(σ(t), u(t)),

by means of the homogeneous dynamical feedback (2):

u̇(t) = k(σ(t), u(t)).

Based on the scheme of universal stabilizing control design given in [44] we
derive the following corollary of Theorem 4.
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Figure 3: Evolution of the control signal of the system (18) with the static
homogeneous feedback (19), (23).

Theorem 5 (On Homogeneous Dynamical Feedback) Let dx and du be
dilations in Rn and Rm, respectively,

d :=
(

dx(s) 0
0 du(s)

)
and f̃ =

(
g

0

)
∈ Fd(Rn+m).

The origin of the system (1) with ω = 0 is globally asymptotically stabilizable by
means of the homogeneous dynamical feedback (2) with(

g
k

)
∈ Fd(Rn+m)

if and only if there exist a number γ ≥ 0, a symmetric matrix P ∈ R(n+m)×(n+m)

satisfying (5) and a map Ξ∈C∞(Rn+m\{0},R(n+m)×(n+m)):

det(Ξ(z)) 6=0, ∂Ξ(z)
∂zi

z=0, Ξ(esz)=Ξ(z)

for z = (z1, .., zn+m) ∈ Rn+m\{0}, s ∈ R, i = 1, ..., n+m such that

a(z)<γ
√
b>(z)b(z) for z ∈ S, (24)

where
a(z)=z>W (z)f̃ (z), b>(z)=z>W (z)

(
0
Im

)
,

W (z)=Ξ>(z)P Ξ(z)
(

(In+m−Gd)z>zP
z>PGdz

+In+m

)
21



and S is the unit sphere in Rn+m with ‖z‖ =
√
z>Pz. Moreover, the corre-

sponding stabilizing homogeneous feedback law can be designed as follows

k(ξ)=‖ξ‖
degFd

(f̃)

d du(ln ‖ξ‖d)k0(d(− ln ‖ξ‖d)ξ) with ξ=

(
σ
u

)
, (25)

where

k0(·)=

{
− a(·)+

√
a2(·)+(b>(·)b(·))2

b>(·)b(·)
b(·) if b(·)6=0

0 if b(·)=0
(26)

and ‖·‖d is the canonical homogeneous norm induced by ‖ξ‖=
√
ξ>Pξ.

Proof. Sufficiency. Let us show that the function k0 is continuous on S. In-

deed, k0(z) =
a(z)+

√
a2(z)+(b>(z)b(z))2√
b>(z)b(z)

b(z)√
b>(z)b(z)

, the first fraction is continuous

and equals zero if b(z) = 0 (see, [44]), but the norm of the second fraction is glob-
ally bounded and continuous for z ∈ Rn : b(z) 6= 0. Let us consider the closed-
loop system (1), (2), (25): ξ̇=f(ξ), where f =( gk ) ∈ Fd(Rn). Under this nota-
tion, the stability condition (16) becomes a(z)+b>(z)k0(z) < 0. The latter hods
for all z ∈ S. Indeed, the inequality (24) implies that a(z) < 0 if b(z) = 0, but for

b(z) 6= 0 we have a(z) + b>(z)k0(z) = a(z)− b>(z)
a(z)+

√
a2(z)+(b>(z)b(z))2

b>(z)b(z)
b(z) =

−
√
a2(z) + (b>(z)b(z))2 < 0.

Necessity. Let us assume that there exists a map k̃ ∈ C(Rn+m\{0},Rm)
such that the closed-loop system (1), (2) is globally asymptotically stable and
f =

( g
k̃

)
∈ Fd(Rn+m). Let Ξ ∈ C∞(Rn+m\{0},R(n+m)×(n+m)) be derived

according to Theorem 4 such that (16) holds. To show that in this case (24)
also holds for some γ ≥ 0, we rewrite the inequality (16) as a(z)<−b>(z)k̃(z).

Since k̃ ∈ C(Rn+m\{0},Rm) then γ = maxz∈S

√
k̃>(z)k̃(z) < +∞ and using

Cauchy-Schwarz inequality we derive

−b>(z)k̃(z) ≤
√
k̃>(z)k̃(z)

√
b>(z)b(z)≤γ

√
b>(z)b(z).

For Ξ(z) = In the inequality (24) gives the following sufficient condition of
quadratic stabilizability:

z>P f̃
(

z√
z>Pz

)
≤ γ

√
z>P

(
0 0
0 Im

)
Pz, z 6= 0

PGd +G>dP > 0, P > 0.
(27)

Taking into account Proposition 2 we derive criterion of finite-time stabiliz-
ability of the system (1) by means of the feedback (2) in the case (ω = 0).

Example 3 (Quadratic Dynamical Stabilization in a Finite Time) Let
us consider the stabilization problem for the system

σ̇1 = |σ1|
1
3u+ σ2, σ̇2 = u, (28)
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where σ1, σ2, u ∈ R. The vector field f̃ : R3 → R3 defined by

f̃(ξ) =

 |ξ1| 13 ξ3 + ξ2
ξ3
0

 ,

ξ = (ξ1, ξ2, ξ3)> = (σ1, σ2, u)> is d-homogeneous of degree −1 with respect to
the dilation d in R3 generated by Gd = diag{3, 2, 1}. Hence, the sufficient
stabilizability condition (27) becomes

z>PA(z)z < γ
√
z>Pz

√
z>Pe3e>3 Pz,

P > 0, PGd +G>d P > 0, where z = (z1, z2, z3)> ∈ R3 and

A(z) =

 0 1
(
|z1|√
z>Pz

) 1
3

0 0 1
0 0 0

 .

Let X ∈ R3×3 and γ0 > 0 satisfy the linear matrix inequalities

XAi +A>i X − 2γe3e
>
3 < 0, XGd +GdX>0, X>0,

Ai =
(

0 1 i
0 0 1
0 0 0

)
, i = 0, 1, e3 = (0, 0, 1)> ∈ R3. Since A(z) = α(z)A1 + (1 −

α(z))A0, where α(z) =
(
|z1|√
z>Pz

) 1
3

and α(z) ∈ [0, 1] provided that p11 = 1, then

for P = P̃ /(p̃11), P̃ = X−1 the stabilizability condition (27) holds. So, the
considered system can be stabilized in a finite time (due to degd(f̃) = −1) to
zero by means of the d-homogeneous dynamical feedback

u̇ = k0 (d(− ln ‖ξ‖d)ξ) , (29)

where k0 is given by (26) with a(z) = z>P f̃(z) and b(z) = p13z1 +p23z2 +p33z3.
For example, the appropriate matrix P obtained using the above LMIs is

P =

 1.0000 0.8930 0.8846
0.8930 1.8679 1.3659
0.8846 1.3659 1.7523

 .

Remark 3 The canonical homogeneous norm is defined implicitly by the for-
mula (6). Therefore, to implement the designed control law either the canonical
homogeneous norm must be calculated numerically on-line (like in [41], [17]) or
it must be approximated with some explicitly defined homogeneous norm N (for
example, using the formula (23) or the results of [43]). Possibility of such a
replacement can studied using robustness properties of the control (see, the next
section). The construction of an appropriate approximation N of the canonical
homogeneous norm ‖ · ‖, in the general case, is a non-trivial theoretical problem
needed to be studied in future.
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6 Robust Stabilization via Dynamical Feedback

In this section we study the problem of robust stabilizability of the homogeneous
system (1):

σ̇(t) = g(σ(t), u(t)) + ω(t, q(t), u(t)), ‖ω‖ ≤ ω
(∥∥∥∥( σ

u

)∥∥∥∥) ,
by means of the homogeneous dynamical feedback (2):

u̇(t) = k(σ(t), u(t)).

Necessary condition is obviously given by Theorem 5. Sufficient condition
asks for an additional restriction to the uncertain term ω.

Corollary 3 Let conditions of Theorem 5 hold and

zTΞT (z)PΞ(z)
(

(In+m−Gd)zz>P
z>PGdz

+In+m

)(
f
(
z
‖z‖

)
+ d(− ln ‖z‖)ω̃
‖z‖degFd (f)

)
< 0, z 6=0

(30)

where z = ‖ξ‖d d(− ln ‖ξ‖d)ξ, ‖z‖ =
√
z>Pz, ω̃ =

(
ω
0

)
, ξ =

(
σ
u

)
∈ Rn+m.

Then the closed-loop system (1), (2) is globally asymptotically stable.

Proof. Making the change of variables z = ‖ξ‖dd(− ln ‖ξ‖d)ξ in the closed-
loop system (1), (2) we derive (see, Proof of Theorem (4))

ż = ‖z‖
(

(In+m−Gd)zz>P
z>PGdz

+In+m

)(
‖z‖degFd

(f)f
(

z
‖z‖

)
+ d(− ln ‖z‖)ω̃

)
.

Next, using Theorem 4, conditions of Theorem 5 and the inequality (30) we
complete the proof.

More constructive (but also more conservative) sufficient condition can be
derived under an assumption on quadratic stabilizability of the nominal system.

Corollary 4 Let conditions of Theorem 5 hold for Ξ = In and

√
ω̃>Pω̃ < −z>Pf

(
z
‖z‖

)
‖z‖α+degFd

(f)−1 if 0 < ‖z‖ ≤ 1,
√
ω̃>Pω̃ < −z>Pf

(
z
‖z‖

)
‖z‖β+degFd

(f)−1 if ‖z‖ > 1,
(31)

where z=‖ξ‖d d(− ln ‖ξ‖d)ξ, ‖z‖=
√
z>Pz, ω̃=

(
ω
0

)
, ξ=

(
x
u

)
∈ Rn+m and

α, β are defined in Theorem 2. Then the closed-loop system (1), (2) is globally
asymptotically stable.

Proof. For Ξ = In the inequality (30) is equivalent to

zTP

(
f
(

z√
z>Pz

)
+ d(− ln ‖z‖)w̃
‖z‖degFd (f)

)
< 0.
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Using Cauchy-Schwartz inequality we derive

zTPd(− ln ‖z‖d)ω̃ ≤
√
z>Pz

√
ω̃>d>(− ln ‖z‖)Pd(− ln ‖z‖)ω̃.

and the sufficient condition of robust stability becomes√
ω̃>d>(− ln ‖z‖)Pd(− ln ‖z‖)ω̃ < −‖z‖degFd

(f)−1zTPf
(
z
‖z‖

)
. (32)

Denote φ(s) = ω̃>d>(s)Pd(s)ω̃. Obviously, from Theorem 2 we derive

2βφ(s) ≤ d

ds
φ(s) ≤ 2αφ(s) ⇒

{
φ(s) ≤ e2αsφ(0) for s ≥ 0,
φ(s) ≤ e2βsφ(0) for s ≤ 0.

Hence, denoting s = − ln ‖z‖ and using (31) we complete the proof.
Notice that in some particular cases the robust stability condition (32), that

is less conservative than (31), can also be easily checked.

Example 4 (Robust Quadratic Finite-time Stabilization) Let us study the
robustness of the control system designed in Example 3 with the disturbance
function

ω̃ =

 0
ω0

0

 .

where the function ω0 is assumed to be bounded as follows

|ω0| ≤ δ‖ξ‖d, ξ = (x1, x2, u)>.

Taking into account ‖ξ‖d = ‖z‖ and d(s) = diag{e3s, e2s, es} we derive√
ω̃>d>(− ln ‖z‖)Pd(− ln ‖z‖)ω̃ = |ω0|

√
e>2 d

>(− ln ‖z‖)Pd(− ln ‖z‖)e2 =

|ω0|
‖z‖2

√
e>2 Pe2 ≤

δ

‖z‖

√
e>2 Pe2

Since degFd
(f0) = −1 (see, Example 3) then the condition (32) becomes

δ

‖z‖

√
e>2 Pe2 ≤ −

1

‖z‖
z>

‖z‖
Pf

(
z

‖z‖

)
.

and the sufficient condition of the robust finite-time stability is

δ ≤ − sup‖x‖=1 x
>Pf(x)√

e>2 Pe2
, e2 = (0, 1, 0)> ∈ R3.

provided that z>Pf(z) < 0.
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Remark 4 The conditions (30) - (32) can be utilized for the robust global
asymptotic stability analysis of an arbitrary system

σ̇(t) = f(σ(t)) + w̃(t, σ(t)),

where f : Rn → R is a d-homogeneous vector field and w̃ : R × Rn → Rn is
a disturbance. The well-known feature of the sliding mode systems is possible
rejection of some bounded exogenous disturbances. The corresponding condition
can be derived from (32) restricted as√
ω̃>d>(− ln ‖z‖)Pd(− ln ‖z‖)ω̃ ≤ δ‖z‖

degFd
(f)

d where δ = − sup
‖z‖=1

z>Pf(z).

The latter inequality holds, for example, if Gd = diag{n, n−1, ..., 1}, degFd
(f) =

−1 and ω̃ = (0, 0, ..., 0, ω̃n)> ∈ Rn with |ω̃n| ≤ δ√
e>nPen

.

7 Discussions and Conclusions

In the paper it is proved that any asymptotically stable generalized homogeneous
system is equivalent (homeomorphic on Rn and diffeomorphic on Rn\{0}) to a
quadratically stable one. The necessary and sufficient condition of quadratic-
like stability (stabilizability) of homogeneous (control) system is derived. This
condition may simplify, in some particular cases (see, Section 4.1 and Exam-
ples 3, 4) the design of finite-time stabilizing feedback laws (in particular, high
order sliding mode control) and formulate an algorithm for control parameters
tuning in terms of LMIs. Finally, robust stability/stabilizability conditions are
derived as consequences of the obtained results. According to presented ex-
amples the obtained stability/stabilizability conditions can be useful for sliding
mode control design in the case of negative homogeneity degree. In general
case, an appropriate computational procedure is needed to be developed for
quadratic-like Lyapunov function design (as well as for the canonical homoge-
neous norm calculation/estimation and control application) based on (16) (resp.
(6) and (25)). This issue is considered as an open important problem for future
research.
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