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Abstract. We censider the preblem of multi-class classificatien with imealanced data-
sets. Te this end, we intreduce a cest-sensitive multi-class Beesting algerithm
(BAdaCost) wased on a generalization of the Beesting margin, termed multi-class cest-
sensitive margin. Te address the class imbalance we intreduce a cest matrix that weighs
mere hevily the cests of cenfused classes and a precedure te estimate these cests frem
the cenfusien matrix ef a standard O|1-less classifier. Finally, we evaluate the
perfermance of the appreach with synthetic and real data-sets and cempare eur results
with the AdaC2.M1 algerithm.

1 Introduction

Imbbalanced classificatien preblems are characterized fer having large differences
in the number of samples in each class. This frequently eccurs in cemplex
data-sets, such as these invelving class everlap, small sample size, er within-
class imalance. In this situatien, standard classifiers perferm peerly since they
minimize the number eof misclassified training samples disregarding minerity
classes [1]. Selutiens te the class imbalance preblem may be cearsely erga-
nized inte data-based, that re-sample the data space te balance the classes, and
algerithm-sased appreaches, that intreduce new algerithms that sias the learn-
ing tewards the minerity class [1]. Beesting metheds have been extensively used
te address the preblem of classificatien with imbalanced data-sets [1,2] and cest-
sensitive classificatien fer twe-class preblems [3—5]. Hewever, with the exception
of AdaC2.M1 [2], ne previeus werk has aderessed the preblem eof multi-class
Beesting in presence of imbalanced data.

In eur prepesal we merge beth multi-class and cest-sensitive perspectives
inte a new Beesting algerithm, BAdaCest, that stands fer Beesting Adepicd
for Ceost-matriz. \We intreduce the cencept of Multi-class Ceost-sensitive Margin,
which serves as link between multi-class margins and the values of the cest
matrix, seth ef them censidered as argument ef a less functien. \We alse present
a precedure te estimate this matrix frem the cenfusien matrix ef a standard @|1-
less classifier. We justify BAdaCest’s seed preperties in a set of experiments.
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2 Background

In this sectien we loriefly review seme Beesting results related te eur prepesal.
We start oy intreducing AdalBeest [6]. Given N training data instances {(x;, l;)},
where x; € X encedes the ebject te be classified and [; € L = {41, —1} is the
class label, the seal of AdaBeest is learning a streng classifier sign(H(x)) =
sign(zgzl 8:.G (X)) Wased on a linear cembinatien ef weak classifiers, G,,, :
X — L. At each reund m, a direction for classificatien, G,,,(x) = 1, and a step
size, B, are added te an additive medel whese geal is te minimize the empirical
risk of the Fxpenential Less Functien [7], L (I, G, (X)) = exp(—1 Gy, (X)), defined
ever z = [ G, (x), usually knewn as the mergin [8].

2.1 Multi-class Beesting with Vecterial Enceding

A successful way te generalize the symmetry ef class-label representatien in the
binary case te the multi-class case is using a set of vecter-valued cedes that
represent the cerrespendence between the multi-class label set L = {1,..., K’}
and a cellection of vecters Y = {y1,...,yx }, where y, has a value 1 in the kth
ceerdinate and g—fl elsewhere. It is immediate te see the equivalence between
classifiers G defined ever L and classifiers g defined ever Y, G(x) =l e L <
g(x) =y, € Y. Zeu, Zhu and Hastie [8] used this cedificatien te generalize the
cencept of binary margin te the multi-class case using a related vecterial cedifi-
catien in which a K-vectery = (y1,,...,yr) ' is said te e a maergin vector if it
satisfies the sumn-te-zere cenditien, ZZK:l y; = 0. The SAMME algerithm gener-
alizes the binary AdaBeest te the multi-class case [9]. It uses the abeve cedifica-
tien and an expenential less whese risk is minimized using a stage-wise additive
sradient descent appreach. In this less functien the binary margin, z = (G(x),
is replaced by the multi-class vecterial margin defined with a scalar preduct,
2z = y'g(x), preducing the Multi-class Expenential Less Functien (MELF),

.
£(y,g(x)) — exw (-152).

In this paper we generalize the class-lalsel representatien here described se
that eur Beesting algerithm can medel the asymmetries arising when training
en an unbalanced data set.

2.2 Cest-Sensitive Binary Beesting

Classifiers that weigh certain types of errers mere heavily than ethers are called
cest-sensitive. They are used fer example in medical diagnesis and ebject detec-
tien preklems. Optimal cest-sensitive Beesting in twe-class preslems has beeen
already studied in the literature [3-5]. The selutien in [3] is based en minimiz-
ing the Cest-sensitive Binary Lrpenential Less Functien (CBELF) L(1, f(x)) =
Il =1)exp (—IC f(x)) + I(l = —1)exp (—ICy f(x)), where I(-) is the indica-
ter functien and C; are the cests of the twe pessible errers. Classificatien with
imbalanced data-sets is a typical cest-sensitive preslem. Te ceunter balance the
bias in the data we want the classifier’s less functien te under-weigh errers frem



the majerity class. In this paper we seneralize the Cest-sensitive AdaBeest [3]
te the multiple-class case and use it te selve imbalanced preblems.

3 Multi-class Cost-Sensitive Margin

In this sectien we intreduce the multi-class cest sensitive margin, based en which
we derive the BAdaCest algerithm. Let us suppese the misclassificatien cests fer
eur multi-class prelelem are enceded using a I\ x K-matrix C, where each value
C(1, j) represents the cest of misclassifying an instance with real label i as 5. We
can assune witheut less ef generality [10] that C(i,1) = 0,Vi € L, i.e. the cest
of cerrect classificatiens is null. We intreduce an essential change in the MELF
te handle this kind ef preblems. Firstly, let C* e a &' x K-matrix defined in
the fellewing way
i C(i,7) ifi#j .y
c (w){_ZhKlC(M) i Vhiel (1)
Fer eur cest-sensitive classificatien predlem each value C*(y4, j) will represent a
“negative cest” asseciated te a cerrect classificatien, i.e. a “reward”.

The jth rew in C*, deneted as C(j,—), is a margin vecter that encedes
the cest structure asseciated te the jth lakel. By using it we can define the
multi-class cest-sensitive margin velue for an instance (x,1) with respect te the
multi-class vecterial classifier g(-) as 2o := C*(I, —)-g(x). It is easy te verify that
if g(x) =y; €Y, for a certain i € L, then C*(I, —) - g(x) = 225 C*(,4). Hence,
multi-class cest-sensitive margins ebtained frem a discrete classifier g : x — Y
can se cemputed using the “label valued” analegeus of g, G : x — L, zo =
C*(l,—) - g(x) = 225C*(I,G(x)). We use this generalized margin as arsument
for the MELF in erder te ebtain the Cest-sensitive Multi-Class Expenential Leoss
Functien (CMELF), La(l,g(x)) := exp(2¢) = exp (C*(I, —) - g(x)), as the less
functien fer eur preklem. Altheugh any ether margin-sased less functiens ceuld
have lseen used, we use the expenential less te maintain the similarity with the
eriginal AdaBeest algerithm. The new margin, z¢, yields negative values when
classificatiens are cerrect under the cest-sensitive peint ef view, and pesitive
values for frem cestly (wreng) assisnments. Mereever, the range of margin values
of 2z is much breader than the z = 41 values of AdaBeest.

The CMELF is a generalization of the MELIE and CBELF. Let Cqj; e the
cest matrix with zeres in the diagenal and enes elsewhere. This matrix encedes
a multi-class prelem free of cests. Further, it is well knewn that any matrix
ACqj;, with A > @, represents the same preblem [10]. If we take inte acceunt

that y " g(x) has twe pessible values (-2 when cerrect and —2-; fer errers)

(K-1)
it is straightferward te preve that mcou will lead exactly te the same
values of MELF when applied ever the CMELF. In ether werds, the MELF is
a particular case of the CMELF. On the ether hand, it is alse immediate te see
that fer a binary classificatien preslem the values of C* lead te the CBELF.

Hence, it is a special case of CMELF as well.



Vecterial classifiers, f(x) = (f1(x),..., fx(x))", prevides us with a degree of
confidence for classifying sample x inte every class. Hence, they use the max rule,
argmaxg—1, . fr(x), fer lakel assignment [9,11]. It is immediate te see that
this criterien is equivalent te assigning the label that maximizes the multi-class
margin, argmaxg_i, i ny(x) = argming—1i,_p —y,‘Tf(x)l Since —y,T.f(x) is
prepertienal te CS\l(k —)"Tf(x), we can extend the decisien rule te the cest-
sensitive field just by assigning arg ming_; _ x C*(k, —)f(x).

4 BAdaCost: Boosting Adapted for Cost-Matrix

In this sectien we present the BAdaCest, a multi-class cest-sensitive Beesting
algerithm. As we have defined the CMELF and given a training sample {(x;,(;)}
we minimize the empirical expected less, 21?:1 Loy, £(Xy,)). The minimiza-
tien is carried eut by fitting an additive medel, f(x) = Z;\nlzl 8.Zm(x). The
weak learner selected at each iteratien m will censists of an eptimal step of size
8., aleng the directien g,, of the largest descent eof the expected CMELF. In
Lemma 1 we shew hew te cempute them.

Lemma 1. Under the ebeve assumptions, beth B, and g, arc given by mini-
maizing:

(Bon, gon(x)) = arg uin Z <S exp (BC"(1.1)) + > Ejuexm (BC" (G, ))> (2)

k#£j

where the values of S; = Z{n Glen)—tn—j} W Ejk Z{nl G ln) =k} Wn @nd
Wy, = WpeZ® (B C (ln, =) 9y (Xn)). Given & knewn direction g, the eptimal step
8(g) can be ebiained as the selutien te

K
SOSTERCT G R)AG, k) = ZSC 3, )AG,3), (3)

J=1 k7

being A(g, k) = exp(C*(4,k)), Vi, 5. Finally, given a velue of B, the eptimal
descent direction g, equivalently G(-), is

ktln

argmanwn ( by 1) T[G(x0) = ln] + > Alln, k)T [G(x) = k]). (4)

The BAdaCest pseude-cede is shewn in Algerithm 1. At each iteratien, we
add a new multi-class weak learner g,,, : X — Y te the additive medel weighted
by 8,., a measure of the cenfidence in the prediction of g,,,. The eptimal weak
learner that minimizes (Eeq.4) is a cest-sensitive multi-class classifier trained
using the data weights, w;, and a medified cest matrix, C,,;, with Cy,(4,7) =
A(i,9)P, Y4, 5.



Algerithm 1. BAdaCest

1: Input: Cest matrix C, N lakeled training instances (X,Y) and number of itera-
tiens M

2: Output: The trained weak learners and weights (G ,Om), m=1,..., M
3:

4: Initialize weight vecter w € RV with w; = 1/N;Vi=1,...,N.

5: C* := cemputeFullCestMatrix(C) { Using cquation (1) }

6. form=1,...,M do

7. [B:=1;c:= ce; Ac := oce.

8.  while Ac> v do

0 Cuwi := cempute WLCestMatrix(C*, 3).

1e: G := trainMulticlassCestSensitive WL(X, Y, w, C.).

11: G = cemputeBeta(C*, G, w, Y) { Selving equation (3) }

12: Cnew = computeCest(C*, G, w, Y, 3) { Using B and G in cquation (2) }
13: Ac := C- Cnew; C'= Cnew-

14:  end while

15:  Gm = G B = B.

16:  Translate Gy, inte g, : X — Y.

17:  Update weights w; = w; exp (BmC* (l;,—)8g,,(x;)) for i« = 1,..., N, and re-
nermalize vecter w.

18: end for

19: Output Classifier: H(x) = arg ming C*(k, —)f(x), where f(x) = Zfr/{:l B m (X).

5 Experiments

In this sectien we experimentally evaluate BAdaCest’s accuracy en imbalanced
data-sets. In eur experiments we use CART weak-learners and regularize eur
Beesting algerithm using shrinkage and re-sampling.

5.1 Cest Matrix Censtructien

A preliminary issue when using a cest-sensitive algerithm fer selving an imbalance
preblen is establishing the cest matrix, C. A straightferward selutien weuld lee
te set the cests inversely prepertienal te the class imalance raties. Hewever, this
selutien dees net take inte acceunt the cemplexity of the classification prelelem.
i.e. the ameunt ef class everlap, within-class imalance, etc. Here we intreduce an
alternative selutien that censiders the preslem cemplexity. Te this end we intre-
duce a cest matrix that weighs mere hevily the errers of peerly classified classes,
hence the classifier will cencentrate en the difficult minerity classes.

Let F lbe the cenfusien matrix and F* the matrix ebtained when dividing
each rew i, F(i, —), by F(i, ) = >, F'(i, j), i.e. the number of samples in class i.
Then F*(i,7) is the prepertion of data in class i classified as 7. In a cemplex
and imbalanced data-set, a 0|1-less classifier (e.s. BAdaCest with 0|1-lesses) will
tend te ever-fit the majerity classes. Se, off-diagenal elements in rews F* (4, —) fer
majerity (alt. minerity) classes will have lew (high) sceres. Hence, the resulting
matrix after setting F™*(i,i) = 0,Vi = 1... K is already a cest matrix. Finally,
te impreve numerical cenditiening, we set C = A\F*, fer a small A > 0.



5.2 Synthetic Datasets

The aim of this synthetic experiment is to visually analyze the performance of
BAdaCost. We sample data from 2D Mixtures of Gaussian (MoG) probability
distributions (see Fig. 1a) that represent a typical multi-class computer vision
object detection problem. Two minority classes represent the target objects (col-
ored areas in Fig. 1a) and a majority class that represents the background (black
area in Fig. la). For training we sample 500 data for each class 1 (red) and 2
(green), and 5000 samples for class 3 (black). We also sample 1000 data from
each class for testing. We run BAdaCost twice, firstly using a 0|1 cost matrix
(see results in Fig. 1b) and in second place using a cost matrix built as described
in Sect. 5.1 (see results in Fig. 1d).

In Fig. 1c we can see that, for 0|1 costs, training error evolves close to zero,
whereas the testing error rate in a balanced data set levels-off above 0.4. This is
an expected behavior, since this classifier optimizes the number of misclassified
training samples, which come mostly from the background class, thus overfitting.
Note here that, altough the classes are imbalanced, the error rate is a meaningful
classification measure because the testing data set is balanced. When using a cost
matrix, see Fig. le, we get a much better testing error rate of 0.2. The training
error rate in this case is higher than that for the 0|1 cost matrix. This is also as
expected, since the cost matrix has effectively moved the class boundary towards
the majority class.

To visually appreciate the effect produced when training with an unbalanced
data-set and the benefits of BAdaCost, in Fig. 1b and d we show respectively the
result of classifying all points on a grid in the feature space of this problem with
the 0|1 and the imbalanced cost matrix. We can see a much better reconstruction
using the imbalanced cost matrix.
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Fig. 1. Synthetic experiment 1. Simulated computer vision object detection problem
with majority background class (black) (Color figure online).

5.3 Real Data-set: Synapse and Mitochondria Segmentation

In the last years we have seen advances in the automated acquisition of large
series of images of brain tissue. The complexity of these images and the high
number of neurons in a small section of the brain, makes the automated analysis



of these images the enly practical selutien. Mitechendria and synapses are twe
interesting cell structures that will se the elbject of detectien. Unfertunately,
the prepertien of them w.r.t. the backgreund is quite small, which makes the
preblem highly skewed. In eur experiment we used an image stack ebtained frem
the sematesensery certex of a rat, with a reselutien ef 3.686 |Lm per pixel. The
thickness of each layer is 20 jum [12]. Frem this data set we cellected a training
set cempesed of 10 000 backsreund, 4000 mitechendria and 1000 synapse data
and a testing set with 20 000 data per class.

In this sectien we use the BAdaCest algerithm te lakel pixels in these images
as mitechendria, synapse and sacksreund, and cempare the results with these
achieved by the AdaC2.M1 algerithm. Fellewing [12], we apply te each image
in the stack a set of linear Gaussian filters at different scales te cempute zere,
first and secend erder derivatives. Fer each pixel we get a vecter ef respenses
S = (800, 810, 801, 802, S11, S02) that are respectively ebtained applying the filters
Gos, 0~GU*%7 O"Gg*aiy, a? ~GU*%, 02~GJ*:—;}7 02~GU*% where G is a zere
mean Gaussian with o standard deviatien. Fer a given o the pixel feature vecter
is siven Wy f(0) = (son, /8%y + s31, A1, A2) where A\, and Xy are the eigenvalues
of the Hessian matrix ef the pixel, that depend en s;g, sps and s;;. The final
16 dimensienal feature vecter fer each pixel is given oy the cencatenatien ef the
f(o) vecter at 4 scales (values of o).
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Fig. 2. Brain images experiment with a heavily imbalanced data-set.

In this experiment we cempare BAdaCest (with 0|1 cests), AdaC2.M1 and
BAdaCest (with the imbalanced cest matrix described in Sect. 5.1). In Fig. 2 we
shew the training and testing classificatien errers of the three algerithms. The
behavier of BAdaCest in the real experiment is similar te these ebtained with
synthetic data. The 0|1-cest classifier has lewer training errer and higher testing
errer, whereas the the classifier with imalanced cest matrix achieves the lbest
seneralizatien en the test set. The AdaC2.M1 classifier with imealanced matrix
achieve marginally better results than the 0|1-cest BAdaCest, but clearly werse
than the imbalanced BAdaCest.
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Conclusions

In this paper we have addressed the preblem of multi-class classificatien with
imbalanced data-sets. By extending the netien ef multi-class margin te the cest-
sensitive margin we intreduced the BAdeCost algerithm and a precedure te
estimate the cest matrix frem the 0|1-less cenfusien matrix. We have shewn
experimentally that BAdaCest perferms as expected frem a cest-sensitive alge-
rithm and eutperferms the AdaC2.M1 when dealing with imealanced data.
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