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Abstract An important aspect of Process Simulators for 
photovoltaics is prediction of defect evolution during 
device fabrication. Over the last twenty years, these tools 
have accelerated process optimization, and several Process 
Simulators for iron, a ubiquitous and deleterious impurity 
in silicon, have been developed. The diversity of these 
tools can make it difficult to build intuition about the 
physics governing iron behavior during processing. Thus, 
in one unified software environment and using self-con
sistent terminology, we combine and describe three of 
these Simulators. We vary structural defect distribution and 
iron precipitation equations to create eight distinct Models, 
which we then use to simulate different stages of pro
cessing. We find that the structural defect distribution 
influences the final interstitial iron concentration ([Fe,]) 
more strongly than the iron precipitation equations. We 
identify two regimes of iron behavior: (1) diffusivity-lim
ited, in which iron evolution is kinetic ally limited and bulk 
[Fe,] predictions can vary by an order of magnitude or 

more, and (2) solubility-limited, in which iron evolution is 
near thermodynamic equilibrium and the Models yield 
similar results. This rigorous analysis provides new intu
ition that can inform Process Simulation, material, and 
process development, and it enables scientists and engi
neers to choose an appropriate level of Model complexity 
based on wafer type and quality, processing conditions, and 
available computation time. 

1 Introduction 

Technical computer-aided design has accelerated opti
mization of semiconductor design and processing for the 
last few decades. Photovoltaic (PV) device simulators, 
which compute device performance on the basis of material 
properties and geometry inputs, are mature and ubiquitous 
in industry [1-6]. In contrast, Process Simulations are less 
developed. An important use of Process Simulators is to 
simulate the evolution of performance-limiting bulk 
defects in response to varying time-temperature profiles 
and wafer-surface conditions. As PV devices become 
increasingly bulk-limited [7], as new wafer materials are 
developed, and as PV manufacturing becomes even more 
cost competitive, there is an increasing need for accurate 
and fast Process Simulations to maximize the potential of 
each substrate. 

A common focus of defect-related Process Simulators is 
iron, one of the most ubiquitous, detrimental [8], and easily 
detected [9, 10] impurities inp-type PV-grade silicon. Iron 
can take different forms in silicon: point defects (including 
interstitials, interstitial-acceptor pairs, and substitutional 
atoms), iron-silicide precipitates (including the similar a-
and /?-phase precipitates, and early-stage y-phase platelets), 



and inclusions. Interstitial iron and /?-phase precipitates are 
the most relevant for crystalline silicon photovoltaics. See 
[8, 11-15] for further detail. The chemical state and dis
tribution of iron impurities evolve during high-temperature 
solar cell processing steps [8, 16-19] because of the 
exponential dependence of iron point defect solubility and 
diffusivity on temperature. As the different states of iron 
exert varying impacts on minority carrier lifetime [20], 
accurate modeling of iron evolution is critical to deter
mining its impact on the finished device. 

At least eight research groups have developed tools to 
simulate the evolution of iron during solar cell processing 
[21-28]. These Simulators differ in two significant ways: 
(1) physics: they make different assumptions regarding the 
governing physics of nucleation, precipitation, growth, and 
dissolution of iron-silicide precipitates, and (2) imple
mentation: they use different coding environments, with 
unique mesh assumptions and numerical solvers. Most 
Simulators have been validated by experimental results, for 
different processing conditions and input wafer impurity 
types and concentrations [25-27]. Because of differences 
in coding and validation, it can be difficult for a third party 
to compare models and determine the most relevant 
underlying physics for a wider range of industrially rele
vant processing and material conditions. 

In this study, we combine into one coding environment 
the salient features of iron Process Simulators developed at 
Aalto University [25], Fraunhofer Institute for Solar 
Energy Systems [26], and Massachusetts Institute of 
Technology jointly with Universidad Politécnica de 
Madrid [27]. Our goals are: (1) to elucidate the essential 
physics at each process step, (2) to determine the necessary 
Model complexity to accurately simulate today's materials 
and processes, and (3) to guide future materials, device, 
and Process Simulation development by building intuition 
for the behavior of iron. 

The intuition developed here for iron in p-type Si can be 
generalized to other metal impurities and to «-type Si. We 
evaluate ingot crystallization, thermal annealing, phos
phorus diffusion, and contact metallization firing. We 
systematically vary structural defect distribution and iron 
precipitation equations to create eight distinct Models, 
which we describe in detail with self-consistent terminol
ogy and with emphasis on the aspects that are most 
important for iron evolution. As simulation outputs, we 
report the concentration of interstitial iron ([Fe,]), the state 
with the greatest lifetime impact onp-type silicon [29-31]. 
We also report iron-silicide precipitate spatial density and 
size, as precipitates have a secondary lifetime impact [12, 
13, 20] and they may be the more dominant recombination 
center in «-type silicon [31-38]. 

Notably, we identify two regimes of iron behavior, and 
we describe how they map onto the different Models, 

process conditions, and crystalline silicon wafer materials 
of varying type and quality: 

(1) Diffusivity-limited When the availability of hetero
geneous nucleation sites is low, iron diffusion to precipi
tation sites limits precipitation. In this regime, physical 
assumptions regarding bulk-iron transport and precipitate 
nucleation can lead to variations of simulated residual 
interstitial iron point defect concentrations up to an order of 
magnitude. This condition describes processing steps dur
ing which the annealing temperature is insufficient to dis
solve all iron-silicide precipitates and iron gettering is 
kinetically limited. 

(2) Solubility-limited In this regime, the iron point defect 
concentration is governed primarily by either bulk solu
bility, precipitate dissolution, or segregation to the emitter, 
which is governed by the difference between the solubility 
in the bulk and in the emitter. Variation between different 
Models tends to be small. This condition describes iron 
contamination levels either close to the solid solubility at 
the annealing temperature (e.g., the early stages of crys
tallization) or below the solid solubility when there is a 
high density of precipitation sites or strong segregation to 
the emitter occurs. In this regime, iron behavior can be 
considered at or near thermodynamic equilibrium. 

2 Model descriptions 

We employ the following definitions consistently 
throughout our manuscript. Because these definitions are 
not universal, we capitalize them. 

Simulator A computer-based software tool designed to 
complement and accelerate trial-and-error experimentation. 

Process Simulation A Simulation that is carried out by a 
Simulator which is designed to predict defect evolution 
during solar cell processing, in response to varying time-
temperature profiles and surface chemistry. 

Model The set of physics-based assumptions that drive 
the Simulation. In Process Simulations, the Model consists 
of coupled kinetic and thermodynamic equations, with both 
geometric and chemical boundary conditions. 

Model Element One of the physics-based assumptions 
coupled into the Simulation. Model Elements include, 
among others, the definition of the structural defect dis
tributions (grain boundaries, dislocations) and the equa
tions governing precipitation behavior (Ham's law [39], 
Fokker-Planck equation (FPE) [25]). 

2.1 Systematic variation of model elements 

To determine the Model Elements with greatest impact on 
predicted final iron distribution, we explore four variations 
of precipitation site distribution (see Sect. 2.2) and two 



iron precipitation equations (see Sect. 2.3), resulting in a 
4 x 2 matrix of eight unique Models (Fig. 1). This selec
tion of Model Elements is informed by industrial relevance 
and the nearly decade-long experience of iron simulation at 
each institution. With these eight Models, we simulate the 
entire silicon solar cell processing sequence, with associ
ated time-temperature profiles and changing boundary 
conditions (e.g., the presence or absence of phosphorus in-
diffusion). 

The following parameters are invariant among the eight 
Models: The crystal grain is 3 mm wide, the wafer is 180 
urn thick, and the boron doping concentration is 
3 x 1016 cm~3. We simulate phosphorus in-diffusion and 
gettering from both wafer surfaces. The local iron solid 
solubility in silicon, Cs, is provided by Aoki et al. [40]. 
Although strain in the silicon lattice at structural defects 
can enhance the solid solubility of iron [26, 41], we neglect 
this enhancement because it has only a minor effect on the 
iron distribution. Additionally, most of the solar cell pro
cesses that we simulate occur at higher temperatures where 
this solubility enhancement becomes negligible. The sol
ubility and concentration gradient diffusion equations are 
solved by the algorithm suggested by Hieslmair et al. [42], 
and the diffusivity of iron, Dpe, is described by Istratov 
et al. [11, 43]. Phosphorus diffusion is simulated as 
described in Bentzen et al. [44]. The phosphorus diffusion 
gettering model (i.e., the diffusion-segregation equation) 
was taken from Tan et al. [45, 46], and the iron segregation 
coefficient as a function of phosphorus doping concentra
tion is taken from Haarahiltunen et al. [47]. During heating, 
we assume a negligible precipitate dissolution energy 
barrier in all models—precipitates can start to dissolve the 

instant the solid solubility exceeds [Fe,] [26, 48]. Lastly, 
we assume that structural defects are stationary and neither 
generated nor annihilated by processing, as the used tem
perature ranges are not high enough to allow significant 
dislocation movement [49-51]. 

2.2 Four structural defect distributions 

In this section, we describe the four variations of precipita
tion sites used in our eight Models (Fig. 1). Precipitation sites 
are locations along structural defects where precipitates can, 
but are not required to, nucleate. The number of precipitation 
sites is the maximum number of precipitates allowed. While 
the density and distribution of precipitation sites can be 
varied, their nature cannot: All nucleation sites are modeled 
as sites along dislocations and precipitation is equally 
favorable at each site. See "Appendix 1" for more details. 

The simplest precipitation site (defect) distribution is a 
homogeneous distribution. This is equivalent to a wafer 
with a constant dislocation density and no grain boundaries. 
This precipitation site distribution has the lowest compu
tational complexity: Without the presence of the phospho
rus layer, only relaxation gettering, i.e., the nucleation and 
precipitation of impurities driven by supersaturation during 
cooling, occurs, and it proceeds similarly in every point of 
the wafer. Thus, only a single simulation point is needed to 
fully account for the changes in the iron distribution and 
chemical state. If a phosphorus layer is present on either 
surface of the wafer, segregation gettering causes changes 
in the iron distribution along the wafer depth, requiring a ID 
finite-element simulation. This homogeneous defect distri
bution is referred to as "0D/1D." 
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Fig. 1 Summary of the eight Models. First row Crystalline silicon 
wafer cross-section schematic with simulation domain outlined. 
Second row Schematics of the four structural defect distributions: a 
0D/1D homogeneous distribution and three 2D heterogeneous distri
butions, including only dislocations (DL), dislocations and a grain 
boundary (DL+GB), and only a grain boundary (GB). The DL 

density colorbar is a log scale with range 0-2 x 10 cm . The 
phosphorus colorbar is a qualitative illustration. Third row For each 
structural defect distribution, two sets of precipitation equations are 
analyzed, including Fokker-Planck equation and Ham's law. Precip
itation occurs at the structural defects. Fourth row The shorthand 
Model names used in the rest of the paper 



To account for heterogeneous precipitation site distribu
tions, we add a second dimension to our Models. The first 2D 
Model consists of heterogeneously distributed dislocations 
and no grain boundaries, representing mono-like [52-59] 
and epitaxial silicon [60-63]. The second 2D Model adds a 
grain boundary to the dislocations, simulating conventional 
multicrystalline silicon (mc-Si). The grain boundary is 
modeled as a dense network of dislocations. The third 2D 
Model comprises a grain boundary but no dislocations rep
resenting regions of high-performance mc-Si [64] or ribbon 
growth on silicon (RGS) material [65,66], where the relative 
effect of the intra-grain regions is small relative to the effect 
of the grain boundaries. These 2D Models are referred to as 
the "2D DL", "2D DL+GB", and "2D GB", respectively. 
Further details are in "Appendix 1". 

2.3 Two sets of iron precipitation equations 

For the Model Element to describe iron-silicide precipitate 
formation, either of two sets of equations can be used: one 
based on Ham's law [39], and the other using the FPE [25]. 
A rigorous mathematical description of both appears in 
"Appendix 2." Here, we provide qualitative descriptions 
that are sufficiently detailed to infer differences between 
resulting iron distributions in subsequent sections. 

Iron supersaturation is the driving force for precipitation 
in both sets of equations. Thus, to initiate precipitation of 
interstitial iron, the dissolved concentration must be suffi
ciently greater than the equilibrium solid solubility (i.e., 
typically, the wafer must be cooling down). 

Ham's law assumes a density of precipitation sites that 
does not vary over time, with all precipitates modeled as 
spheres. Mathematically, at each grid point, this is 
equivalent to the precipitate density being constant and 
the precipitate size distribution being a time-dependent 
delta function. Precipitate growth begins the instant iron 
supersaturation is achieved. This simplicity makes Ham's 
law computationally straightforward, yet there are certain 
disadvantages. The precipitate size delta function means 
that Ostwald ripening (i.e., the dissolution of small pre
cipitates to favor the growth of large ones) cannot be 
modeled. The constant precipitate density implies that 
complete precipitate dissolution is not accurately mod
eled. Precipitate nucleation is also not simulated with 
Ham's law. For these two reasons, crystallization is not 
simulated with the Ham's law precipitation Model. For 
process steps after crystallization, including phosphorus 
diffusion gettering, the average density of precipitates 
used in Ham's law is calculated from the results of the 
FPE-based simulation of ingot crystallization. 

The FPE Model Element describes precipitate size at 
each grid point by a distribution function, not a delta 

function. The time evolution of the distribution is governed 
by the FPE. Consequently, the precipitate density is time 
varying, although the precipitation site density is constant 
(i.e., structural defect concentration is invariant). This set 
of equations, while computationally complex relative to 
Ham's law, can describe three important phenomena: (1) 
explicit inclusion of a precipitation site capture radius and 
a precipitation nucleation barrier allows for simulation of 
precipitate nucleation, (2) the Ostwald ripening effect 
mentioned above, and (3) how faster cooling from high 
temperature leads to higher densities of smaller precipitates 
(and vice versa). 

It is important to highlight two subtle points about our 
implementation of the FPE: First, precipitation does not 
commence instantaneously with iron supersaturation upon 
cooling. For a precipitate to nucleate, its radius must be 
greater than the critical radius determined by the Gibbs free 
energy. Second, we assume spherical precipitates for 
Ham's law and platelets for the FPE Model Element. 
Precipitate growth depends on the degree of iron point 
defect supersaturation and on iron point defect capture, 
which depends on the precipitate radius. The precipitate 
growth rate for FPE is higher than that for Ham's law, 
because the capture radius of platelets (FPE) depends on 
w1/2 (where n is number of iron atoms per precipitate) 
while that of spheres (Ham's law) depends on w1/3. 

Both points are visible in Fig. 2, which shows an 
example of the net precipitate growth rates for both Models 
(see "Appendix 2") as a function of precipitate size. The 
effect of the differences in precipitate growth mechanisms 
of the two precipitation models can be summarized by 
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Fig. 2 Net precipitate growth rate as a function of precipitate size for 
Ham's law (red) and Fokker-Planck equation (blue), for a given 
annealing temperature (815 °C) and total iron concentration 
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comparing the two rates. Figure 2 highlights three stages of 
iron precipitation. Although the x- and y-axis values 
depend on precise dissolved iron concentration and tem
perature, these stages are general. In Stage I, when the 
degree of iron supersaturation is small, precipitates will 
grow in Ham's law but not in FPE (blue dashed line 
indicates negative total growth rate) because below the 
Gibbs critical size, precipitates are unstable and tend to 
dissolve. In Stage II, the Gibbs free energy is favorable for 
precipitate formation in FPE, leading to explosive precip
itate growth at the onset of Stage II. In Stage III, the growth 
rate of precipitates depends on iron capture, and the sub
tlety of the w1/2 versus w1/3 dependence can be observed. 

3 Simulated solar cell fabrication processes 

To illustrate the governing physics and to elucidate simi
larities and differences between the Models during realistic 
processing conditions, all high-temperature steps during 
the solar cell fabrication process are simulated, from 
crystal growth to contact metallization firing. Crystal 
growth starts from the melting temperature of silicon, when 
metals are dissolved, and often involves slow temperature 
ramps (for ingot materials, which comprise 90 % of the 
solar market). During crystal growth, the governing physics 
is relaxation gettering. In contrast, all other device fabri
cation steps involve relatively lower temperatures (often 
resulting in iron solid solubilities below the total iron 
concentration), relatively faster temperature ramps, and the 
presence of a phosphorus-rich surface boundary layer. The 
governing physics includes both relaxation and segregation 
gettering, the latter of which is responsible for redis
tributing metals on the basis of solubility differences 
between the bulk and the phosphorus-rich boundary layer. 
For each process step, we apply the framework of the 
solubility- and diffusivity-limited regimes introduced in 
Sect. 1. 

3.1 Crystallization and re-heating: processes 
without a phosphorus-rich boundary layer 

3.1.1 Crystallization 

linear cooling from 1200 to 200 °C at 1.35°C/min. We 
consider typical mc-Si initial total iron concentrations of 
[Feo] = 3.5 x 1013 cm~3 and 2 x 1014 cm~3 both for 
industrial relevance and consistency with previous work 
[67]. 

The spatially resolved precipitation site densities and the 
interstitial iron distributions after crystal cooling are shown 
in Fig. 3 for the 2D defect distributions with the lower 
contamination level of [Feo] = 3.5 x 1013 cm~3. A strong 
correlation is seen between precipitation site density and 
low [Fe,] because Fe,- internally getters to and precipitates 
at the structural defects as the silicon cools during crys
tallization. In all Models, regions of higher structural defect 
density and thus nucleation site density contain more pre
cipitated iron after crystallization, as observed experi
mentally [15, 68, 69]. During subsequent processing steps, 
precipitated iron can reduce device performance because 
precipitates can limit the lifetime [20] and dissolving pre
cipitates release Fe, into the bulk [69-71]. 

To understand how the iron distribution evolves during 
crystallization, we plot the temperature, solubility, and iron 
distribution as a function of time for the four Models for 
the higher [Fe0] = 2 x 1014 cm~3 (Fig. 4). See Online 
Resource 1 for the evolution of temperature, solubility, and 
diffusivity as function of time during the crystallization. 
Results for both [Feo] are m Online Resource 2. For all 
Models, a monotonic reduction in [Fe,-] is observed. [Fe,] is 
reduced by nucleation of new precipitates and growth of 
existing ones. At the beginning of crystallization, 
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The solar cell process begins with crystallization (ingot 
solidification), the step that defines as-grown wafer prop
erties. Crystal cooling starts with fully dissolved iron, and 
as cooling proceeds, the interstitial iron concentration 
decreases and the precipitated iron concentration increases. 
As discussed in Sect. 2.3, crystallization is simulated only 
with the FPE-based Models. The crystallization cooling 
rate is a key parameter for controlling post-crystallization 
[Fe,] [25]. For the time-temperature profile, we assume a 

Fig. 3 Post-crystallization spatially resolved precipitation site density 
and [Fe,] generated from input parameters for the 2D Models: DL, 
GB, and DL+GB with [Fe0] = 3.5 x 1013 cm"3. Color scale is linear 
with precipitation site density range 0-5 x 10 n cm~3 and [Fe,] range 
0-1013 cm~3. Only the Fokker-Planck precipitation equation is used. 
Precipitation site density and [Fe,] are inversely correlated because 
[Fe,] is internally gettered to precipitation sites during ingot cooling 
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Fig. 4 Temperature and solubility (panel 1), average bulk [Fe,] 
(panel 2), average precipitate size (panel 3), and average precipitate 
density (panel 4) as crystallization proceeds for [Feo] = 
2 x 1014 cm~3. Precipitate nucleation and growth occur simultane
ously at ~ 250 min. The noticeable increase in precipitate size occurs 
before the noticeable increase in precipitate density because of the 
large population of the small unstable precipitates 

precipitation is at Stage I (see Fig. 2). The iron solid sol
ubility is greater than [Feo], so all of the iron is dissolved as 
Fe,. The FPE model includes random fluctuations in the 
precipitate sizes [see B{n,t) in "Appendix 2"], which 
results in a number of precipitates with sizes that oscillate 
between small precipitates and full dissolution. Thus, 
immediately, the average precipitate density is nonzero, 

and the average precipitate size remains at ~ 1 Fe atom 
until ~ 250 min. As the temperature decreases, the solu
bility decreases exponentially. At ~ 250-300 min, the 
supersaturation of iron point defects is high enough to 
favor significant precipitate nucleation, and Stage II pre
cipitation begins. Precipitates nucleate and grow. Consis
tent with other systems undergoing phase transition [72], 
the growth is very rapid at this point. There is a short 
period of Stage III precipitation at ~ 400 min, and then the 
average size slightly decreases due to the formation of new 
(small) precipitates and saturates as nucleation and diffu-
sivity drop off at low temperatures. Models with higher 
average precipitate densities have smaller average precip
itate size. 

The behavior of these four Models during crystallization 
can be described by two regimes of iron precipitation: 
diffusivity-limited and solubility-limited. 

Iron precipitation is solubility-limited when the avail
ability of precipitation sites is relatively high and Fe, can 
readily reach precipitation sites. [Fe,] more closely follows 
the equilibrium iron solubility and is closer to thermody
namic equilibrium. During the crystallization simulated 
here, the first 500 min of the process can be considered 
solubility-limited. Between 250 and 500 min, [Fe,] fol
lows a certain level of supers aturation that trends with the 
exponential decrease in solubility. [Feo] plays a more 
minor role in determining [Fe,] in the final crystal. This is 
the case for any Model with dislocations spread throughout 
the grain, including 0D, 2D FPE DL, and 2D 
FPE DL+GB. The 2D FPE DL and 2D FPE DL+GB 
Models predict similar [Fe,] because the grain boundary 
has a small internal gettering effect relative to the dislo
cations in the bulk for the parameters used. The 2D 
FPE DL+GB [Fe,] prediction of 3-4 x 1012 cm"3 is very 
close to the measured as-grown [Fe,] values for mc-Si in 
Hofstetter et al. [73]. The 2D GB case is an extreme case, 
which we show as a point of reference. Note that the 0D 
Model predicts the largest reduction in [Fe,], because 
precipitation sites are homogeneously distributed through
out the material and are thus, on average, faster to access 
for Fe,- atoms. 

Precipitate growth is diffusivity-limited when iron must 
diffuse either to a limited density of precipitation sites or, 
on average, to the far-away precipitation sites to precip
itate out. The latter is the case of the 2D GB Model 
because the high density of precipitation sites is located in 
the few microns at the edge of the grain. In this diffusivity-
limited regime, [Feo] plays a large role in determining the 
iron distribution after crystallization: First, a higher [Feo] 
results in a higher density of precipitates, which translates 
into a higher density of Fe, sinks. Second, if supersatu-
ration (i.e., the onset of precipitation) occurs at higher 



temperatures, iron can more easily diffuse to precipitation 
sites, given the exponential dependence of diffusivity on 
temperature. Finally, precipitating iron generates a strong 
Fe, concentration gradient, creating a "feedback loop" 
that drives more iron to precipitate; this concentration 
gradient is stronger with higher [Feo]. Thus, the effect of 
higher [Feo] iS somewhat compensated at the end of 
crystallization, and [Feo] a nd the precipitation site (i.e., 
structural defect) distribution together determine the 
resulting [Fe,-]. 

All four of the Models are dijfusivity-limited for the last 
~ 200 min of the crystallization because the diffusivity of 
iron point defects, and thus the addition of iron to grow 
precipitates, decreases exponentially with temperature. In 
this last portion of the crystallization, the diffusivity 
decreases from 5 x 10~8 down to 10 x 10~10 cm2/s. This 
kinetic limit results in a saturation of the [Fe,], precipitate 
size, and precipitate density even though [Fe,] exceeds the 
solid solubility during this part of the process. 

3.1.2 Heating up to full precipitate dissolution 

Ingot crystallization (Sect. 3.1.1) sets the initial wafer 
conditions and highlights the effect of the differences 
between the four structural defect distributions. In this 
section, we explore the effect of a heating step after crys
tallization or wafering, as has been proposed to maximize 
gettering efficiency in a subsequent phosphorus diffusion 
step [17, 26, 67, 74]. The analysis also applies for any 
thermal step that can be performed in the absence of a 
phosphorus-rich surface layer. To initialize the Ham's law 
Models, we use the post-crystallization average precipitate 
size and spatial density from the FPE Models. When cal
culating the average precipitate density for Ham's law, we 
counted only precipitates >104 atoms to exclude the very 
small, but unstable, precipitates that are present due to the 
random fluctuations of precipitate size in the FPE Models. 
Thus, we can analyze the iron distribution during heating 
for all eight Models described in Sect. 2. We simulate 
heating from 500°C to 1150°C at 0.75 °C/min to examine a 
wide range of temperatures up through full precipitate 
dissolution. The temperature, solubility, average [Fe,], 
average precipitate size, and average precipitate density as 
a function of time during heating for [Feo] = 2 x 
1014 cirT3 are shown in Fig. 5. See Online Resource 3 for 
the evolution of temperature, solubility, and diffusivity as a 
function of time during heating. Results for both [Feo] 
values are in Online Resource 4. 

For all eight Models, the evolution of [Fe,] has two 
phases. Early in the heating process, [Fe,] is supersaturated, 
so iron diffuses to precipitates, and precipitates grow. Fe, is 
in a diffusivity-limited regime, so the precise time at which 
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Fig. 5 Temperature and solubility {panel 1), average bulk [Fe,] 
{panel 2), average precipitate size {panel 3), and average precipitate 
density {panel 4) during heating linearly from 500 to 1150°C for 
[Feo] = 2 x 1014 cm"3 

the minimum in [Fe,] occurs depends on the precipitation 
site distribution, the set of precipitation equations, and the 
heating rate. The significant initial change in [Fe,] is 
accompanied with a barely visible change in average pre
cipitate size and density due to the much higher amount of 
precipitated iron present. For the 2D GB Models, the 
minimum in [Fe,] occurs much later than the other Models 
because the high concentration of precipitates within a 



small volume of material creates a kinetic limitation, as 
iron dissolving from precipitates must first diffuse into the 
grain before the next layer of iron can dissolve. Next, at 
higher temperatures after the minimum in [Fe,], the Models 
enter a more solubility-limited regime. Precipitates begin to 
dissolve, and [Fe,] increases uniformly in all Models with 
most curves overlapping. All eight Models eventually 
reach the same state in which the solid solubility exceeds 
the [Feo], s o the average [Fe,-] = [Feo] with precipitates 
fully dissolved. 

The precipitate evolution depends strongly on the 
precipitation Model. The Ham's law and FPE precipita
tion Model Elements treat the precipitate size and pre
cipitate density oppositely; however, they result in similar 
[Fe,] predictions. With the FPE Models, during the first 
600 min, the average precipitate size increases slightly as 
small precipitates dissolve, reflected in a slight drop of 
average precipitate density. Then, the precipitate size 
rapidly decreases as the remaining precipitates dissolve. 
For Ham's law, there is a slow decrease in average pre
cipitate size because no density change is allowed. 
Instead, the singular precipitate size decreases negligibly, 
followed by a precipitous drop as the solubility exceeds 
the total iron concentration, driving rapid dissolution. For 
FPE, the precipitate densities decrease monotonically 
with a similar S-shape as temperature increases, indicat
ing no significant new nucleation at low temperatures and 
(near) full dissolution at high temperatures. For Ham's 
law, the precipitate density stays at the predetermined 
value, eventually exceeding the density predicted by the 
FPE Models. 

Cooling is an inherent component of solar cell manu
facturing processes, and the precise time-temperature 
profiles are essential for controlling the post-processing 
iron distribution and solar cell performance [18, 73, 75]. 
For iron evolution during cooling at 10°C/min from 1150 
to 500 °C after the heating step discussed in this section, 
see Online Resource 5. The trends of cooling are essen
tially the reverse of heating, with differences due to the 
different nucleation behavior and also depending on how 
diffusivity- or solubility-limited the impurity and struc
tural defect distributions are. The Ham's law scenarios 
predict the onset of [Fe,] reduction before the FPE Models 
because they do not assume a nucleation barrier, so the 
precipitates with their predetermined density can start to 
grow immediately. For the FPE Models, there is a slight 
decrease in average precipitate size during the lower 
temperatures due to the dominance of new nucleation over 
growth of existing precipitates. The cooling rates used in 
solar cell processing are typically faster than the solu
bility-limited 1.35°C/min of crystallization, and they can 
range from 3°C/min during cooling after phosphorus 
diffusion up to 100°C/min or more during contact 

metallization firing. In these faster cooling scenarios, iron 
behavior is much more diffusivity-limited and the Model 
predictions differ more strongly, so the choice of Model is 
more important. 

3.2 Phosphorus diffusion gettering and contact 
firing: processes with a phosphorus-rich 
boundary layer 

In typical diffused-junction p-type Si solar cells, phos
phorus diffusion serves two purposes: p-n junction for
mation and impurity gettering. In «-type Si devices, 
phosphorus can be used to getter impurities [36, 38, 76-78] 
and to form a front (or rear) surface field layer [79, 80]. 
Process Simulations are often used to optimize phosphorus 
diffusion gettering parameters, and the final spatial and 
chemical impurity distribution determine minority carrier 
lifetime, so it is essential to understand what the different 
Models predict under different processing conditions and 
different material qualities. See [19, 27, 29, 74, 81-83] for 
further details about impurity evolution during phosphorus 
diffusion gettering. The initial conditions are set by the 
state at the end of the crystallization process described in 
Sect. 3.1.1. The average precipitate density and size for the 
Ham's law Models are calculated based on the output of 
the FPE Models after the crystallization step as in 
Sect. 3.1.2. 

3.2.1 Phosphorus diffusion gettering (PDG) at different 
plateau temperatures 

The phosphorus diffusion plateau temperature is chosen 
carefully because the junction depth and impurity kinetics 
and thermodynamics depend exponentially on temperature. 
Consistent with previous work [67], we simulate phos
phorus diffusion with a three-part time-temperature profile 
shown in Fig. 6: heat linearly from 800 °C to the diffusion 
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Fig. 6 Phosphorus diffusion gettering profiles with different 60-min 
plateau temperatures 



temperature, hold at the in-diffusion temperature for 60 
min, then cool linearly to 500 °C at 50 °C/min. We simu
lated three different in-diffusion temperatures of 815, 850, 
and 900 °C, resulting in a wide range of phosphorus pro
files suitable for different solar cell architectures. We 
assume a fixed surface phosphorus concentration of 
4.1 x 1020 cm~3. We simulated initial total iron concen
trations of [Feo] = 3.5 x 101 and 2 x 1014 cm In 
Fig. 7, we show iron evolution during the two extreme 
cases of high temperature (900 °C) for low [Feo] 
(3.5 x 1013 crrT3) and low temperature (815 °C) for high 
[Fe0] (2 x 1014 cm-3). The rest of the iron distributions as 
a function of time for 815 and 900 °C are shown in Online 
Resource 6. The trends for 850 °C are in between those of 
the other two temperatures. 

For all Models and phosphorus diffusion scenarios, the 
evolution of the iron distribution follows three phases, 
corresponding to the three parts of the phosphorus diffusion 
step (separated by vertical gray lines in Fig. 7). First, [Fe,-] 
is solubility-limited as the wafer is heated from 800°C to 
the in-diffusion temperature. With the exception of the 2D 
GB Models, the solid solubility exceeds [Fe,], dissolving 
precipitates and increasing [Fe,]. Next, as the wafer is held 
at the diffusion temperature and phosphorus is introduced, 
iron behavior can be either solubility- or diffusivity-limited. 
During phosphorus diffusion, precipitates are sources of 
Fe, and the phosphorus-rich layer is a sink for Fe,. [Feo] 
and the phosphorus in-diffusion temperature together 
determine the balance between precipitate dissolution, 
which increases bulk [Fe,], and external segregation 
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gettering of point defects, which decreases bulk [Fe,]. The 
relative rates of these two processes determine the slope of 
[Fe,-] versus time. Reducing [Fe,] during this part of 
phosphorus diffusion requires the process to be mainly 
solubility-limited, meaning that precipitate dissolution must 
add [Fe,] to the bulk more slowly than external gettering 
removes [Fe,-]. For low [Feo] and high temperature, pre
cipitates, [Fe,] sources, are significantly depleted, and 
external gettering can remove the previously precipitated 
iron. Although the 2D GB Models are dijfusivity-limited, 
they have a negative slope because external gettering of the 
high post-crystallization [Fe,] levels typically dominates. 
Finally, in a diffusivity-limited process, the wafer is cooled 
rapidly from the in-diffusion temperature. The decreasing 
temperature increases the driving force for point defect 
segregation to the phosphorus-rich region, reducing the 
bulk [Fe,]. The high supersaturation during cooling can 
cause some precipitate nucleation as shown in the precip
itate density graph for the low [Feo] scenario in Fig. 7. The 
exponentially decreasing diffusivity opposes the increasing 
segregation force, eventually slowing the Fe, reduction. 

To more easily compare the predicted magnitudes of [Fe,], 
the [Fe,] before and after phosphorus diffusion for all the 
simulated processes are shown in Online Resource 7. Gen
erally, the most significant factors defining post-phosphorus 
diffusion [Fe,-] are [Feo] [73] and phosphorus diffusion tem
perature. Overall, the post-gettering [Fe,] predictions are 
rather similar. In spite of the wide range of temperatures and 
Model differences, the range of post-gettering [Fe,] is only 
1.5 orders of magnitude. The largest reduction in [Fe,] occurs 
for the 2D GB Models because they start with the highest 
[Fe,] post-crystallization. The smallest reduction is for the ID 
Models because they start with the lowest [Fe,]. Removal of 
bulk [Fe,] in the 2D GB Models is limited only by external 
gettering and essentially never by precipitate dissolution, 
whereas the ID Models are limited by both processes. 

For the more solubility-limited low [Feo], a higher 
temperature PDG more effectively reduces [Fe,] because 
precipitates (finite sources) are more completely dissolved 
at higher temperature and external gettering is fast enough 
to remove the resulting point defects. For the more diffu
sivity-limited high [Feo], a lower temperature PDG results 
in lower [Fe,] because the PDG typically does not dissolve 
a significant fraction of the precipitates, and external get
tering can remove the point defects that do dissolve. As 
[Feo] increases, [Fe,] depends more strongly on precipitate 
size and density, so more variation is observed between the 
different precipitation models. For the high [Feo], the 2D 
GB Models show a decrease in [Fe,] as temperature 
increases because they are always diffusivity-limited. 
Longer or even higher temperature gettering may be of 
interest for materials dominated by precipitated metals at 
structural defects. 

Within each [Feo] and for each temperature, the differ
ences in [Fe,] predictions are most strongly dependent on 
the structural defect distribution and secondarily dependent 
on the precipitation model element because [Fe,] reduction 
during PDG is typically ultimately limited by diffusion to 
the emitter, not by precipitate dissolution. The ID Models 
and the 2D Models have very similar results. The Ham's 
law Models predict a higher bulk [Fe,] because they gen
erally model a higher density of precipitates, which are 
sources of [Fe,]. However, [Fe,] predictions are similar for 
a given [Feo], despite significant differences in the pre
cipitate evolution. It is important to note that the uncer
tainty in the Models themselves is likely greater than the 
differences between the Models shown here. 

Finally, to offer a more complete picture of the behavior 
of the Models as a function of the initial iron concentration, 
we simulated the crystallization and the 815°C PDG pro
cess for a range of [Feo] values from 1012 cm~3 to 
1015 crrT3. The resulting interstitial iron concentrations for 
[Feo] between 1013 and 1015 crrT3 are shown in Fig. 8. For 
[Feo] < 1013 cm~3 the Models are all very similar, and as 
[Feo] decreases, [Fe,] continues to decrease exponentially. 
The behavior of the Models falls into three groups: 

(1) 2D FPE GB and 2D Ham GB, 
(2) 2D Ham DL and 2D Ham DL+GB, and 
(3) ID FPE, ID Ham, 2D FPE DL and 2D FPE DL+GB. 

For [Feo] levels below ^ 4 x 1013 cm~3, the Models are 
solubility-limited, where the residual iron concentration is 
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Fig. 8 [Fe,] after crystallization and PDG at 815 °C as a function of a 
wide range of [Feo] for all eight Models. The Models predict very 
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[Feo] is in the regime where there is significant divergence in the 
Models 



mostly determined by the gettering efficiency of the 
phosphorus emitter. However, after the contamination level 
considerably surpasses the solid solubility of iron at 815 °C 
( ~ 8 x 1012 cm - 3 ) , the role of precipitation becomes more 
important. Further simulations (not shown here) also 
revealed that with higher PDG temperature, and thus solid 
solubility, the [Feo] level where the models begin to differ 
increases. 

After the Models deviate, Group 1 is in the diffusivity-

limited regime, where post-crystallization [Fe,] is high 
because the iron does not have time to diffuse to the grain 
boundary, and hardly any additional gettering effect is 
gained from precipitation at structural defects. The expo
nential increase in final [Fe,] as a function of [Feo] 
observed in Group 1 Models slows slightly at [Feo] levels 
over ~ 4 x 1013 crrT3. This is due to the fact that a higher 
initial iron concentration results in larger precipitates after 
crystallization, as shown in Fig. 4. When iron is distributed 
in fewer, but larger precipitates, the dissolution of these 
precipitates during PDG is slower, which results in a lower 
[Fe,] after PDG. The rest of the Models (Groups 2 and 3) 
fall into the solubility-limited regime, with slight differ
ences in magnitude. With increasing [Feo], Group 2 
Models diverge from Group 3 because their precipitate 
density is fixed, and thus, the precipitate density reduction 
exhibited in the FPE Models during PDG (evident from 
Fig. 7) does not occur. This subsequently leads to more 
iron sources toward the end of PDG for Group 2 Models 
and results in a slightly larger post-PDG [Fe,]. It should be 
noted, however, that the decrease in the final [Fe,] as a 
function [Feo] predicted for the Group 3 Models does not 
necessarily translate into improved performance of the final 
solar cell, because of the increased amount of precipitated 
iron [27]. 

3.2.2 Different PDG approaches (preanneal peak, 

standard PDG, annealing) 

Variations on the 815 °C standard (PD) time-temperature 
profile shape discussed in Sect. 3.2.1, including a "prean
neal peak" (Peak) and low-temperature anneal (Anneal), 
have been shown to reduce [Fe,] more effectively [26, 67, 
84-87]. In Michl et al., four variations of phosphorus dif
fusion time-temperature profile shape were analyzed. They 
are the 815 °C reference profile (PD), the reference fol
lowed by a post-deposition low-temperature anneal at 
600 °C (PD+Anneal), the reference preceded by a prede-
position 900 °C precipitate dissolution peak (Peak+PD), 
and finally all three segments together (Peak+PD+An-
neal). Compared to the 71-min PD profile, the Anneal adds 
248 min and the Peak adds 44 min. The four profiles are 
reproduced in Online Resource 8. As before, we simulate 

initial total iron concentrations of [Feo] = 3.5 x 1013 cm~3 

and 2 x 1014 cm~3. Here, we focus on comparing the 
predictions from the different Models. The temperature and 
iron distributions as a function of time for the 
Peak+PD+Anneal are shown in Fig. 9 with the high [Feo] 
shown in Online Resource 9. The PD is shown in Fig. 7, 
and trends for the Peak+PD and the PD+Anneal are a 
subset of the profiles shown with slight differences in 
magnitude. 
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The preanneal peak step is in the solubility-limited 
regime. During the preanneal peak step, no phosphorus is 
present, so there is no point defect segregation. As the 
wafer is heated to and annealed at 900 °C, [Fe,] approaches 
the total iron concentration. As the wafer cools from 
900 °C to the phosphorus in-diffusion temperature of 
815 °C, the decreasing solubility drives precipitate growth 
but no significant precipitate nucleation. The main benefit 
of the preanneal peak is to reduce the precipitated iron 
concentration by either size or density reduction ahead of 
the phosphorus diffusion step so that precipitate dissolution 
does not limit external gettering of point defects. For 
example, during the 815 °C standard process for [Feo] = 
3.5 x 1013 cm~3 (Online Resource 6), precipitates do not 
fully dissolve, but during the PD portion of the 
Peak+PD+Anneal, nearly full dissolution occurs. As dis
cussed before, the phosphorus diffusion step is typically a 
mix of solubility- and diffusivity-limited regimes. The 
Ham's law Models account for a precipitate behavior with 
a monotonically decreasing precipitate size and a constant 
precipitate density. On the other hand, the FPE Models 
account for the behavior with a monotonically decreasing 
precipitate density and increasing precipitate size. The 
cooldown from the phosphorus diffusion temperature of 
815 °C to the post-deposition annealing temperature of 
600 °C at 3 °C/min reduces [Fe,] by over two orders of 
magnitude without significant change in precipitate size or 
density. The decreasing temperature increases the differ
ence in bulk and emitter solubility, driving Fe, to the 
emitter. The transition between phosphorus diffusion 
temperature and post-deposition anneal is governed by the 
solubility difference between the bulk and the emitter and 
is thus solubility-limited, and the similar [Fe,] at the 
beginning of the cooldown leads to similar [Fe,] Model 
predictions after the cooldown. For these time-temperature 
profile parameters, the [Fe,] at the beginning of the 600 °C 
anneal is close to the solid solubility (^1010 cm~3) [40], 
so no significant change in [Fe,] or precipitates is observed 
during the low-temperature plateau. The relative invariance 
of the precipitate distribution during a post-PDG anneal has 
also been observed experimentally [88]. 

To more easily compare the predicted magnitudes of 
[Fe,], the [Fe,] before and after phosphorus diffusion for all 
the simulated processes are shown in Online Resource 10. 
For the low [Feo], the Model predictions are nearly iden
tical, while for the high [Feo], there are some differences 
with the 2D GB Models as the typical outliers. All the 
profiles reduce [Fe,] by over 80 %, with the most important 
factor being the presence or absence of the slow cooling 
step associated with the low-temperature anneal. The Peak 
is predicted to make almost no difference in [Fe,] for the 
low [Feo] and a slight increase in [Fe,-] for the high [Feo] 

with the exception of the 2D GB Models. The predictions 
vary more as [Feo] increases because [Fe,] more strongly 
depends on the precipitate distribution, which is deter
mined by the precipitation site distribution and the pre
cipitation Model Element details as discussed previously. 

Although the focus of this paper is on the physical trends 
of the different Models, we can compare the Model pre
dictions to the limited experimental data available for these 
exact profiles in [67]. Note that the cooling rate of 50 °CV 
min from either the PD (if no subsequent anneal) or the 
Anneal portion was chosen to closely match the experi
mental data in [67], and the cooling rate has a strong effect 
on how much time iron has to precipitate and segregate 
during cooling, thus affecting the final [Fe,]. The effect is 
larger if the wafers are pulled out directly after the PD step 
without the Anneal portion. Excluding the 2D GB Models, 
which are known to not be representative of the mc-Si used 
in the study, the PD and Peak+PD simulated and experi
mental [Fe,] are within a factor of two in magnitude. For 
the high [Feo] = 2 x 1014 cm~3, the Models in this work 
predict that the Peak+PD results in a slightly higher post-
gettering [Fe,] than the PD alone. For both [Feo], the 
Models overestimate the [Fe,] reduction due to the Anneal 
step by about an order of magnitude. Overall, although 
there are discrepancies, all of the Models considered here 
simulate the main trends and magnitudes of post-gettering 
[Fe,] fairly well. 

3.2.3 Firing in the presence of a phosphorus-rich layer 

In a typical solar cell, using a rapid (<1 min), high-tem
perature (~ 800-900 °C) spike, the screen-printed metal 
pastes are fired through a SiN* layer to form a good Ohmic 
contact with the silicon substrate. The exact profile shape 
depends on the metal paste being used, and here we use a 
typical profile, which is the same as that used in [67]. We 
focus on the effect of the thermal step on the iron dynamics 
in the presence of the phosphorus-rich layer and do not 
include in our analysis other aspects that may have a sec
ondary effect (such as the potential hydrogenation due to 
the silicon nitride layer [89] or gettering if an aluminum 
back surface field is present [90, 91]). We use a no-flux 
boundary condition for the phosphorus in these firing 
simulations to describe the fact that there is no additional 
phosphorus source present at the surface during firing, and 
we simulate a phosphorus-rich emitter on only one side of 
the wafer. 

For low and high [Feo] and for firing after the four 
different PDG approaches discussed in Sect. 3.2.2, we 
simulated the iron distribution as a function of time using 
all eight Models. The evolution of iron as a function of 
time during firing for the Peak+PD+Anneal phosphorus 



diffusion process for the high [Feo] = 2 x 10 cm is 
shown in Fig. 10. The trends are similar for the other 
scenarios, and [Fe,] before and after firing for all the 
simulated scenarios are summarized in Online Resource 
11. 

The rapid temperature change during firing is a strongly 
dijfusivity-limited process. The trends in Model predictions 
of post-phosphorus diffusion gettering [Fe,] persist after 
firing. During firing, the precipitated iron distribution does 
not undergo major changes, and correspondingly, the 
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Fig. 10 Evolution of temperature, [Fe,], precipitate size, precipitate 
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differences between the models are small. However, there 
is a two orders of magnitude increase in [Fe,] when the 
temperature peaks. In our simulations, the [Fe,] increases 
mostly due to iron out-diffusion from the emitter as 
observed in [92], with precipitate dissolution also playing a 
minor role. The out-diffusion is caused by a strong 
decrease in the segregation coefficient as a function of 
temperature, which releases iron point defects from the 
emitter into the bulk. Also, due to the no-flux phosphorus 
boundary condition, the phosphorus profile diffuses deeper 
into the bulk and the surface concentration decreases, 
slightly reducing the total segregation effect. Toward the 
end of the firing, around 30^-5 seconds, some of these 
released iron point defects precipitate out and a part of the 
released iron is also gettered back to the emitter. In Fig. 10, 
the 2D FPE DL+GB and 2D FPE GB Models predict 
slight precipitate nucleation and thus a decrease in average 
size during cooling. In the Ham's law Models, this change 
in precipitates is sometimes seen as a subtle increase in 
average precipitate size. 

It is important to note that the [Fe,] reduction due to 
annealing (as in the PD+Anneal and Peak+PD+Anneal 
profiles) is almost completely reversed during firing. Thus, 
the reduction in [Fe,] after P-diffusion can be erased [67, 
75]. Firing time-temperature profiles with lower peak 
temperatures and a slower cooling from the peak as sug
gested in [75] can reduce [Fe,]. Overall, the simulations 
match the experimental data in Michl et al. [67] fairly well 
(excluding the 2D GB Models for the higher [Feo]). For the 
[Feo] = 3.5 x 1013 cm~3 the Model predictions for the 
Peak+PD+Anneal are almost exactly the same as the 
experimental results, while for the other profiles, the Model 
predictions are slightly lower than the experimental results 
by no more than a factor of two. For [Feo] = 2 x 
1014 crrT3 the experimental data for the PD and Peak+PD 
profiles lie within the range predicted by simulation. The 
experimental data for the profiles with an Anneal are at or 
above the predicted values (excluding the 2D GB Models) 
with the Ham's law values being more accurate than the 
FPE values. 

4 Conclusions 

Process Simulation has accelerated optimization of semi
conductor processing for the last couple of decades, but 
with many different Models available, it can be difficult to 
discern the key differences and similarities between the 
models and the essential physics occurring during pro
cessing. To address both of these needs, we combine 
Model Elements of three existing solar cell Process Sim
ulation tools into one software environment. We combine 



four different structural defect distributions and two sets of 
iron precipitation equations to create eight distinct pro
cessing Models, and we analyze how the iron distribution 
evolves at different stages of device processing: crystal 
growth, thermal annealing, phosphorus diffusion, and 
contact metallization firing. 

We define a useful classifying framework of solubility-
limited and diffusivity-limited impurity behavior. The slow 
cooldown of crystallization is solubility-limited, and the 
[Fe,] depends strongly on the structural defect distribution. 
Heating at low and moderate temperatures is diffusivity-
limited and depends primarily on structural defect distri
bution and secondarily on precipitation Model differences, 
while at higher temperatures, it is solubility-limited and 
there are few differences between the Models. Phosphorus 
diffusion gettering involves both diffusivity- and solubility-
limited aspects, depending on the total iron concentration, 
time-temperature profile, structural defect distribution, and 
precipitation models. For the profiles analyzed here, the 
Model predictions of post-gettering [Fe,] were overall quite 
similar. Finally, the rapid temperature spike of contact 
metallization firing is a strongly diffusivity-limited process 
that increases [Fe,] uniformly across the Models. 

The framework defined here can inform the extension of 
kinetic defect modeling to other impurities in silicon based on 
their known solubilities and diffusivities in semiconductor 
materials, including «-type silicon. It is expected that at high 
temperatures, impurity kinetics for n- andp-type Si are similar 
because the material becomes intrinsic. Kinetics at lower 
temperatures may differ because of Fermi-level effects. 

This analysis enables the PV industry to better under
stand how Si materials with different structural defect 
distributions, including CZ (0D/1D), mono-like and epi-
taxially grown Si (DL only), standard mc-Si (DL+GB), 
and high-performance mc-Si (approximated by GB only), 
respond to processing and therefore what processing is 
necessary for each of these materials to achieve high-per
formance devices. The appropriate and necessary simula
tion Model can also be matched to the material of interest. 

A key figure of merit for any Simulation tool is the 
required computation time. The 0D/1D Models can be 
orders of magnitude faster than the 2D Models, and the 
Ham's law Models are typically faster than the FPE Models. 
This rigorous analysis quantitatively illustrates when the 
Models are similar, when they are different, and to what 
degree. When rapid optimization is paramount, the 0D/1D 
Models may be the most appropriate for defining a small 
parameter space of interest, while a combination of exper
iment and 2D modeling may be more appropriate for fine-
tuning. The FPE Models are necessary when the precipitate 
size distribution [93, 94], nucleation, and full dissolution 
are important factors such as in crystallization. 2D model
ing is needed when analyzing inherently multidimensional 

phenomena such as lateral diffusion of point defects and the 
effect of grain size. 

This rigorous Model comparison and analysis provides 
new physical intuition that informs future material, pro
cess, and Process Simulation development and enables 
scientists and engineers to choose the appropriate level of 
model complexity (simulation run time) based on material 
characteristics and processing conditions. 
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Appendix 1: Simulating iron precipitate nucleation 
sites 

In all eight Models, including those with grain boundaries, iron-
silicide precipitates are assumed to nucleate at precipitation sites 
along dislocations. In the 2D Models, the heterogeneously dis
tributed intra-grain dislocations are in clusters, each of which 

has a dislocation density A^DL(-̂ , y) = Cexp(—1( ¿" ) — 
j (ü—ííi-) ) where C is the peak precipitation site density in the 
dislocation, parameter L = 15 urn adjusts how fast the dislo
cation density is reduced from the center of the cluster, and XQ 
and yo are randomly chosen coordinates that determine the 
location of the centrum of the dislocation cluster. C is scaled so 
that the average dislocation density per area is A^vg = 8 x 
103 cm~2 within the grain. Then, the dislocation density of grid 
points with dislocation density <10 cm - 2 is set to zero. The 
grain boundary is modeled as a dense band of dislocations with 
an areal density of 2 x 108 cm~2. The simulated grain 
boundary width is 10 urn, which is unrealistically wide, but it is 
still less than 1 % of the grain width, and for computational 
reasons we use this value. Most importantly, this grain boundary 
width paired with the dislocation density in the grain boundary 
preserves an accurate number of total dislocations and therefore 
precipitation sites at the grain boundary [95]. The precipitation 



site density, N¿te, is proportional to the dislocation density, A?DL, 

as in JV^ = 3.3 x 105 cm"1 x NDL [26]. 

Appendix 2: Detailed description of precipitation 
equations Model Element 

Ham's law [39] describes all the precipitates as spheres 
with a single average number of atoms/precipitate, wavg. 
The input parameter is the precipitate density, Nv. The time 
evolution of the precipitated iron concentration, [Fep], 
depends on g(waVg) and d(waVg), the precipitate size-de
pendent precipitate growth and dissolution rates, respec
tively. C-pe is the interstitial iron concentration, and Dpe is 
the iron diffusivity. rc is the size-dependent capture radius 
of the precipitates. The capture radius determines how 
close to the center of the precipitates the dissolved iron 
atoms need to be in order to attach to the iron precipitate. 
The capture radius and local equilibrium iron concentration 
are defined differently in the two precipitation approaches. 
For the Ham's law Model, the equilibrium iron concen
tration, Cnq, is the solid solubility of iron, Cs, as defined in 
[40]. The precipitates are modeled as spheres with the 
volume of a unit cell containing a single iron atom in a /?-

FeSÍ2 precipitate, Vv = 3.91 x 1023 cm3. These equations 
are summarized in the left-hand column of Table 1. 

The Fokker-Planck equation-based precipitation Model 
analyzes precipitates with a distribution of sizes and 
assigns a different spatial density for each size [25, 96]. 
The input parameter is the density of precipitation sites, 
JVprec- The density of precipitates with n atoms is f(n), and 

the total density of precipitates is Np = J"m"~ f(n)dn, 
where wmax is the maximum precipitate size. The time 
evolution of the precipitate distribution, f(n), is described 
by the FPE [25], and it is numerically solved with Cooper 
and Chang's method [97]. The factor A(n,t) = g(n,t) — 
d(n, t) is the net growth rate of the precipitates, and the 
factor B(n, t) =\ [g(n, t) + d(n, t)] describes random fluc
tuations in the precipitate size. The boundary conditions, 
f(n = wmax, f) and/(w = 1, f), are defined in Table 1, p\ = 
1 x 104 is a fitting parameter, and/(w = 0, f) is the density 
of empty precipitation sites. f(n = l,f) describes which 
fraction of these sites contains an iron atom, i.e., where 
nucleation occurs. The Gibbs free energy of a precipitate 
with n atoms is AG(n) [98], where £a is an energy 
parameter that accounts for all changes in surface energy 
and strain caused by the growth and dissolution of 

Table 1 Equations for precipitation behavior Model Element 

Ham's law Fokker-Planck equation 

Evolution of precipitated iron over time 

Average time-dependent size 

'^r = [£("avE) - á(navg)]7Vp 

Precipitate growth and dissolution rates 

g(«avg,i) = 47rrc(navg)DFeCFe 

d(navg, t) = 47irc(navg)DFeCEq 

Precipitate shape and size 

Spherical precipitates with capture radius rc 

>c(«avgj = (^Tnavg)3 

Time-dependent density and size distribution fin, t) 

^ = ll-A(n,t)f(n,t)+B(n,t)^] 
A(n, i) = g(n, t) — d(n, t) 
B(»,t) = l2[g(n,t)+d(n,t)\ 

Boundary conditions 

/ ( « = l , i) =/(<), O p i e x p F * ^ ] 

f(n = 0 ,0 = Nprec - ¡imf{n, t) dn 

f(n = nm!a.,t) = 0 

A G ( B ) = -nkTln%^ + 2E.dni 

g(n,t) = 4nrc(n)DFtCFt 

d(n,t) = 47irc(n)DFeCEq(n) 

CEq(«) = C s e x p ( A ) 
kTrii 

( 1.015 x 1CT4 x T + 0.8033 eV 
a ~ 1 6.038 x 10~4 x T + 0.4150 eV 

if T<773K 
if T > 773K 

Flat disk-shaped precipitates with capture radius rc 

rc{n) = ' 

15 nm + 0.051 nm x m if n<5 .42 x 10 atoms 
,nV, P ) s 

15 nm -

"""<S>'i 
if n > 5.42 x 10 atoms 



precipitates. It has been assumed to be independent of 
n and has been estimated in [99]. Assuming that precipi
tation is diffusivity-limited, the equilibrium concentration 
in the proximity of a precipitate is the dissolved iron 
concentration when ^ p = 0. The precipitate size-depen
dent equilibrium iron concentration, Cnq, depends on the 
solid solubility of iron, Cs, and the factor in the exponential 
captures the fact that iron has a higher chemical potential in 
a small cluster than in a large cluster [25]. Precipitates are 
modeled as flat disks [98] with thickness a = 20 nm, and 
the capture radius of the precipitation site is explicitly 
accounted for [100]. Due to the inclusion of the size of the 
precipitation site, the FPE Model predicts higher capture 
radii at small precipitate sizes, and due to the faster 
expansion of 2D disks compared to 3D spheres, the growth 
of the capture radius remains faster at large precipitate 
sizes. These equations are summarized in the right-hand 
column of Table 1. 

Note that for large precipitate sizes (B > 1), Cnq ~ Cs 
and the two precipitation models predict similar equilib
rium concentrations. However, when modeling small pre
cipitates, the models differ. The expression for the Gibbs 
free energy predicts a temperature- and dissolved iron 
concentration-dependent critical size nalt, defined as the 
size that maximizes AG(n). Thermodynamics dictates that 
precipitates smaller than nalt tend to dissolve, whereas 
precipitates larger than nc¿t tend to grow. The energy 
needed for the precipitates to cross from the dissolution-
favoring regime into the growth regime is defined as the 
nucleation barrier. In the FPE precipitation Model, a cer
tain level of local supersaturation is needed for nucleation 
to occur; however, in the Ham's law Model, there is no 
nucleation barrier. 
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