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Abstract. — The following work focuses on the tracking process 
for obtain face detection and tracking of faces, as part of the 
computer vision. To complete this study, the tracking and facial 
recognition process by the software tool MATLAB and the Viola-
Jones algorithm will be developed. Once the codification has been 
developed, the results are assessed and the performance of the 
created script has been verified. Also an important factor for 
mention is the control of rate error of the false faces recognition. 
Also we show a methodology for evaluate the algorithms 
efficiency. Finally the different conclusions are made in relation 
the results obtained. 

Keywords;  Real time, face detection, tracking, face recognition, 
Viola-Jones, Gaussian filter. 

I.   INTRODUCTION  
The computer vision has different components such as; 

detection, identification, tracking, localization, processing, 
display, all this components interact with each other. The 
tracking into this process is a necessary component.   

 
For other side the tracking of faces is an application gives 

us real information for multiple applications [1, 2, 3]. In order 
to do the tracking of faces, the development of different 
phases in the treatment of the images is needed also an 
organized sequence is set before the tracking is developed [4, 
5]. The first one is the identification that is the extraction of 
information of the environment through a camera, then the 
face is detected in the image and finally, the face is tracked by 
the camera, what means the camera follows the face [6, 7]. 

 
The areas of investigation in which the facial identification 

and recognition are varied: biometry, the safety of information, 
the accomplishment and vigilance of law, interaction human 
being- machine, access control, photo cameras, computers, 
patterns recognition, neuronal nets and psychology in which 
facial expressions, gesture perceptions and emotions 
interpretation, augmented reality, etc.[8].  

 
 

II. VIOLA JONES FOR FACIAL RECOGNITION 
Detection, identification and tracking process has a similar 

structure [9]; it shows in the figure 1. After preprocessing, is 
used the Viola-Jones filter. In order to detect the faces and 
their facial components in the image taken, an image 
processing must be done, it is used in face detection in colour 
images [10].  

 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. Detection, recognition, tracking and localization process of faces. 

 
The Viola-Jones algorithm can be used, for normalizes the 

face both geometric and photometric to balance particular 
unwanted variations in the lighting conditions (intensity, 
colour, temperature, direction, etc.) and face geometry (scale, 
pose, orientation, etc.) [11, 12]. This algorithm can find the 
important facial characteristics (eyes, nose and mouth) in each 
fixed area through the algorithm.  

 
 In order to apply the algorithm described, the rectangles 

shown in the Fig. 2 are used among a variety of parallelogram 
rectangles. Each characteristic corresponded to the difference 
of the sum of the pixels in the white and black rectangles [13]. 
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Figure 2. Rectangles used in the Viola-Jones algorithm. 
 

III. DETECTION PROCESS IN FACIAL RECOGNITION 
 

A. Use of libraries for detection.  
In order to do face detection, is necessary use the Viola-

Jones algorithm through the library vision, more specifically 
vision Cascade Object Detector, the unique library based on 
objects recognition. Then a picture is taken and compared with 
the before one and the following one, it is defined as a cascade 
of sorters which is explored by whole image in multiple scales 
and locations. Through the chosen algorithm, the function, 
named step, obtains the answer for the LTI (Linear Time 
Invariant). With this, the area of the square where the rectangle 
is centred is obtained and showed on the image taken. 

If two or more faces are wanted to be obtained, again the 
function step is called, using as parameters the image taken, the 
detected faces and the obtained rectangles through the function 
vision shape inserter to square them again and show them. In 
this phase the different faces on an image have been detected. 
This action must be done in continuous time to have an 
interaction between the program and the user in real time. The 
Fig. 3 shows the result of the interaction. 

 
Figure 3. Detection result 

 

B. Use the Gaussian filter for image substracted. 
In order to detect a face, a comparison among several images 
is done. Firstly, the intensity of the image to be processed is 
obtained, it is named raw. Then, the media among the images 
taken is calculated and the common background of the images 
sequence, named background subtracted, is subtracted. After 

that, a Gaussian filter, known as Gaussian smoothed [14], is 
applied and an image without background and noise is 
obtained. Finally, the concrete threshold is obtained, what is 
the face desired as shown in Fig. 4. 

 
Figure 4. Threshold and extracted process [15] 

 

IV. FALSE FACES INTO TRACKING PROCESS . 
 

At the tracking process, to implement a loop to take the 
different sequences capture to be processed [16]. Therefore, a 
number of pictures are chosen to be taken, if do not, the 
program would be executed up to the infinite, until the buffer 
would be full or up to the own user would decide to end the 
execution of the programing environment.  

Is necessary to take into consideration that the camera is 
turned on whilst the script is being executed because otherwise, 
the programing environment would have to restart. For this 
reason, a try-catch  control exceptions has been incorporated to 
the script. 

The script developed allows obtaining the number of false 
faces (detections treated as faces when in fact they are not) and 
the total of faces along with their percentages from the number 
of faces in the script and the number of frames in the video 
sequence introduced by the user.  

To detect a false face, the number of faces obtained has to 
be higher than the faces that can be processed in the image or a 
face is detected where there is no face. In (1) efficiency is the 
percentage of faces rightly detected and the false faces are the 
faces wrongly detected and are mistakes in (2). 

 
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  (%) =             ∙ 100      (1) 

 
 

    𝑀𝑖𝑠𝑡𝑎𝑘𝑒𝑠  (%) =          ∙ ∙ 100            (2) 
 

If the efficiency and mistakes are summed up, the result is 
not 100% because when a mistake is evaluated, the faces in the 
shot are taken into account and more one false face can be 
shown in the same image. In the equations (3) and (4) shows 
the formulas to be used if there are no faces to be detected on 
the image.  
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            𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  (%) = ∙ 100                (3) 

            

                  𝑀𝑖𝑠𝑡𝑎𝑘𝑒𝑠  (%) =       ∙ 100                       (4) 

 

V. EXPERIMENTATION AND RESULTS FOR FALSE 
FACES ALGORITHM. 

 
In the experimentation, we have made twelve tests, 

considering different aspects that generate errors or false faces. 
These aspects are in relation to; pose estimation, occlusions 
condition, camera distance, light intensity, colour intensity. The 
take this data permit us, evaluate the algorithm quality through 
proposal evaluation methodology. The results allow us know 
the efficiency rate and errors in each frame into faces detection 
in real time and for each test.  

 

A. Test for the evaluation. 
The tests realized to assess the efficiency of the script are 

the following: 

• Test 1: 1 face from 1 meter. 

• Test 2: 1 face from 2 meters. 

• Test 3: 1 face from 5 meters. 

• Test 4:2 faces from 1 meter. 

• Test 5:2 faces from 2 meters. 

• Test 6:2 faces from 5 meters. 

• Test 7:1 face from 1 meter and 1 face from 2 meters. 

• Test 8:1 face from 1 meter and 1 face from 5 meters. 

• Test 9:1 face from 2 meters and 1 face from 5 meters. 

• Test 10:1 face (an eye covered) from 1 meter. 

• Test 11:1 face (an eye covered) from 2 meters. 

• Test12:1 face from less than 1 meter (an eye covered). 

The frame rate or number of photographs taken by second 
should be 50 Hz minimum to the human eye detects continuity 
in the video and does not detect a video sequence of a lot of 
photographs. The frame rate can be obtained through the 
function getdata, that returns the number of frames and the 
time passed on the video, and calculates it through the media of 
the time difference between each image capture. In this case 
the frame rate obtained is around 14 Hz.  Once this process has 
been done, the option to extract the video sequence has been 
implemented in a file. The extraction has been done through 
the functions move in getframe and  move2avi. 

 

B. Test detection of  faces result. 
Thanks extract the video, the faces found have been 

detected during different instants of determinate time and the 
tracking is completed. In the following box, the results in 

percentages of the number of recognized faces and false faces 
are showed along with the faces recognized rightly and the 
false faces. For the tests there have been taken 100 shots of 
images with a lapse of time or frame rate of 15-20 seconds. As 
a result, the comparative consideration can be summarized as 
presented in TABLE I. 

 

TABLE I.    TEST DETECTION OF FACES RESULT 

Frames = 
100 

Faces 
obtained 

Right faces 
(%) 

False 
faces 

False faces 
(%) 

Test 1 101 99,00 1 1,00 
Test 2 101 99,00 1 1,00 
Test 3 101 95,00 3 3,00 
Test 4 200 100 0 0,00 
Test 5 205 95,00 5 2,50 
Test 6 202 99,00 2 1,00 
Test 7 200 100 0 0,00 
Test 8 200 100 0 0,00 
Test 9 210 90,00 10 5,00 

Test 10 75 71,00 2 2,00 
Test 11 102 98,00 2 2,00 
Test 12 82 78,00 2 2,00 

 

One of the occurred phenomenon is the detection of false 
faces. In these cases, the program detects a face where there is 
no one as shown in Fig.  5.  

 

 
 

Figure 5. Detection of a false face 
 

Undertaking the efficiency tests of the script, it is observed 
that the majority of the false faces come from the mix of red 
and white colours as shown in Fig. 6.  

 

 
 

Figure 6. Detection of a false face on reds 
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It is interesting to highlight that when an only face is treated 

in normal conditions (looking at the front of the camera with 
simple movement to the sides), the efficiency of the program is 
very high. Because of that, tests 1 and 2 show these high 
percentages. However, if test 3 is considered, the efficiency is 
affected but still is quite high. Fig. 7 shows it.  

 

 
Figure 7. Detection false face from an appreciable distance. 

 
In the recognition of two faces, it can be observed that the 
script has good results, too. Test 4, 5 and 6 are an example of 
that. In this case, because the distance is longer, some more 
false faces appear, because of the reds, but there are no 
relevant as showed in Fig. 7.  
 

In the following tests (7, 8 and 9), there is a variation 
among the faces to be recognized. In this case, the efficiency is 
high, although in the last test more false faces appear some of 
them because of the reds explained above and others for the 
dependency among the subjects who do the test as shown in 
Fig. 8. 

 

 
Figure 8. Detection of a false face by correlation between subjects 

 

The script is analysed for a subject covering one eye as 
shown in test 10. There are some difficulties to detect the face 
in the beginning but after some time and thanks the estimations 
calculates by the algorithm, the face is tracked accurately. 
However, keeping a longer distance from the camera, as shown 
in test 11, the detection is almost immediate and perfect and the 
efficiency is high as shown in Fig. 9.  

 

 
Figure 9. Detection of a face partially covered. 

 

In the last test, the script is assessed very close to the 
camera. With that, it can be said that if the forehead or the chip 
is partially covered, the subject is not recognised fully as 
shown in Fig. 10. 

 
 

Figure 10. Errors face detection by proximity. 

The efficiency rate of the faces obtained vs.  false faces is 
higher how show in the Fig. 11. In this way the faces detected 
are almost 98 per cent in relation with almost 2 per cent of false 
faces for all tests. It demonstrates in general the efficiency of 
this algorithm.  

 

 
 

Figure 11. Comparison between faces obtained and false faces for each 
test. 
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VI.  CONCLUSIONS  
 

The best position to recognise the faces on the image is to 
be located perpendicularly to it. Through an algorithm the face 
will be detected properly although movements occur. There are 
occasions in which false faces are detected on the taken 
images. These detections are no faces but they have been 
processed as ones. The majority of the false faces are produced 
by the mix of reds and whites. 

The efficiency of the script is higher if the faces are located 
a moderate distance. In some occasions false faces are detected 
by the correlation of subjects on the same image. When the 
program detects a face, it takes certain range searching around 
the face in order to provide better results. To detect a face, the 
program takes into account mainly the forehead and the chin of 
the subject. In general we have almost 98%  

The evaluation methodology used, allow us to know the 
real efficiency rates of this algorithm. This methodology can be 
used too, for evaluate other tracking methods as well as targets 
detection.   

VII. FUTURE WORK. 
As a consequence of the continuous development of the 

smartphones and the increase in the speed and reduction on the 
size of the microprocessors, the implementation of software in 
Open CV is being studied.  

Thanks to the great amount of libraries already created that 
can recognise the patters existing in the environment such as a 
pavement, a road and can help drivers to improve their 
efficiency behind the wheel. This software can be implemented 
through MATLAB/OCTAVE, C++ or Java adding functions as 
the accelerometer in the smartphone or the system of location 
incorporated. In case of a programing difficulty in the 
smartphone, a micro controller with a camera can be used. This 
algorithm also can be used for detection in crowded scenarios 
as well as multiple objectives detection.  
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