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A B S T R A C T 

The substitution of Cu, Sn or Zn in the quaternary Cu2ZnSnS4 semiconductor by impurities that introduce 
intermediate states in the energy bandgap could have important implications either for photovoltaic or 
spintronic applications. This allows more generation-recombination channels than for the host semicon­
ductor. We explore and discuss this possibility by obtaining the ionization energies from total energy 
first-principles calculations. The three substitutions of Cu, Sn and Zn by impurities are analyzed. From 
these results we have found that several impurities have an amphoteric behavior with the donor and 
acceptor energies in the energy bandgap. In order to analyze the role of the ionization energies in both 
the radiative and non-radiative processes, the host energy bandgap and the acceptor and the donor ener­
gies have been obtained as a function of the inward and outward impurity-S displacements. We carried 
out the analysis for both the natural and synthetic CZTS. The results show that the ionization energies are 
similar, whereas the energy band gaps are different. 

1. Introduction 

The quaternary Cu2ZnSnS4 (CZTS) semiconductor has a variety 
of interesting physical properties and with a wide range of poten­
tial applications in device technology. Among these properties, the 
bandgap energy (1.4-1.6 eV) and high absorption coefficient 
( a~10 4 cm _ 1 ) stand out. In addition CZTS have relatively abun­
dant constituents, at a low-cost, and are non-toxic. 

CZTS has been experimentally obtained and prepared by several 
methods: the sulfurization of sputtered [1-3] or evaporated [4] 
stacked films, spray method [5,6], sol-gel method [7], hydrazine 
deposition [8], and electrode deposition [9]. Their properties have 
been extensively studied both experimentally [10-18] and theo­
retically [19-26]. The experimental samples mainly crystallize in 
the kesterite structure, although a stannite-type structure can be 
formed through a two step process [27]. 

Although the kesterite- and the stannite-type structures do 
show any differences, it is rather difficult to distinguish one from 
the other experimentally as these structures have similar cell vol­
umes and internal atomic positions. In addition, both structures 
are nearly degenerated energetically [21-23]. Therefore, it is likely 
that the two structures coexist in experimental samples [14,15] 
leading to phase mixing. 

Even in undoped CZTS the cation substructure turns out to be 
intrinsically disordered. The exchange between Cu and Zn only 

results in a minimal energy penalty and causes a significant lower­
ing in symmetry [21-23]. The Cu/Zn disorder is difficult to measure 
experimentally since the atomic scattering form factors are pro­
portional to the atomic number, and the Cu and Zn positions are 
not easy to differentiate. Therefore, although the CZTS structure 
without cation disorder has been predicted to be the most stable 
[21,22], possible a Cu/Zn cation disorder in experimental samples 
cannot be excluded [21-23]. 

Intrinsic disorder in CZTS, i.e. the presence of vacancies, anti-
site atoms, etc., are what gives rise to the doping behavior [21-
24]. The observed p-type conductivity comes mainly from the 
intrinsic CuZn antisite with a relatively deeper acceptor level. In 
addition, the inter-mixing of host atoms with different oxidation 
states, such as the Sn/Zn cation disorder [24] can gives rise to dee­
per levels in the energy band gap. 

Therefore, systematic control of intrinsic defects in growing and 
non-equilibrium growth techniques may be required to avoid the 
formation of secondary phases by using kinetic energy barriers 
[20]. This would improve the crystallinity and the solar cell 
performance. 

Because of the large variety of isolated intrinsic point defects 
and structures, the experimental and theoretical studies are cur­
rently focusing on the impact of structural modifications. However, 
there are few studies on the isolated substitutional impurities. 

The insertion of intermediate states into the energy bandgap of 
a host semiconductor can modify the optoelectronic properties of 
the host. In particular, it could provide additional paths for optical 
transitions making these compounds interesting for optoelectronic 



applications. For example, solar-cell devices based on a material 
with three defined absorption bands in a simplified one-junction 
structure can increase the efficiency as regards single-gap solar 
cells [28]. The absorption of photons is more efficient than in con­
ventional single-gap cells because the absorption of low energy 
photons causes transitions from the valence band (VB) to the par­
tially filled intermediate band (IB) and from there to the conduc­
tion band (CB). These transitions generate additional carriers to 
those generated for the usual process through photon absorption, 
promoting electrons from the VB to the CB. 

Some host semiconductors and impurities have been analyzed 
in order to insert intermediate states into the energy band gap: 
doped chalcopyrites [29-32], II—VI compound doped with isoelec-
tronic oxygen impurities, Cr-doped zinc chalogenides [33,34], etc. 
In particular, the isoelectronic doping with oxygen of some II—VI 
semiconductors has shown that oxygen gives rise to deep traps 
[35-38] in which carriers recombine radiatively [39-43]. Cr-doped 
zinc chalogenides [44-46] have been used as broadly tunable con­
tinuous wave lasers with negligible non-radiative decay at room 
temperature. Cr-doped CZTS present several recombination paths 
depending on the IB occupation and on the cation substitution 
[26]. 

However, the influence of the impurities on the lattice dynamic 
has not attracted as much attention, despite its importance in radi­
ative and non-radiative processes. For example, in the interaction 
of impurity electrons with light, the Coulomb field of the charged 
impurity center displaces the nearest neighboring atoms via a 
breathing mode, which may affect its properties. When the impu­
rity acceptor energy crosses the CB because of the breathing mode, 
an electron in the CB can be captured non-radiatively by the impu­
rity (Fig. 1). Similarly, when the impurity acceptor energy crosses 
the VB, an electron in the impurity can be captured non-radiatively 
by the VB. In this way it closes the cycle of non-radiative recombi­
nation from an electron in the CB to an electron in the VB [47,48]. 

In addition, the energetic positions of the donor (eD) and accep­
tor (eA) ionization energies allow an easy characterization of the 
impurity as a donor (eD lies in the gap but eA does not) an acceptor 
(eA lies in the gap but eD does not) or with amphoteric behavior 
(both eD and eA i.e., the lower and upper Hubbard bands, are found 
within the gap). This behavior can be very important for the radi­
ative and non-radiative transitions [49,50], as well as in the appli­
cation of these compounds for optoelectronic devices. It could have 
a negative effect because these deep localized defect states at low 
concentration act as effective non-radiative recombination centers 
as previously mentioned. However, at high concentration the de­
fect states lead to bands. If the bands corresponding to the ioniza­
tion energies overlap, there is the possibility of forming a partially 
filled IB. For a partially filled IB the donor and acceptor energies 
coincide with the Fermi energy, i.e. the IB has amphoteric behavior. 
On the other hand, the limits of the IB for a larger impurity concen-

Fig. 1. Schematic representation of the non-radiative recombination with respect 
to the configuration coordinate Q, Qc (Qy) is the crossing point of the ionization eA 

and CB (VB) edge ec {ev) energies. 

tration would lead to two energy levels for lower impurity concen­
tration via a metal-insulator transition. In order to form a band, 
the impurity concentration should exceed the threshold set by 
the Mott's transition (~1019 cn r 3 [49]). Then, the modification of 
the charge density around the impurity as consequence of the elec­
tronic capture of the non-radiative mechanism is redistributed 
among all the impurities [49] or with the host semiconductor 
[50], and the negative non-radiative recombination would be 
decreased. Experimental evidence supporting this theory was 
reported by measuring the lifetime of titanium implanted silicon 
wafers [51]. 

The technological importance of CZTS as an absorbent material 
for low-cost thin-film solar cells together to the possible additional 
improvement in their optoelectronic properties for inserting states 
into the energy band gap leads us to explore the effect of the sub­
stitution of first row transition-metal atoms at cation substitu­
tional CZTS sites. After a general screening, V, Cr and Ir have 
been identified as interesting impurity candidates, i.e. with 
amphoteric behavior at the nuclear equilibrium configuration, to 
obtain intermediate states within the main gap of the modified 
CZTS. In order to analyze the effect on the non-radiative processes 
(Fig. 1), the ionization energies have been obtained at the nuclear 
equilibrium configurations corresponding to a breathing mode. 

The results in this work refer to ideal stoichiometric CZTS lattice 
structures, in the sense that no intrinsic point defects nor combina­
tions of them other than the specific substitution proposed have 
been allowed. It is assumed that the substitutional impurities have 
no interaction with other intrinsic point defects. Hence, the substi­
tutional impurity results also add to the results of isolated point 
defects and complexes. It is expected that these results may guide 
future experimental work in CZTS compounds for optoelectronic 
applications. Even if some impurities do not have attractive opto­
electronic properties, they could have potential applications in 
spintronic devices. To achieve this objective, firstly, the position 
in energy of the donor and the acceptor ionization levels will be 
determined for both the natural and synthetic CZTS, comparing 
the results with the literature. Secondly, the evolution of the ioni­
zation levels with respect to the M-S distance will be obtained. 
From these results, the relative influence of radiative and non-radi­
ative processes will be analyzed. 

2. Calculations 

Defect levels are usually characterized using a single-particle picture. But these 
single-particle eigenvalues do not account for the excitation aspect inherent in the 
ionization or recharging of the defect. Therefore, in order to obtain the donor (eD) 
and acceptor (e )̂ ionization energies we used total-energy differences [52,53] in­
stead of single-particle energies. 

The formation energy needed to incorporate one positive (negatively) charged 
M atom into place B (MB substitution) in the host H semiconductor, and thus form 
a donor (acceptor), is AHS(Mj) = £(Mj) - EH + /iB - ¡iM ± EF, where £(Mj) denotes 
the total incorporation energy, EH is the total energy of the host, EF is the Fermi en­
ergy, and ¡iB and /iM denote the chemical potentials of the B and M. These chemical 
potentials represent the energy of the reservoirs with which atoms are being ex­
changed. Therefore the incorporation will be favored if more M atoms are available 
(higher /iM), if more B places are available (lower ¡iB), and if the position of EF is 
lower (higher). The ionization energies correspond to the value of EF at which the 
impurity or defect changes from Mj to MB, i.e. eA = £(Mj) -£(MB) and 
eD = £(MB) - E(Mj). For the host semiconductor, when B = M, the acceptor and do­
nor energies correspond with the CB and VB edge energies, i.e. ec and ev, and the gap 
is Ee = ec - ev = E(MM) - 2EH + E(M+). 

In order to obtain the total energies needed to obtain the ionization levels, we 
use the density-functional theory. The standard Kohn-Sham [54] equations are 
solved self-consistently [55]. The standard Troullier-Martins [56] pseudopotential 
for the core orbitals is adopted and expressed in the Kleinman-Bylander [57] factor­
ization. The valence wave functions are expanded in a localized pseudoatomic orbi­
tal basis set [58]. The pseudopotentials used to describe the exchange correlation 
energy were carried out with the generalized gradient approximation (GGA) from 
Perdew, Burke, and Ernzerhof [59]. All calculations were made with periodic bound­
ary conditions and spin polarization. 



The primitive cell of the kesterite-type structure (space group is 14) is base-cen­
tered tetragonal with 8 atoms/cell. The experimental [60] lattice parameters of the 
natural CZTS (HLP) are: a„ = 5.427 Á and cH/2a„ = 1.002. However, natural CZTS 
often contains Fe. An experimental analyses of the synthetic (iron-free) CZTS [61 ] 
reports different cell parameters (SLP) as = 5.485 Á and Cs/2as = 0.997. Because these 
experimental parameters are different, we are going to analyze both to compare 
their effect. In CZTS, the Cu can occupy the 2a and 2c crystallographic non-equiva­
lent positions according to the Wyckoff labelling scheme. The electronic energy 
structure only has slight differences [26]. Therefore we have discussed only the 
2a substitution. 

In order to analyze the CZTS:M alloys ((M^C^-JZnSnS^ Cu2(M)(Zn1 _x)SnS4 and 
Cu2Zn(M)(Sni_)()S4 for the MCu, MZn, and MSn substitutions respectively) we use 64-
atom supercells (x = 0.083). In all of the results presented in this work, a double-
zeta with polarization functions basis set has been used with periodic boundary 
conditions and 24 special k-points in the Brillouin zone. Larger supercells (from 
144 to 216 atoms) have only been used in a few cases in order to compare them 
with 64 atom supercells. 

3. Results and discussion 

According to the ionic model, it is common to regard CZTS with 
the formal charges Cu2Zn2+Sn4+S;i~. When the impurity M substi­
tutes cation with a charge state +p (p = 1,2 and 4 for the MCu, MZn, 
and MSn substitutions), donor-type (Mp7M(p+1)+) as well as accep­
tor type (Mp+/M(p_1)+) conversions are conceivable. The energies 
associated with these transformations are the donor (eD) and 
acceptor (eA) ionization energies respectively. The energy range 
in which these oxidation states are stable depends on the Fermi en­
ergy. For example, the oxidation state Mp+ is stable when the Fermi 
energy is between the acceptor eA and the donor eD ionization 
energies. When the Fermi energy is above eA or below eD, the 
M(p~1)+ and M(p+1)+ will more stable respectively. In general, the 
stability of positive oxidation states decreases as the Fermi energy 
shifts from the VB to the CB. 

With the purpose of analyzing the possible amphoteric behav­
ior (both eD and eA are found within the gap) the host gap and 
the donor and acceptor ionization energies have been obtained 
for all substitutions of host cations by M (MA substitutions, with 
A = Cu, Sn and Zn, and M = V, Cr and Ir) in accordance with the cal­
culations section. In order to analyze the possible effect on the 
non-radiative transitions, the dependence on the energy gap and 
the ionization energies with the impurity atomic environment 
have been obtained as a function of the inward and outward dis­
placement of the nearest S neighbors to the M atom. The distances 
M-S have been chosen as generalized coordinate Q These dis­
tances are proportional to the distances of the energy minimum, 
labeled Qj: Q = aQj. Of course, there are many vibrational modes. 
We have chosen a breathing mode because the force constants 
and the displacement of the equilibrium positions are larger than 
for other modes. Therefore, in principle, their effect in the lattice 
dynamic will be larger [47]. 

The changes in these ionization energies with the configuration 
coordinate Q - Qo are shown in Figs. 2-4 for the MCu, MSn, and MZn 

substitutions with M = V, Cr and Ir. The vertical line in the Q - Qo 
axis indicates the equilibrium position of the M-S distance in the 
CZTS host. 

The variation with Q of the ionization energy curves (ev, ea eA 

and eD) are different depending on the reference atom of the 
breathing mode. The Cu, Sn and Zn atoms are surrounded by 4 S 
atoms in the first neighboring shell at similar distances. Neverthe­
less, depending on the substitution, the M-S distances are differ­
ent. For example, for the HLP the M-S distances are: 2.336 A, 
2.408 A and 2.329 A for the CrCu, CrSn, and CrZn substitutions 
respectively. Because of the different anion-cation bond lengths 
(S-Cu, S-Zn, S-Sn) the anion is shifted from the middle of the anion 
tetrahedra and thus the tetrahedral is distorted [60]. 

Therefore Qo and Q=aQo are different for each substitution 
type. In addition the different shells around the M atom are also 
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Fig. 2. Donor (eD), acceptor (eA) and CB edge (ec) energies with respect to the VB 
edge (ev) energy as a function of Q - Qo, for the (a) MCu, (b) Ms„, and (c) MZn 

substitution in CZTS with M = Cr. Q is the generalized coordinate (Cr-S distance) 
and Qo is its value for the energy minimum. The vertical line in the panels indicates 
the equilibrium position of the host CZTS semiconductor. The thick and thin lines 
correspond to the SLP and HLP respectively. 

different. As has already been mentioned, the first shell is different 
for all substitutions although the first neighbors (4S) are equal be­
cause the M-S distances are different. For the remaining shells 
both the neighboring atoms and distances are different. For exam­
ple, the neighboring second shells are 4Zn + 4Sn + 4Cu, 4Zn + 8Cu, 
and 4Sn + 8Cu for the CrCu, CrSn, and CrZn substitutions respectively. 
As a consequence, the tetrahedral symmetry around the M atom is 
distorted. Also, the local tetrahedral symmetry around the anion S 
atom, with first neighbors Zn + Sn + 2Cu at different distances is 
distorted, From Figs. 2-4, the band gap energies obtained using 
the methodology described in the calculation section for the host 
equilibrium distance are ~1.4eV and 1.6 eV for the HLP and SLP 
respectively. It compares well with the experimental results in 
the literature (1.4-1.6 eV [10-18]). The band gap and the ioniza­
tion energies calculated from total-energy differences are in gen­
eral different from the respective differences in single-particle 
Kohn-Sham eigenvalue energies. The latter is equivalent to using 
Koopman's theorem. The calculated band gap and the donor and 
acceptor levels calculated from total-energy differences are much 
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Fig. 3. Same legend as in Fig. 1, but for M = Ir. 

closer to the experimental than those obtained from the single-
particle eigenvalues, because the correlation problems and system­
atic errors are reduced [52]. 

The main difference between the ionization energies when HLP 
and SLP are used is the band gap. With SLP, it is lower than with 
HLP. This difference is larger for the inward displacements. How­
ever, the position of the acceptor and donor energies with respect 
to the VB edge are very similar for all Q, and for all substitutions. It 
can be observed that for the equilibrium position Qo, the donor and 
acceptor energies for the CrZn, IrSn, IrCu, and VZn substitutions are 
within the gap, i.e. are amphoteric. 

When Q> Qo or Q< Qo the gap is reduced. The M atom, for all 
substitutions, is surrounded by 4S in a first shell and by 12 cation 
atoms in a second shell. When Q< Qo the first shell of the nearest 
neighbors moves closer to M, increasing the interaction and reduc­
ing the gap. For Q> Qo the outward movement causes the S anions 
of the first shell to come close to the cation atoms of the second 
shell. As a result, the anion-cation interaction increases and the 
gap decreases. The decrease is larger for the outward displace­
ments because of the strong interaction of the 4S atoms with the 
second shell of 12 cation atoms. The bonding (anti-bonding) com­
ponent of a linear combination of states decreases (increases) in 
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Fig. 4. Same legend as in Fig. 1, but for M = V. 

energy when the interaction between these states rises. Therefore, 
when Q decreases and the interaction of M with the nearest neigh­
bors increases, the ionization energies decrease (increase) if they a 
have bonding (anti-bonding) character. 

Figs. 2-4 showing the VB and the CB edges (ev and ec) and the 
acceptor and the donor energy levels (eA and eD) with respect to 
Q- Qo can provide important information with respect to the non-
radiative recombination. The simplified version of these figures 
based on linear energy levels with Q(total energy curves quadratic 
with Q) [42] is shown in Fig. 1. Comparing Fig. 1 with Figs. 2-4, the 
total energy curves obtained are not quadratic with Qand the ioni­
zation energy levels are not linear with Qbecause of the anharmonic 
effects not considered in the simplified model in Fig. 1. 

According to the multiphonon non-radiative recombination 
mechanism [47,48], as the lattice vibrates in accordance with 
breathing mode displacements, the ionization levels move up and 
down in the energy gap (Figs. 1-4). For sufficiently large vibrations 
the level can cross into the CB or the VB and capture or emit an 
electron or a hole. After capture or emission the lattice near the 
impurity defect relaxes by means of multiphonon emission 
increasing the non-radiative recombination [47]. On the other 
hand, the lack of intersection of the level with the VB and CB greatly 
reduces the capture cross sections and reduces the non-radiative 



recombination. From Figs. 2-4, the acceptor energy level does not 
cross with the CB and VB close to |Q.— Qo| = 0. The crossing points 
correspond to very high energies with respect to the equilibrium 
configurations. This indicates the existence of recombination barri­
ers for the electron capture from the CB to the IB and from the IB to 
VB, reducing the non-radiative recombination. 

The substitution energy of a host A atom by M (MA substitution) 
in CZTS for growth processes that use gaseous phases rather than 
solids for the deposition of the modified compound, such as molec­
ular beam epitaxy or physical vapor deposition, can be estimated 
as A£(A) = £(Cu2ZnSnS4:M)-£(Cu2ZnSnS4)+[£(A)-£(M)], where 
A = Cu, Sn or Zn, M = V, Cr and Ir, £(Cu2ZnSnS4:M) and E(Cu2_ 
ZnSnS4) are the total energies of the unit cell with and without 
the M impurity, and £(A) and £(M) are the energies of the elemen­
tal atomic reservoirs (isolated A and M atoms). £(Cu2ZnSnS4:Cr) 
and £(Cu2ZnSnS4) are lower by using the SLP than the HLP, indicat­
ing that these compounds with SLP are more stable energetically. 
However, the substitution energies are very similar with both 
lattice parameters. In all substituted structures the substitution 
energy is negative, between -100 meV and -180 meV per atom, 
indicating that these substitution growth processes are favorable. 

The stability of these impurity atoms at cation sites is also com­
pared as regards the respective intrinsic cation vacancies, i.e. 
£[Cu2_xZnSnS4] + x£(M) - £[(MxCu2_x)ZnSnS4] for Cu. These energies 
are negative, between -110 meV and -230 meV per atom, indicat­
ing that these substitutions are favorable as regards the intrinsic 
cation vacancies. 

In order to estimate the potentiality of these doped-CZTS with a 
partially-full IB as an IB solar-cell device, we have obtained the 
maximum efficiency for several solar concentrations (Fig. 5), from 
1 sun (1 Kw/m2) to maximum solar concentration (~46050 suns). 
We have used the model described in Ref. [28], assuming that 
the sun is a blackbody at 6000 K, and the cell operates at 300 K, 
any non-radiative recombination is suppressed, carrier mobilities 
are infinite (no ohmic losses), and illumination comes from an iso­
tropic gas of photons. In addition, several non-ideal recombination 
channels [62] can reduce the ideal maximum efficiency. The ioni­
zation energies with respect to the VB are very similar with both 
HLP and SLP. The main difference is the gap, larger with HLP. For 
the energetic position of the IB within the energy bandgap we have 
used the Fermi energy (between the donor and acceptor ionization 
energies) and 1.4 eV for the band gap energy. As previously men­
tioned, at low concentration the deep localized defect states act 
as effective non-radiative recombination centers. However, at high 
concentration the negative non-radiative recombination would be 
decreased for the partially filled IB [49,50] with amphoteric behav­
ior. Anyway, the results in Fig. 5 are for ideal maximum efficiency. 
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Fig. 5. Efficiency r¡ (%) versus small gap (es, i.e. minimum between VB-IB and IB-CB 
gaps) for several sunlight concentrations (c, sun units = 1 Kw/m2) from defect 
formation energy calculations. Max in the figure represents the maximum sun 
concentration (~46,050 suns). 

The maximum efficiency of the host CZTS, from maximum solar 
concentration, is around a 38%. For all substitutions analyzed, the 
maximum efficiency of the substituted CZTS is larger than that 
of the host, from ~47% for VZn to ~53% for IrSn and IrCu. The 
maximums for all concentrations are also larger than the 
efficiency of a CZTS single-junction solar cell with equal solar 
concentration. 

For the quaternary host systems, the VB offset between com­
pounds with different degrees of antisite disorder is small 
[21,22]. Intrinsic cation disordered structures in general have a 
smaller bandgap than the ordered structures [23]. From some re­
sults of this work (similar ionization energies of Cr, V and Ir extrin­
sic substitutional impurities in two stoichiometric CZTS with a 
different energy band gap, i.e. with HLP and SLP), suggest that 
the ionization energies of Cr, V and Ir extrinsic impurities in 
non-stoichiometric CZTS could be similar if the substitutional 
extrinsic impurities do not interact with other intrinsic point 
defects. Because of the large variety of isolated intrinsic point de­
fects in non-stoichiometric CZTS, additional studies are desirable 
in order to corroborate this fact, and to analyze the possible extrin­
sic impurity-intrinsic interaction of defects. 

4. Conclusions 

The host CZTS has been modified by introducing M impurities 
into substitutional cation sites in the lattice host with M = V, Cr 
and Ir. The ionization energies from the host and the modified CZTS 
have been analyzed using total energies from first-principles 
within density-functional theory. These ionization energies have 
been obtained as a function of the M-S breathing mode displace­
ments. It can provide significant information as regards the 
pressure effect and non-radiative recombination, and thus, it is 
interesting for both spintronic and optoelectronic applications. In 
these analyses we have used the lattice cell parameters of both 
natural and synthetic CZTS. The energy band gaps obtained with 
these parameters compare well with the experimental results in 
the literature. 

The donor and acceptor energies for the equilibrium position of 
the CrZn, VZn, Irsn, and IrCu substitutions are within the gap, i.e. are 
amphoteric. The modification of these ionization energies with the 
generalized coordinate of the breathing mode indicate that the 
crossing points with the valence and conduction edge energies oc­
cur for larger displacements with respect to the equilibrium posi­
tions, i.e. for large energies. Thus, for this mode, the non-
radiative recombination is low. An estimation of the maximum 
efficiency of these substituted CZTS also indicates that it can have 
greater efficiency than the single-gap CZTS host. 
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