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ABSTRACT 
The Monge–Ampère (MA) equation arising in illumination design is highly nonlinear so that the convergence of the MA 
method is strongly determined by the initial design. We address the initial design of the MA method in this paper with the 
L2 Monge-Kantorovich (LMK) theory, and introduce an efficient approach for finding the optimal mapping of the LMK 
problem. Three examples, including the beam shaping of collimated beam and point light source, are given to illustrate 
the potential benefits of the LMK theory in the initial design. The results show the MA method converges more stably 
and faster with the application of the LMK theory in the initial design. 

Keywords: Illumination design, nonimaging optics, freeform surface, computation methods. 

1. INTRODUCTION 
Illumination design, which controls the distribution of light from a source to produce a target illumination, is a classical 
problem of nonimaging optics [1]. The traditional method of solving this problem is using the quadric surfaces, such as 
paraboloid, ellipsoid and spherical surface, to direct the light. The quadric surfaces, though, have been playing an 
important role in illumination design, the low degree of design freedom of the quadric surfaces, is a frustrating problem 
faced by the designer. With the increasing emphasis on energy conservation and practical issues, it is becoming a 
preferred route to solve the problem of illumination design with freeform surface which has higher degree of design 
freedom [2-11]. The difficulty in the freeform surface illumination design is how to exactly tailor the freeform surface only 
on the basis of the given intensity distribution of the source and the target illumination. A variety of methods have been 
developed to solve this problem in the past two decades. The Simultaneous Multiple Surfaces method proposed by 
Benítez and Miñano allows to simultaneously construct two freeform surfaces that exactly transform two input 
wavefronts into two output wavefronts [2]. For complex designs, the difficulty of this method lies in establishing a 
specific relationship between the input and output wavefronts. Optimization method is an iteration of successively 
finding some appropriate variable values to reduce the merit function value with certain optimization algorithms [3,4]. Due 
to the Monte-Carlo raytracing and the limited number of optimization variables, the optimization method may not be the 
best choice in illumination design. The first-order Partial Differential Equation (PDE) method is popular in solving this 
problem due to its ease of use and fast computation [5,6]. The continuity of the freeform surface designed by the PDE 
method, however, depends on the integrability of the mapping, and Fournier, using the Supporting Ellipsoids method 
developed by Oliker [7], has shown the difficulty in obtaining such an integrable mapping [8]. The optimal mass transport 
also provides an alternative way to get a mapping for freeform surface design [9,10]. Since such a mapping does not 
include any information about the freeform surface, the mapping may not be integrable and the limitations of these 
methods in illumination design still need to be further explored [9,10]. The Monge–Ampère (MA) equation method 
proposed by Ries has shown its elegance in solving the problem of freeform surface illumination [11]. Since the numerical 
solution of this method was not detailed, this MA method has been covered with a veil of mystery for a long time. 

In our previous work [12], we convert the problem of freeform surface illumination design into a nonlinear boundary 
problem for the elliptic MA equation based on ideal source assumption and introduce an approach to find the numerical 
sollution of this mathematial problem. By this MA method, the boundary incident rays are mapped to the boundary of the 
target pattern, and the inner incident rays are pushed to satisfy the elliptical MA equation which describes the 
conservation and redistribution of energy during the beam-shaping process. Taking the collimated beam shaping for 
example, the mathematical model of the single freeform surface design is given by [13] 
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where, the coefficients which can be written as Ai=Ai(x, y, z, zx , zy) (i=1,…,5) are functions of x, y, z, zx and zy; tx and ty 
are the x- and y-coordinates of the target point on the illumination plane; ∂S1 and ∂S2 represent the boundaries of the 
domains S1 of the incident beam and S2 of the target pattern, respectively. Then, a numerical approach based on the 
Newton’s method is developed to solve this design model (Here, we assume F1(X)=0 represents the nonlinear equations 
of Eq. (1) obtained by the numerical approach.) [13]. The MA method has shown both mathematical and practical interests 
in freeform surface illumination design for compact light source and collimated beam [13,14]. The Newton’s method which 
has quadratic convergence is a method for finding better approximations to the roots of a real-valued function. However, 
for a highly nonlinear function, the convergence of Newton’s method is strongly determined by the initial value. The 
coefficients Ai (i=1,…,4) of the MA equation given in Eq. (1), are usually highly nonlinear in zx and zy. Consequently, the 
convergence of Eq. (1) is strongly determined by the initial design, as illustrated in Fig. 1. The initial design has become 
one of the most urgent issues to be solved of the MA method in illumination design. 

 
Fig. 1. Some practical considerations for the convergence of the MA method. x0 and x1, respectively, represent the initial value and the 
x-intercept obtained from the first iteration. (a) The iteration diverges at the first iteration. In this case, x1 may deteriorate the optical 
performance of the surface. For example, one will uaually encounter complications associated with singularities of the freeform 
surface, and the method cannot be iterated (This will be demonstrated in the first design example). (b) Assume F1(x0)=F1(x1) and 
|F1’(x0)|=|F1’(x1)|. The iteration will go into an infinite loop in this case. (c) x0 may be a good initial guess of a pure mathematical 
problem in this case. The convergence of the MA method, however, still depends on the optical performance of the freeform surface. 
For a freeform lens design, the MA method can converge successfully only and if only the total internal reflection will not take place 
on the freeform surface in the initial design (This will be demonstrated in the second design example). 

In order to improve the MA method and promote its application in illumination design, we address the initial design of 
the MA method in this paper on the basis of the L2 Monge-Kantorovich (LMK) theory. A new approach of computing a 
numerical solution of the LMK problem is presented here, and the optimal mapping of this problem is found by solving 
an equivalent problem not relying on the gradient of time. The approach converges quite fast and is very flexible in 
imposing the boundary condition. Most importantly, the MA method is significantly improved by applying this new 
approach to the initial design. The paper is organized as follows. In Section 2, we will review the LMK problem and 
present an efficient approach to solve the LMK problem. In Section 3, three design examples, including the beam 
shaping of compact light source and collimated beam, will be given to illustrate the significant improvement of the MA 
method achieved by the application of the LMK theory in the initial design. Finally, we will conclude with some remarks 
and discussions in Section 4. 

2. L2 Monge-Kantorovich problem and the new approach 
2.1 L2 Monge-Kantorovich problem 

Optimal mass transport is an important problem arising in a number of applications including econometrics, image 
registration [15], mesh generation [16], automatic control, and reflector design [17]. However, numerical solution of this 
problem has proved very challenging. The optimal mass transport problem, also known as Monge-Kantorovich problem, 
can be defined as follows: Let ρ0(ξ) and ρ1(η) be two normalized non-negative density functions with compact supports 
Ω0 and Ω1, where ξ, η ∈Rd, d≥1 is the space dimension. Here the data must satisfy the condition that the total mass is 
conserved: 
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Assume φ(ξ) is a smooth one-to-one mapping that takes the density ρ0(ξ) to the density ρ1(η). Then, according to the 
coordinate transformation between ξ and η, Eq. (2) leads to 

( )( ) ( )( ) ( )1 0det φ ρ φ ρ∇ =ξ ξ ξ                               (3) 

where det(∇φ(ξ)) is the determinant of the Jacobian matrix of the mapping φ(ξ). The quantity of det(∇φ(ξ)) represents 
the expansion (or contraction) of an infinitesimal area element of Ω0 during the mass transport. All the points contained 
in the infinitesimal area element will converge to a point, a straight line or a curve when det(∇φ(ξ))=0.  

There are usually many such mappings which can satisfy Eq. (3), however, there is a unique optimal mapping φ φ=  
that minimizes the transport cost 

( ) ( ) ( )
2

0
dR

C dφ φ ρ= −∫ ξ ξ ξ ξ                               (4) 

Moreover, the optimal mapping φ  can be expressed as the gradient of a convex function w. That is, wφ = ∇ . The 
infimum of Eq.(4) is the square of the L2 Kantorovich-Wasserstein distance, and the optimal transport, in this case, is 
called the L2 Monge-Kantorovich problem. Substituting φ  into Eq.(3), we can find w is a solution of the MA equation 

( )( ) ( ) ( )2
1 0detw wρ ρ∇ ∇ =ξ ξ ξ                              (5) 

Here, Eq. (5) is a standard MA equation [18]. 

2.2 A numerical approach of solving the L2 Monge-Kantorovich problem 

There are two main approaches that can be used to find a numerical solution for Eq. (5). The first one is based on a direct 
solution of the MA equation [19,20]. The difficulty faced by this approach lies in the discretization of the MA equation. The 
second approach converts the LMK problem into an evolution problem relying on the gradient of time. For this method, 
the computational cost may be relevant [15,21]. A numerical method has been presented in Ref. [13] for computing the 
numerical solution of a kind of elliptic MA equation which is a highly nonlinear MA equation in general form [18]. Based 
on our previous work, an efficient approach will be introduced here for computing the numerical solution of Eq. (5) in 
order to obtain an appropriate initial design for the MA method.  

Instead of solving Eq. (5) directly, we first establish an equivalent problem of Eq. (5), which is given by 

( )( ) ( ) ( )2
1 0log det 1 0w wρ ρ⎡ ⎤∇ ∇ − + =⎣ ⎦ξ ξ ξ                           (6) 

Note that ρ0(ξ) is a normalized density function with max(ρ0)=1 on Ω0. Then, ρ1(η) is normalized to meet the mass 
conservation. The value of ρ0(ξ) could be zero somewhere on Ω0. That is, ρ0(ξ) can be a non-negative function, not a 
strictly positive function. This characteristic is very important for the freeform surface illumination design. We will 
introduce this characteristic in more detail in Section 3. Eq. (6) represents the conservation and redistribution of mass 
during the mass transport. Obviously, all the inner points of Ω0 should satisfy Eq. (6). Then, the boundary conditions (BC) 
are defined to ensure that all the points on the boundary ∂Ω0 of Ω0 are mapped to the boundary ∂Ω1 of Ω1. Assume ∂Ω1 

can be represented mathematically by the expression f(η)=0, then BC will be defined as 

( )( ) 0f w 0∇ =        ∈ ∂Ω  ξ ξ                                     (7) 

Since Eq. (7) does not predefine the specific position of each point on ∂Ω1, consequently the boundary points can 
automatically move on ∂Ω1 until the prescribed transport is achieved. Finally, we obtain an equivalent problem of the 
LMK problem that is given by 

( )( ) ( ) ( )
( )( )

2
1 0log det 1 0

: 0

w w

BC f w

ρ ρ 0

0

⎧ ⎡ ⎤∇ ∇ − + =         ∈ Ω⎪ ⎣ ⎦
⎨

  ∇ =        ∈ ∂Ω  ⎪⎩

ξ ξ ξ ξ

ξ ξ
                        (8) 

where 0 0 0Ω = Ω ∂ΩU . In order to find the solution of Eq. (8), we use the discretization scheme introduced in Ref. [13] 
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to discretize Eq. (8) and get a set of nonlinear equations. Write the nonlinear equations in the form of 

F2(Y)=0                                             (9) 

and linearize this nonlinear problem using the Newton’s method. Further, we can establish an iterative scheme for 
solving the LMK problem 

F2 ( Y k)+F2’(Yk)( Yk+1-Yk)=0                                    (10) 

where, Yk denotes the solution obtained from the k-th iteration and F’(Yk) is the Fréchet derivative of F at Yk. An initial 
value is needed to initiate the iteration of Eq. (10). In this new approach, the initial value is defined by 

( ) ( )
2 2

max min max minmin min
0 min max min min max min

max min max min max min max min

1 1
2 2

x x y yx x y y
X X X Y Y Y

x x X X y y Y Y
⎡ ⎤ ⎡ ⎤− −− −

= + − + + − ×⎢ ⎥ ⎢ ⎥− − − −⎣ ⎦ ⎣ ⎦
Y      (11) 

where, Ω02=[xmin,xmax] ×[ymin,ymax]∈R2 and 2
12 min max min max, ,X X Y Y R⎡ ⎤ ⎡ ⎤Ω = × ∈⎣ ⎦ ⎣ ⎦ , as shown in Fig. 2. Ω02 and Ω12 are 

two rectangular domains which are the minimum rectangles containing Ω0 and Ω1, respectively. If Ω0≠Ω02, the density 
on Ω01 (Here, Ω0∪Ω01=Ω02) is set to be zero. In this case, all the points on Ω01 will converge to ∂Ω1. Equation (11) 
shows clearly that the target points defined by the initial mapping will uniformly distribute on Ω12. That is, a uniform 
density distribution can be produced on Ω12 by this initial mapping if the density distribution defined on Ω02 is uniform. 
In the next section, we will apply this new approach to the initial design of the MA method. 

 
Fig. 2. Define the initial value for the LMK problem. 

3. INITIAL DESIGN WITH LMK THEORY 
Three examples will be given here to demonstrate the significant improvement of the MA method achieved by applying 
the LMK theory to the initial design. In the first example, a freeform reflector is required for directing a collimated beam 
which has a Gaussian intensity distribution with beam waist of 0.3mm. The target is a uniform elliptical pattern and the 
architecture of the beam shaping system is given in Fig. 3(a). The other parameters are given in Table 1. For ease of 
description, we use LMA to represent the MA method which utilizes the optimal mapping of the LMK problem in the 
initial design, and SMA to represent the MA method which dose not utilize the optimal mapping in the initial design. 

 
Fig. 3.  The architectures of the design examples. l denotes the distance between the source and the target plane. 
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Table 1 Design parameters (unit: millimeter). 

 xmin xmax ymin ymax minX  maxX  minY  maxY  l 
Example 1 -0.5 0.5 -0.5 0.5 6 8 -3 3 10 
Example 2 -0.5 0.5 -0.5 0.5 -5 5 -10 10 10 
Example 3 -0.5 0.5 -0.5 0.5 -2 2 -2 2 8.2 

First, we use the new approach to solve the LMK problem with an initial value defined by Eq. (11), and give the rapid 
convergence of the LMK problem in Fig. 4(a). After that, we utilize the obtained optimal mapping to design the freeform 
reflector with PDE method. The illumination pattern produced by the reflector is shown in Fig. 4(b). Since the optimal 
mapping of the LMK problem does not include any information about the freeform surface, the actual illumination 
pattern deviates from the target. Then, we use this design as the initial value of the MA method, and find the LMA 
method converges quite fast, as shown in Fig. 4(c). Obviously, the rapid convergence of the LMA method is achieved by 
using the initial design obtained from the LMK. Besides, a smooth reflector is obtained and the illumination pattern 
obtained from the LMA is quite good, as given in Fig. 4(d). We also use a variable separation mapping defined by Eq. 
(11) to find an initial design for the SMA method. The illumination pattern produced by the initial design is given in Fig. 
4(e). From this figure, we observe the pattern deviates significantly from that given in Fig. 4(b), and, of course, deviates 
significantly from the target. With this initial design, we find the iteration cannot converge. More specifically, we 
encounter complications associated with singularities of the freeform surface after the first iteration and the iteration 
stops, as shown in Fig. 4(f). From the comparison made between the two initial designs, we can find the LMK provides a 
better initial design for the LMA method, which is much closer to the final solution. Besides, from Figs. 4(a) and 4(f) we 
also observe that although the initial mappings used in the LMK problem and the SMA method are the same, the SMA 
method cannot converge due to the high nonlinearity of the MA equation.  

 
Fig. 4.  (a) The convergence of the LMK problem and (b) the illumination pattern obtained from the LMK. (c) The rapid convergence 
of the LMA method and the obtained smooth reflector, and (d) the illumination pattern obtained from the LMA method. (e) The 
illumination pattern obtained from a variable separation mapping, (f) the divergence of the SMA method and the singularities of the 
freeform reflector. 

In the second example, a freeform lens is required for beam shaping of a point source. The architecture of the beam 
shaping system is given in Fig. 3(b). The entrance surface of the lens is a spherical surface, and the light source is located 
at the centre of curvature of the entrance surface. Assume the refractive index of the freeform lens is 1.59, the light 
source is a Lambertian source, and the maximum collection angle of the lens equals 120°. The first thing we should do to 
find the optimal mapping of the LMK problem is to get the projected intensity distribution of the point source on a 
reference plane. Obviously, such a projected intensity distribution is defined on a circular domain. Based on the new 
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approach introduced above, the optimal mapping of the LMK problem is found and the initial design of the freeform lens 
is obtained. The illumination pattern produced by the initial design is given in Fig. 5(a), and the irradiance distribution 
along the line x=0 mm is depicted in Fig. 5(b). These two figures show clearly that the irradiance distribution obtained 
from the LMK is not quite uniform, and there is much difference between the obtained distribution and the target. With 
the initial design, we obtain rapid convergence of the LMA method and a quite good approximate to the solution of the 
freeform lens design, as shown in Figs. 5(c) and 5(d). Then, we use a mapping given in Fig. 5(e) in the initial design. The 
illumination pattern produced by the initial design is shown in Fig. 5(f). Obviously, the initial design given in Fig. 5(a) is 
better than that given in Fig. 5(f), and undoubtedly is closer to the target. Moreover, we also find the SMA method 
cannot iterate at all even at the first iteration due to the total internal reflection taking place on the freeform surface, as 
shown in Fig. 5(g).  

 
Fig. 5.  (a) The illumination pattern obtained from the LMK, and (b) the irradiance curves along the line x=0mm. (c) The rapid 
convergence of the LMA method and (d) the illumination pattern obtained from the LMA method. (e) A variable separation mapping 
which is not the optimal mapping of the LMK problem, (f) the illumination pattern produced by the initial design and (g) illustration 
of the total internal reflection taking place on the freeform surface. The unit vector of the incident ray depicted in (g) is 
(0.8480,0,0.5299) . 

In the last example, a freeform lens is required for solving the following challenging problem of collimated beam 
shaping. Figure 3(c) gives the layout of the optical system. The intensity of the incident beam is uniform, and the target 
irradiance distribution should satisfy 

( )
( ) ( )2 2

,
3 cos 2 0.7 0.4

CE x y
x yπ

=
⎡ ⎤+ − + −⎢ ⎥⎣ ⎦

                        (12) 

where C is the normalization factor such that Eq. (2) is satisfied. A gray-scale plot of the target distribution is given in 
Fig. 6(a). Being similar to what we have done in the previous two examples, the first thing is still to use the LMK theory 
to find an optimal mapping for the initial design. Assume m=n=80. It takes 60.49 seconds to find the optimal mapping. 
The illumination pattern produced by the initial design is shown in Fig. 6(b). Since the optimal mapping of the LMK 
problem is not curl-free in this lens design, the obtained irradiance distribution deviates significantly from the target. 
Being similar to what Bortz and Shatz have done in [22], we also employ the fractional RMS to quantify the difference 
between the actual irradiance distribution and the target: 

2

1

1 M
ai ti

i ti

E E
RMS

M E=

⎛ ⎞−
= ⎜ ⎟

⎝ ⎠
∑                                  (13) 
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where, M is the number of the sample points, Eti is the target irradiance of the i-th sample point and Eai is the actual 
irradiance of the i-th sample point. A smaller value of RMS represents less difference between the actual irradiance 
distribution and the target. Here, we use 80×80 sample points to compute RMS. According to the irradiance distribution, 
we have RMS = 0.3452 for the initial design. Although there is much difference, we can still observe the illumination 
pattern produced by the initial design is more or less similar to the target.  

 
Fig. 6.  (a) The target illumination pattern, and the illumination patterns obtained from (b) the LMK, (c) the LMA method and (d) the 
SMA method. 

Assume that Tol=10-11 and the iteration stops when |(∑|F1,i|-∑|F1,i-1|)|/N<Tol. With this initial design obtained from LMK, 
the LMA method converges quite fast such that the stopping criterion is met after 12 iterations with the computational 
time of 60.47 seconds, as shown in Fig. 7(a). The irradiance distribution is shown in Fig. 6(c) and we have RMS =0.0118. 
Then, a variable separation mapping defined by Eq. (11) is used here to find the initial design. As mentioned above, the 
initial design obtained from such a mapping can produce a uniform illumination pattern when the intensity of the 
incident beam is uniform. With such an initial design, the SMA method also converges and the stopping criterion is met 
after 18 iterations with the computational time of 94.88 seconds. However, the iteration fluctuates a little bit at the 
beginning, as shown in Fig. 7(a). The irradiance distribution is shown in Fig. 6(d), and RMS =0.0117. Since both the 
LMA method and the SMA method converge to zero in this design regardless of the numerical errors, there is, of course, 
little difference between the results of the two methods. Here, we need to point out that the SMA method will not 
converge at l=8.1mm because we will encounter the complications associated with singularities of the freeform surface, 
however, the rapid convergence of the LMA method can still be achieved at l=8.1 mm. Since this case have been studied 
in the first design example, we do not present the details of this case here. The LMA method converges much faster, and 
figure 7(a) also indicates that the fluctuation can be avoided by using the LMA method. Change l to 10mm, we find the 
fluctuation of the SMA is eliminated and both the LMA method and the SMA method converge quite fast, as illustrated 
in Fig. 7(b). The stopping criterion is met after 12 iterations for the LMA method with the computational time of 63.30 
seconds and 13 iterations for the SMA method with the computational time of 73.89 seconds, respectively. Figure 7(a) 
shows that the stopping criterion is also met after 12 iterations for the LMA method at l=8.2 mm. This indicates that the 
convergence of the LMA method is more stable and faster than that of the SMA method.  

Although the optimal mapping of the LMK problem may not satisfy the integrability condition in freeform surface 
illumination design, the optimal mapping is indeed a better option for the initial design of the MA method. The three 
design examples presented above clearly show that the MA method converges more stably and faster with the application 
of the LMK theory in the initial design. 
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Fig. 7. Illustration of the convergence of the LMA method and the SMA method at (a) l=8.2mm and (b) l=10mm. 

4. CONCLUSION 
Due to high nonlinearity of the MA equation, the convergence of the MA method is strongly determined by the initial 
design. In this paper, we address the initial design of the MA method with the LMK theory. Instead of finding the direct 
solution of the LMK problem or converting the LMK problem into an evolution problem, we introduce an efficient 
approach by which the LMK problem is converted into an equivalent problem without relying on the gradient of time. 
The rapid convergence of this new approach is illustrated. The optimal mapping of the LMK problem, though, is not 
curl-free in illumination design, it may still be a good option in the initial design of the MA method. Three design 
examples, including the beam shaping of collimated beam and point light source, are presented to illustrate the potential 
benefits of the LMK theory in the initial design of the MA method. Detailed comparisons are made between two 
different initial designs: one is obtained from the optimal mapping of the LMK problem, and the other one is obtained 
from the variable separation mapping which is usually used in illumination design. The results clearly show the MA 
method converges more stably and faster with an initial design obtained from the LMK theory. Moreover, the new 
approach presented here can also be applied to some other methods of freeform surface illumination design which rely 
on the initial value. 
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