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Abstract

We develop a theory of existence and uniqueness for the following porous
medium equation with fractional diffusion,





∂u

∂t
+ (−∆)σ/2(|u|m−1u) = 0, x ∈ R

N , t > 0,

u(x, 0) = f(x), x ∈ R
N .

We consider data f ∈ L1(RN ) and all exponents 0 < σ < 2 and m > 0.
Existence and uniqueness of a weak solution is established for m > m∗ = (N −
σ)+/N , giving rise to an L1-contraction semigroup. In addition, we obtain the
main qualitative properties of these solutions. In the lower range 0 < m ≤ m∗

existence and uniqueness of solutions with good properties happen under some
restrictions, and the properties are different from the case above m∗. We also
study the dependence of solutions on f,m and σ. Moreover, we consider the
above questions for the problem posed in a bounded domain.
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1 Introduction

The aim of this paper is to develop a theory of existence and uniqueness, as well as to
obtain the main qualitative properties, for a family of nonlinear fractional diffusion
equations of porous medium type. More specifically, we consider the Cauchy problem

(1.1)





∂u

∂t
+ (−∆)σ/2(|u|m−1u) = 0, x ∈ R

N , t > 0,

u(x, 0) = f(x), x ∈ R
N .

We take initial data f ∈ L1(RN), which is a standard assumption in diffusion prob-
lems, with no sign restriction. As for the exponents, we consider the fractional expo-
nent range 0 < σ < 2, and take porous medium exponent m > 0. In the limit σ → 2
we recover the standard Porous Medium Equation (PME)

∂u

∂t
−∆(|u|m−1u) = 0,

which is a basic model for nonlinear and degenerate diffusion, having now a well-
established theory [39].

The nonlocal operator (−∆)σ/2, known as the Laplacian of order σ, is defined for
any function g in the Schwartz class through the Fourier transform: if (−∆)σ/2g = h,
then

(1.2) ĥ (ξ) = |ξ|σ ĝ(ξ).

If 0 < σ < 2, we can also use the representation by means of an hypersingular kernel,

(1.3) (−∆)σ/2g(x) = CN,σ P.V.

∫

RN

g(x)− g(z)

|x− z|N+σ
dz,

where CN,σ = 2σ−1σΓ((N+σ)/2)

πN/2Γ(1−σ/2)
is a normalization constant, see for example [30]. There

is another classical way of defining the fractional powers of a linear self-adjoint non-
negative operator, in terms of the associated semigroup, which in our case reads

(1.4) (−∆)σ/2g(x) =
1

Γ(−σ
2
)

∫ ∞

0

(
et∆g(x)− g(x)

) dt

t1+
σ
2

.

It is easy to check that the symbol of this operator is again |ξ|σ. The advantage of
this approach is that it gives a natural way of defining the problem in a bounded
domain, by means of the spectral characterization of the semigroup et∆, see [38]. The
problem posed in a bounded domain is also studied in this paper.

Equations of the form (1.1) can be seen as fractional-diffusion versions of the PME.
Though our paper is aimed at providing a sound mathematical theory for this evo-
lution equation and the nonlinear semigroups generated by Problem (1.1) and the
problem posed on bounded domains, we mention that the equation appears as a

3



model in statistical mechanics [26], and the linear counterpart in [27]. We also want
to point out that there are other natural options of nonlinear, possibly degenerate
fractional-diffusion evolutions under current investigation. Thus, the papers [14], [15]
consider the following fractional diffusion PME ∂tu−∇· (u∇(−∆)−s/2u) = 0. It has
very different properties from the ones we derive for (1.1). The standard PME (with
m = 2) is recovered in such model for s = 0. A more detailed discussion on these
issues is contained in the survey paper [40].

These two kinds of equations can be also viewed as nonlinear versions of the linear
fractional diffusion equation obtained form = 1, which has the integral representation

(1.5) u(x, t) =

∫

RN

Kσ(x− z, t)f(z) dz,

where Kσ has Fourier transform K̂σ(ξ, t) = e−|ξ|σt. This means that, for 0 < σ < 2,
the kernel Kσ has the form Kσ(x, t) = t−N/σF (|x| t−1/σ) for some profile function F
that is positive and decreasing, and behaves at infinity like F (r) ∼ r−(N+σ) [9]. When
σ = 1, F is explicit; if σ = 2 the function K2 is the Gaussian heat kernel. The linear
model has been well studied by probabilists, since the fractional Laplacians of order
σ are infinitesimal generators of stable Lévy processes [1], [7]. However, an integral
representation of the evolution like (1.5) is not available in the nonlinear case, thus
motivating our work.

In a previous article [35] we studied Problem (1.1) for the particular case σ = 1. The
key tool there was the well-known representation of the half-Laplacian in terms of
the Dirichlet-Neumann operator, which allowed us to formulate the nonlocal problem
in terms of a local one (i. e., involving only derivatives and not integral operators).
For σ 6= 1, Caffarelli and Silvestre [13] have recently given a similar characterization
of the Laplacian of order σ in terms of the so-called σ-harmonic extension, which is
the solution of an elliptic problem with a degenerate or singular weight. However,
even with this local characterization at hand, many of the proofs that we gave for
σ = 1 cannot be adapted to cope with a general σ. Hence we have needed to use new
tools, which in several cases do not involve the extension. These techniques, which
include some new functional inequalities, have also allowed us to improve the results
obtained in [35] for the case σ = 1. The case of a bounded domain was not treated
in that paper.

2 Main results

As in the case of the PME, there is a unified theory of existence and uniqueness
of a suitable concept of weak solution above a critical exponent, given for a general
σ ∈ (0, 2) by m∗ ≡ (N − σ)+/N . The linear case m = 1 lies always in this range.

Theorem 2.1 Let m > m∗ and σ ∈ (0, 2). For every f ∈ L1(RN) there exists a
unique weak solution of Problem (1.1).
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Figure 1: The critical line m∗ = (N − σ)/N and the supercritical region m > m∗ for
N ≥ 3, N = 2, and N = 1.

The precise definition of weak solution that guarantees uniqueness is stated in Def-
inition 3.1 or equivalently in Definition 3.2.

The construction of the solution in the previous theorem follows from a double limit
procedure, approximating first the initial datum by a sequence of bounded functions,
and also approximating R

N by a sequence of bounded domains with null boundary
data. In this respect we show existence of a weak solution to the associated Cauchy-
Dirichlet problem, a result that has an independent interest, see Section 4.

The weak solutions to Problem (1.1) have some nice qualitative properties that are
summarized as follows.

Theorem 2.2 Assume the hypotheses of Theorem 2.1, and let u be the weak solution
to Problem (1.1).

(i) ∂tu ∈ L∞((τ,∞) : L1(RN)) for every τ > 0.

(ii) Mass is conserved:
∫
RN u(x, t) dx =

∫
RN f(x) dx for all t ≥ 0.

(iii) Let u1, u2 be the weak solutions to Problem (1.1) with initial data f1, f2 ∈
L1(RN). Then,

∫

RN

(u1−u2)+(x, t) dx ≤
∫

RN

(f1− f2)+(x) dx, (L
1-order-contraction property).

(iv) Any Lp-norm of the solution, 1 ≤ p ≤ ∞, is non-increasing in time.

(v) The solution is bounded in R
N × [τ,∞) for every τ > 0 (L1-L∞ smoothing

effect). Moreover, for all p ≥ 1,

(2.1) ‖u(·, t)‖L∞(RN ) ≤ C t−γp‖f‖δp
Lp(RN )

,

with γp = (m− 1 + σp/N)−1, δp = σpγp/N , and C = C(m, p,N, σ).

(vi) If f ≥ 0 the solution is positive for all x and all positive times.
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(vii) If either m ≥ 1 or f ≥ 0, then u ∈ Cα(RN × (0,∞)) for some 0 < α < 1.

(viii) The solution depends continuously on the parameters σ ∈ (0, 2), m > m∗, and
f ∈ L1(RN) in the norm of the space C([0,∞) : L1(RN)).

Remarks. (a) Properties (i) and (ii) were only known for σ = 1 in the case of
nonnegative initial data [35].

(b) The positivity property (vi) is not true for the PME in the range m > 1. The
fact that it holds for Problem (1.1) stems from the nonlocal character of the diffusion
operator.

(c) A weak solution satisfying property (i) is said to be a strong solution, see Defini-
tion 6.1. These kind of solutions satisfy the equation in (1.1) almost everywhere in
Q = R

N × (0,∞).

Our main interest in this paper is in describing the theory in the above mentioned
range m > m∗. However, we also consider the lower range 0 < m ≤ m∗ for contrast.
In that range (which implies that 0 < σ < 1 if N = 1) we obtain existence if we
restrict the data class (or if we relax the concept of solution). In addition, in order
to have uniqueness, we need to ask the solution to be strong.

Theorem 2.3 Let σ ∈ (0, 2) and 0 < m ≤ m∗. For every f ∈ L1(RN) ∩ Lp(RN)
with p > p∗(m) = (1−m)N/σ there exists a unique strong solution to Problem (1.1).

0 1

1

m

p

m
*

N/σ

Figure 2: The critical line p∗ = (1 − m)N/σ and the existence region of strong
solutions.

This theorem improves the results obtained of [35] for σ = 1, since in that paper
existence and uniqueness of a (weak) solution were only proved for the case of inte-
grable and bounded initial data, f ∈ L1(RN )∩L∞(RN). Moreover, the weak solution
was only proved to be strong in the case of nonnegative initial data.

Some of the properties of the solutions in this lower range are rather different from
those in the upper range.
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Theorem 2.4 Assume the hypotheses of Theorem 2.3, and let u be the strong solu-
tion to Problem (1.1).

(i) The mass
∫
RN u(x, t) dx is conserved if m = m∗. Mass is not conserved if

m < m∗. Actually, when 0 < m < m∗ there is a finite time T > 0 such that
u(x, T ) ≡ 0 in R

N .

(ii) There is an L1-order-contraction property.

(iii) Any Lp-norm of the solution, 1 ≤ p ≤ ∞, is non-increasing in time.

(iv) The solution is bounded in R
N × [τ,∞) for every τ > 0 (Lp-L∞ smoothing

effect). Moreover, if p > p∗(m) (which is necessary to make γp > 0) then
formula (2.1) holds.

(v) If f ≥ 0 the solution is positive for all x and all positive times up to the extinc-
tion time.

(vi) Let f ≥ 0 and let T be the extinction time. Then u ∈ Cα(RN × (0, T )) for some
0 < α < 1.

We will make a series of comments on these two results. First, we point out that
the result on the conservation of mass for m = m∗ is new even for σ = 1.

A more essential observation is that there is an alternative approach: using the
results of Crandall and Pierre [22] we can obtain the existence of a unique so-called
mild solution for all f ∈ L1(RN) in the whole range of m and σ, via the abstract
theory of accretive operators. This approach has therefore the advantage of having
general scope. Two problems arise with this way of looking at the problem: (a) how
to characterize the mild solution in differential terms; and (b) how to derive its
properties. Our paper answers both questions.

The strong solutions that we have constructed are mild solutions. Hence, in our
restricted range of initial data the unique mild solution is a strong solution. For a
general f ∈ L1(RN) and m ≤ m∗, we will show that the mild solution is a very weak
solution (a solution in the sense of distributions), see Theorem 8.4. However, we will
fail to prove that this very weak solution is a weak solution in the sense of Definition
3.1, and hence we will not be able to obtain the properties listed above (bit note that
the L1-contraction holds since it is a consequence of the accretivity of the operator).

As to the continuous dependence of the solution in terms of the parameters, conver-
gence in L1(RN ) is not expected to hold for 0 < m < m∗, since mass is not conserved
in that region. Instead we expect to have continuity in weighted spaces, much in the
spirit of [5]. Nevertheless, we are able to extend the continuous dependence result of
Theorem 2.2-(viii) to cover the case m = m∗ for N > 2, see Proposition 10.1. We also
show that continuity holds in the upper limit σ → 2, thus recovering the standard
PME, see Theorem 10.2.
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3 Weak solutions. An equivalent problem

3.1 Weak solutions

If ψ and ϕ belong to the Schwartz class, Definition (1.2) of the fractional Laplacian
together with Plancherel’s theorem yield
(3.1)∫

RN

(−∆)σ/2ψ ϕ =

∫

RN

|ξ|σψ̂ ϕ̂ =

∫

RN

|ξ|σ/2ψ̂|ξ|σ/2 ϕ̂ =

∫

RN

(−∆)σ/4ψ (−∆)σ/4ϕ.

Therefore, if we multiply the equation in (1.1) by a test function ϕ and integrate by
parts, as usual, we obtain

(3.2)

∫ ∞

0

∫

RN

u
∂ϕ

∂t
dxds−

∫ ∞

0

∫

RN

(−∆)σ/4(|u|m−1u)(−∆)σ/4ϕdxds = 0.

This identity will be the basis of our definition of a weak solution.

The integrals in (3.2) make sense if u and |u|m−1u belong to suitable spaces. The
correct space for |u|m−1u is the fractional Sobolev space Ḣσ/2(RN ), defined as the
completion of C∞

0 (RN) with the norm

‖ψ‖Ḣσ/2 =

(∫

RN

|ξ|σ|ψ̂|2 dξ
)1/2

= ‖(−∆)σ/4ψ‖2.

Definition 3.1 A function u is a weak (L1-energy solution) to Problem (1.1) if:

• u ∈ C([0,∞) : L1(RN )), |u|m−1u ∈ L2
loc((0,∞) : Ḣσ/2(RN));

• identity (3.2) holds for every ϕ ∈ C1
0 (R

N × (0,∞));

• u(·, 0) = f almost everywhere.

For brevity we will call weak solutions the solutions obtained below according to this
definition, but the complete name weak L1-energy solution is used in the statement
to recall that we are making a very definite choice.

The main disadvantage in using this definition is that there is no formula for the
fractional Laplacian of a product, or of a composition of functions. Moreover, there is
no benefit in using compactly supported test functions since their fractional Laplacian
loses this property. To overcome these difficulties, we will use the fact that our solution
u is the trace of the solution of a local problem obtained by extending |u|m−1u to a
half-space whose boundary is our original space.

3.2 Extension Method

If g = g(x) is a smooth bounded function defined in R
N , its σ-harmonic extension to

the upper half-space, v = E(g), is the unique smooth bounded solution v = v(x, y) to

(3.3)

{
∇ · (y1−σ∇v) = 0, in R

N+1
+ ≡ {(x, y) ∈ R

N+1 : x ∈ R
N , y > 0},

v(x, 0) = g(x), x ∈ R
N .
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Then, Caffarelli and Silvestre [13] proved that

(3.4) − µσ lim
y→0+

y1−σ ∂v

∂y
= (−∆)σ/2g(x), µσ = 2σ−1Γ(σ/2)/Γ(1− σ/2).

In (3.3) the operator ∇ acts in all (x, y) variables, while in (3.4) (−∆)σ/2 acts only
on the x = (x1, · · · , xN) variables. In the sequel we denote

Lσv ≡ ∇ · (y1−σ∇v), ∂v

∂yσ
≡ µσ lim

y→0+
y1−σ ∂v

∂y
.

Operators like Lσ, with a coefficient y1−σ, which belongs to the Muckenhoupt space
of weights A2 if 0 < σ < 2, have been studied by Fabes et al. in [24]. We make use of
this theory later in the proof of positivity, see Theorem 9.1.

With the above in mind, we rewrite Problem (1.1) as a quasi-stationary problem for
w = E(|u|m−1u) with a dynamical boundary condition

(3.5)





Lσw = 0, (x, y) ∈ R
N+1
+ , t > 0,

∂w

∂yσ
− ∂|w| 1

m
−1w

∂t
= 0, x ∈ R

N , y = 0, t > 0,

w = |f |m−1f, x ∈ R
N , y = 0, t = 0.

To define a weak solution of this problem we multiply formally the equation in (3.5)
by a test function ϕ and integrate by parts to obtain

(3.6)

∫ ∞

0

∫

RN

u
∂ϕ

∂t
dxds− µσ

∫ ∞

0

∫

R
N+1
+

y1−σ〈∇w,∇ϕ〉 dxdyds = 0,

where u = |Tr(w)| 1
m
−1Tr(w). This holds on the condition that ϕ vanishes for t = 0

and also for large |x|, y and t. We then introduce the energy space Xσ(RN+1
+ ), the

completion of C∞
0 (RN+1

+ ) with the norm

(3.7) ‖v‖Xσ =

(
µσ

∫

R
N+1
+

y1−σ|∇v|2 dxdy
)1/2

.

The trace operator is well defined in this space, see below.

Definition 3.2 A pair of functions (u, w) is a weak solution to Problem (3.5) if:

• u = |Tr(w)| 1
m
−1Tr(w) ∈ C([0,∞) : L1(RN)), w ∈ L2

loc((0,∞) : Xσ(RN+1
+ ));

• identity (3.6) holds for every ϕ ∈ C1
0

(
R

N+1
+ × (0,∞)

)
;

• u(·, 0) = f almost everywhere.
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For brevity we will refer sometimes to the solution as only u, or even only w, when no
confusion arises, since it is clear how to complete the pair from one of the components,
u = |Tr(w)| 1

m
−1Tr(w), w = E(|u|m−1u).

The extension operator is well defined in Ḣσ/2(RN). It has an explicit expression
using a σ-Poisson kernel, and E : Ḣσ/2(RN ) → Xσ(RN+1

+ ) is an isometry, see [13]. The
trace operator, Tr : Xσ(RN+1

+ ) → Ḣσ/2(RN) is surjective and continuous. Actually,
we have the trace embedding

(3.8) ‖Φ‖Xσ ≥ ‖E(Tr(Φ))‖Xσ = ‖Tr(Φ)‖Ḣσ/2

for any Φ ∈ Xσ(RN).

3.3 Equivalence of the weak formulations

The key point of the above discussion is that the definitions of weak solution for our
original nonlocal problem and for the extended local problem are equivalent. Thus,
in the sequel we will switch from one formulation to the other whenever this may
offer some advantage.

Proposition 3.1 A function u is a weak solution to Problem (1.1) if and only if
(u,E(|u|m−1u)) is a weak solution to Problem (3.5).

Since E : Ḣσ/2(RN) → Xσ(RN+1
+ ) is an isometry, we have

µσ

∫

R
N+1
+

y1−σ〈∇E(ψ),∇E(ϕ)〉 =
∫

RN

(−∆)σ/4ψ (−∆)σ/4ϕ,

for every ψ, ϕ ∈ Ḣσ/2(RN). Hence the result follows immediately from the next
lemma, which states that any σ-harmonic function is orthogonal in Xσ(RN+1

+ ) to
every function with trace 0 on R

N .

Lemma 3.1 Let ψ ∈ Ḣσ/2(RN ) and Φ1,Φ2 ∈ Xσ(RN+1
+ ) such that Tr(Φ1) = Tr(Φ2).

Then

µσ

∫

R
N+1
+

y1−σ〈∇E(ψ),∇Φ1〉 = µσ

∫

R
N+1
+

y1−σ〈∇E(ψ),∇Φ2〉.

Proof. Let h = Φ1 − Φ2. Since E(ψ) is smooth for y > 0, given ε > 0 we have, after
integrating by parts,

µσ

∫ ∞

ε

∫

RN

y1−σ〈∇E(ψ),∇h〉 dxdy = µσ

∫

RN

ε1−σ ∂ E(ψ)

∂y
(x, ε)h(x, ε) dx.

The left-hand side converges to µσ

∫
R
N+1
+

y1−σ〈∇E(ψ),∇h〉, while the right hand side

tends to 0, since identity (3.4) holds in the weak sense inH−σ/2(RN ), and Tr(h) = 0.�
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4 The problem in a bounded domain

As an intermediate step in the development of the theory for Problem (1.1), we will
also consider the Cauchy-Dirichlet problem associated to the fractional PME,

(4.1)





∂u

∂t
+ (−∆)σ/2(|u|m−1u) = 0, x ∈ Ω, t > 0,

u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = f(x), x ∈ Ω,

where Ω ⊂ R
N is a smooth bounded domain, f ∈ L1(Ω). This problem has an interest

in itself.

Let us present here the main facts and results about this problem. In view of
formula (1.4), the fractional operator (−∆)σ/2 in a bounded domain can be described
in terms of a spectral decomposition. Let {ϕk, λk}∞k=1 denote an orthonormal basis of
L2(Ω) consisting of eigenfunctions of −∆ in Ω with homogeneous Dirichlet boundary
conditions and their corresponding eigenvalues. The operator (−∆)σ/2 is defined for
any u ∈ C∞

0 (Ω), u =
∑∞

k=1 ukϕk, by

(−∆)σ/2u =
∞∑

k=1

λ
σ/2
k ukϕk.

This operator can be extended by density for u in the Hilbert space

H
σ/2
0 (Ω) = {u ∈ L2(Ω) : ‖u‖2

H
σ/2
0

=

∞∑

k=1

λ
σ/2
k u2k <∞}.

Definition 4.1 A function u is a weak solution to Problem (4.1) if:

• u ∈ C([0,∞) : L1(Ω)), |u|m−1u ∈ L2
loc((0,∞) : H

σ/2
0 (Ω));

• Identity

∫ T

0

∫

Ω

u
∂ϕ

∂t
dxds−

∫ T

0

∫

Ω

(−∆)σ/4um(−∆)σ/4ϕdxds = 0

holds for every ϕ ∈ C1
0(Ω× (0, T ));

• u(·, 0) = f almost everywhere in Ω.

The hypotheses that we need in order to have existence when the spatial domain is
bounded coincide with the ones we have when the spatial domain is the whole R

N .

Theorem 4.1 Problem (4.1) has a unique weak solution if m > m∗ and f ∈ L1(Ω),
which is moreover strong, and a unique strong solution if m ≤ m∗ and f ∈ Lp(Ω)
with p > p∗(m) = (1−m)N/σ.
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As for the properties of the solutions, most of them, though not all, coincide with the
ones that hold when the domain is the whole space.

Theorem 4.2 Assume the hypotheses of Theorem 4.1, and let u be the strong solu-
tion to Problem (4.1).

(i) The solution is bounded in Ω × [τ,∞) for every τ > 0. Moreover, a formula
analogous to (2.1) holds.

(ii) As a consequence,
∫
Ω
u(x, t) dx = O(t−γp). Moreover, if 0 < m < 1 there is

extinction in finite time.

(iii) There is an L1-order-contraction property.

(iv) Any Lp-norm of the solution, 1 ≤ p ≤ ∞, is non-increasing in time.

(v) The solution depends continuously on the parameters σ ∈ (0, 2), m > m∗, and
f ∈ L1(Ω) in the norm of the space C([0,∞) : L1(Ω)).

The results of [3] imply that u ∈ Cα for m ≥ 1. Positivity for any m > 0 when the
initial data are nonnegative, and Cα regularity for m < 1 are still open problems.

The construction of a solution uses the analogous to the Caffarelli-Silvestre exten-
sion (3.3), restricted here to the upper half-cylinder CΩ = Ω × (0,∞), with null
condition on the lateral boundary, ∂Ω × (0,∞), a construction considered in [12],
[38], [10], [16]. Thus, w = E(|u|m−1u) satisfies

(4.2)





Lσw = 0, (x, y) ∈ CΩ, t > 0,
w = 0, x ∈ ∂Ω, y > 0, t > 0,

∂w

∂yσ
− ∂|w| 1

m
−1w

∂t
= 0, x ∈ Ω, y = 0, t > 0,

w = |f |m−1f, x ∈ Ω, y = 0, t = 0.

In order to define a weak solution to (4.2) we need to consider the space Xσ
0 (CΩ),

the closure of C∞
c (CΩ) with respect to the norm (3.7), with R

N+1
+ substituted by CΩ.

The extension and trace operators between H
σ/2
0 (Ω) and Xσ

0 (CΩ) satisfy the same
properties as in the case of the whole space. In fact

(
µσ

∫

CΩ

y1−σ|∇E(ϕ)|2
)1/2

= ‖E(ϕ)‖Xσ
0
= ‖ϕ‖

H
σ/2
0

= ‖(−∆)σ/4ϕ‖2 =
(∑∞

k=1 λ
σ/2
k ϕ2

k

)1/2
.

See for instance [10] for the explicit expression of E(ϕ) in terms of the coefficients ϕk.

Definition 4.2 A pair of functions (u, w) is a weak solution to Problem (4.2) if:

• u = |Tr(w)| 1
m
−1Tr(w) ∈ C([0,∞) : L1(Ω)), w ∈ L2

loc((0,∞) : Xσ
0 (CΩ));

12



• identity
∫ ∞

0

∫

Ω

u
∂ϕ

∂t
dxds− µσ

∫ ∞

0

∫

CΩ

y1−σ〈∇w,∇ϕ〉 dxdyds = 0,

holds for every ϕ = ϕ(x, y, t) such that ϕ ∈ C1
0 (Ω× [0,∞)× (0,∞));

• u(·, 0) = f almost everywhere in Ω.

As it happens for the case where Ω = R
N , the two definitions of weak solution,

Definitions 4.1 and 4.2, are equivalent.

Remark. The space H
σ/2
0 (Ω) can also be defined by interpolation, see [32]. We notice

that, though for 1 < σ < 2 the solutions are zero almost everywhere at the boundary,
for 0 < σ ≤ 1 the functions in H

σ/2
0 (Ω) do not have a trace, [32]. Therefore, the

boundary condition must be understood in a weak sense, see also [12] for the case
σ = 1.

5 Some functional inequalities

In this section we gather some functional inequalities related with the fractional Lapla-
cian, both in the whole space or in a bounded domain, that will play an important
role in the sequel. The first one, Strook-Varopoulos’ inequality, is well known in the
theory of sub-Markovian operators [33]. Nevertheless, we give a very short proof using
the extension operator that makes apparent the power of this technique.

Lemma 5.1 (Strook-Varopoulos’ inequality) Let 0 < γ < 2, q > 1. Then

(5.1)

∫

RN

(|v|q−2v)(−∆)γ/2v ≥ 4(q − 1)

q2

∫

RN

∣∣(−∆)γ/4|v|q/2
∣∣2

for all v ∈ Lq(RN) such that (−∆)γ/2v ∈ Lq(RN ).

Proof. Using property (3.1) and Lemma 3.1, we get
∫

RN

(|v|q−2v)(−∆)γ/2v =

∫

RN

(−∆)γ/4(|v|q−2v)(−∆)γ/4v

= µγ

∫

R
N+1
+

y1−γ〈∇(|E(v)|q−2
E(v)),∇E(v)〉

= µγ
4(q − 1)

q2

∫

R
N+1
+

y1−γ|∇(|E(v)|q/2)|2

≥ 4(q − 1)

q2

∫

RN

∣∣(−∆)γ/4|v|q/2
∣∣2 .

In the last step we get only inequality because the function |E(v)|q/2 is not necessarily
γ-harmonic. �

With the same technique a generalization of (5.1) can be proved.

13



Lemma 5.2 Let 0 < γ < 2. Then

(5.2)

∫

RN

ψ(v)(−∆)γ/2v ≥
∫

RN

∣∣(−∆)γ/4Ψ(v)
∣∣2

whenever ψ′ = (Ψ′)2.

Proof. Use the extension method and the property 〈∇ψ(w),∇w〉 = |∇Ψ(w)|2. �

In order to prove our second inequality we need the well-known Hardy-Littlewood-
Sobolev’s inequality [25], [37], [31]: for every v such that (−∆)γ/2v ∈ Lr(RN), 1 <
r < N/γ, 0 < γ < 2, it holds

(5.3) ‖v‖r1 ≤ c(N, r, γ)‖(−∆)γ/2v‖r,

r1 =
Nr

N−γr
. Putting for instance r = 2, γ = σ/2, we obtain the inclusion Ḣσ/2(RN) →֒

L
2N

N−σ (RN ) whenever N > σ. What happens for N = 1 ≤ σ < 2? Or more generally,
for r ≥ N/γ? We answer this question in the next lemma.

Lemma 5.3 (Nash-Gagliardo-Nirenberg type inequality) Let p ≥ 1, r > 1,
0 < γ < min{N, 2}. There is a constant C = C(p, r, γ, N) > 0 such that for any
v ∈ Lp(RN) with (−∆)γ/2v ∈ Lr(RN) we have

(5.4) ‖v‖α+1
r2

≤ C‖(−∆)γ/2v‖r ‖v‖αp ,

where r2 =
N(rp+r−p)
r(N−γ)

, α = p(r−1)
r

.

Proof. We use (5.1). Estimate now the left hand side of this inequality using
inequality (5.3), and the right hand side with Hölder’s inequality, to get (5.4). �

Notice that, for r = 2 and γ = σ/2, this corresponds to using inequality (5.3) for
the space Ḣσ/4(RN) instead of Ḣσ/2(RN), thus allowing all values of σ ∈ (0, 2) even
in the case N = 1.

Inequalities of this kind are already available [8]. However, this particular one is,
up to our knowledge, new. Let us explain in more detail the consequences of this
inequality in relation to (5.3).

Assume first that N > γr. Hardy-Littlewood-Sobolev’s inequality (5.3) implies
that if (−∆)γ/2v ∈ Lr then v ∈ Lr1 . Assuming also v ∈ Lp, then (5.4) gives that
v ∈ Lr1 ∩ Lr2 , which is always stronger that v ∈ Lr1 ∩ Lp. Both results coincide in
the case p = r1 = r2.

If on the contrary N ≤ γr, we cannot apply Hardy-Littlewood-Sobolev, but (5.4)
gives that v ∈ Lp ∩ Lr2 .

We now consider the case of a bounded domain Ω ⊂ R
N . The characterization of

the fractional Laplacian in terms of the extension to the half-cylinder CΩ allows us to
repeat the proofs of Lemmas 5.1 and 5.2 in the case where the domain is bounded.
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Lemma 5.4 Strook-Varopoulos’ inequalities (5.1) and (5.2) hold true with R
N sub-

stituted by Ω ⊂ R
N bounded.

On the other hand, let v ∈ H
σ/2
0 (Ω). Consider its σ-extension w = E(v), (σ = 2γ),

and let w̃ be the extension of w by zero outside the half-cylinder. Then we have the
estimate, see [10], [19],

µσ

∫

R
N+1
+

y1−σ|∇w̃|2 ≥ S(σ,N)

(∫

RN

|Tr(w̃)| 2N
N−σ

)N−σ
N

.

i.e.,

(5.5) µσ

∫

Ω

y1−σ|∇w|2 ≥ S(σ,N)

(∫

Γ

|v| 2N
N−σ

)N−σ
N

.

The left hand side equals ‖(−∆)γ/2v‖22. That is, we have obtained inequality (5.3) in
the case r = 2.

From this point, we can repeat the proof of Lemma 5.3, which only uses the case
just proved and Hölder’s inequality, thus obtaining inequality (5.4) also for a bounded
domain.

More important is the following application.

Lemma 5.5 (Sobolev type inequality) Let Ω ⊂ R
N be a bounded domain, and

let v be such that (−∆)γ/2v ∈ Lr(Ω), N ≥ 1, 0 < γ < 2. Then we have

(5.6) ‖v‖q ≤ C(q, r, N, γ)‖(−∆)γ/2v‖r

for every 1 ≤ q ≤ Nr
N−γr

if N > γr, or for every q ≥ 1 if γ < N ≤ γr.

Proof. If N > γr we just apply (5.4) with p = Nr
N−γr

, and apply Hölder’s inequality

for the exponents 1 ≤ q < Nr
N−γr

. If γ < N ≤ γr, and given any q > N
N−γ

, we

apply (5.4), this time with s = Nq
N+γq

< N
γ
≤ r instead of r, and p = q. We end again

with Hölder’s inequality for the exponents 1 ≤ q ≤ N
N−γ

. �

6 Uniqueness

In this section we prove the uniqueness parts of Theorems 2.1 and 2.3.

Notations. We will use the simplified notation um for data of any sign, instead of
the actual “odd power” |u|m−1u. In the same way, w1/m will stand for |w| 1

m
−1w. In

addition, ‖ · ‖p will denote the norm ‖ · ‖Lp(RN ) or ‖ · ‖Lp(Ω).
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6.1 m > m∗. Uniqueness of weak solutions

Theorem 6.1 Let f ∈ L1(RN) and m > m∗. Problem (1.1) has at most one weak
solution.

Proof. We adapt the classical uniqueness proof due to Oleinik [34]. This will require
u ∈ Lm+1(RN ×(0, T )), which will be true if m > m∗. To prove this we apply Hölder’s
inequality twice, first in space and then in time, using inequality (5.3). Assume first
N > σ. We have

∫ T

0

∫

RN

|u|m+1 dxdt ≤
∫ T

0

( ∫

RN

|u| dx
)β

(

∫

RN

|u| 2Nm
N−σ dx

)1−β

dt

≤ CTR
N

max
t∈[0,T ]

‖u(·, t)‖β1
[ ∫ T

0

(∫

RN

|u| 2Nm
N−σ dx

)N−σ
N

dt
]1−γ

,

where β = N(m−1)+σ(m+1)
N(2m−1)+σ

and γ = N(m−1)+σ
N(2m−1)+σ

. Observe that m > m∗ implies β, γ ∈
(0, 1). Applying now inequality (5.3), we get

∫ T

0

∫

RN

|u|m+1 dxdt ≤ C
[ ∫ T

0

‖um(·, t)‖2
Ḣσ/2 dt

]1−γ

≤ C.

In the case N = 1 and 1 ≤ σ < 2 the computation is similar. But we have to use the
Nash-Gagliardo-Nirenberg type inequality (5.4) instead to get the same conclusion.
What we get in this case is
∫ T

0

∫

RN

|u|m+1 dxdt ≤
(∫ T

0

(∫

RN

|u| dx
) δ

γ
dt

)γ (∫ T

0

(∫

RN

|u| 2m+1
2−σ dx

)2−σ

dt

)1−γ

≤ CT γ max
t∈[0,T ]

‖u(·, t)‖δ+1−γ
1

(∫ T

0

‖um(·, t)‖2
Ḣσ/2 dt

)1−γ

≤ C,

where now δ = σ(m+1)−1
2m−1+σ

and γ = m−1+σ
2m−1+σ

.

We now proceed with the core of the proof. Let u and ũ be two weak solutions to
Problem (1.1). We take the following function as test in the weak formulation

ϕ(x, t) =

∫ T

t

(um − ũm)(x, s) ds, 0 ≤ t ≤ T,

with ϕ ≡ 0 for t ≥ T . We have
∫ T

0

∫

RN

(u− ũ)(x, t)(um − ũm)(x, t) dxdt

+

∫ T

0

∫

RN

(−∆)σ/4(um − ũm)(x, t)

∫ T

t

(−∆)σ/4(um − ũm)(x, s) ds dxdt = 0.

Integration of the second term gives
∫ T

0

∫

RN

(u− ũ)(x, t)(um − ũm)(x, t) dxdt

+
1

2

∫

RN

(∫ T

0

(−∆)σ/4(um − ũm)(x, s) ds

)2

dx = 0.
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Since both integrands are nonnegative, they must be identically zero. Therefore,
u = ũ. �

Remark. The same proof works without any restriction on the exponent m provided
u ∈ Lm+1(RN × (τ, T )).

6.2 m ≤ m∗. Uniqueness of strong solutions

Weak solutions satisfy the equation in (1.1) in the sense of distributions. Hence, if
the left hand side is a function, the right hand side is also a function and the equation
holds almost everywhere. This fact allows to prove several important properties,
among them uniqueness for m ≤ m∗, and hence motivates the following definition.

Definition 6.1 We say that a weak solution u to Problem (1.1) is a strong solution
if ∂tu ∈ L∞((τ,∞) : L1(RN)), for every τ > 0.

In the case of strong solutions the uniqueness result also provides a comparison
principle. The following uniqueness proof is valid for all values of m > 0.

Theorem 6.2 Let m > 0. If u1, u2, are strong solutions to Problem (1.1) with
initial data f1, f2 ∈ L1(RN ), then, for every 0 ≤ t1 < t2 it holds

(6.1)

∫

RN

(u1 − u2)+(x, t2) dx ≤
∫

RN

(u1 − u2)+(x, t1) dx.

Proof. Let p ∈ C1(R) ∩ L∞(R) be such that p(s) = 0 for s ≤ 0, p′(s) > 0 for s > 0
and 0 ≤ p ≤ 1, and let j be such that j′ =

√
p′, j(0) = 0. We will choose p as an

approximation to the sign function.

Let us first assume that t1 > 0. We subtract the equations satisfied by u1 and u2,
multiply by the function ϕ = p(um1 − um2 ), and integrate by parts to get

∫ t2

t1

∫

RN

∂(u1 − u2)

∂t
p(um1 − um2 ) = −

∫ t2

t1

∫

RN

(−∆)σ/2(um1 − um2 )p(u
m
1 − um2 ).

We now apply the generalized Strook-Varopoulos inequality (5.2), to get

∫ t2

t1

∫

RN

∂(u1 − u2)

∂t
p(um1 − um2 ) ≤ −C

∫ t2

t1

∫

RN

|(−∆)σ/4j(um1 − um2 )|2 ≤ 0.

We end by letting p tend to the sign function. The case t1 = 0 is obtained passing to
the limit. �

For the problem posed in a bounded domain, the above proofs of uniqueness work
without any change.
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7 Existence for bounded initial data

Crandall and Pierre developed in [22] an abstract approach to study evolution equa-
tions of the form ∂tu+Aϕ(u) = 0 when A is an m-accretive operator in L1 and ϕ is a
monotone increasing real function. This allows to obtain a so-called mild solution us-
ing Crandall-Liggett’s Theorem. Our problem falls within this framework. However,
such an abstract construction does not give enough information to prove that the
mild solution is in fact a weak solution, in other words, to identify the solutions in a
differential sense. We will use an alternative approach to construct the mild solution
whose main advantage is precisely that it provides enough estimates to show that it
is a weak solution, and later that it is strong.

In order to develop the theory for Problem (1.1), we will approximate the initial data
f by a sequence fn ∈ L1(RN) ∩ L∞(RN), and use a contraction property in order to
pass to the limit. Hence, our first task is to obtain existence for integrable, bounded
initial data. This is the goal of the present section

We will construct solutions by means of Crandall-Liggett’s Theorem [21], which is
based on an implicit in time discretization. Hence, we will have to deal with the
elliptic problem

(7.1)





Lσw = 0 in R
N+1
+ ,

− ∂w

∂yσ
+ w1/m = g on R

N .

Equalities on R
N have to be understood in the sense of traces. To show existence of

a weak solution for this problem we approximate the domain R
N+1
+ by half-cylinders,

BR × (0,∞), with zero data at the lateral boundary, ∂BR × (0,∞). We recall that
in the case σ = 1 a similar construction is performed in [35], though there half-balls
were used instead of half-cylinders.

Now we have two choices: either we first pass to the limit in the discretization, to
obtain a solution of the parabolic problem in the ball BR, and then pass to the limit
R → ∞; or we first pass to the limit in R to obtain a solution of the elliptic problem
in the whole space and then pass to limit in the discretization. We will follow both
approaches (each of them has its own advantages) and will later prove that both of
them produce the same solution.

Instead of just considering problems in balls we will analyze the case of any bounded
open domain Ω ⊂ R

N , since it has independent interest.

7.1 Problem in a bounded domain

In order to check that the hypotheses of Crandall-Liggett’s theorem hold, we have
to prove existence of a weak solution w of (7.1) (defined in the standard way) and
contractivity of the map g 7→ w1/m(·, 0) in the norm of L1(Ω) for the elliptic problem
for all g ∈ L∞(Ω).
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Theorem 7.1 Let Ω ⊂ R
N be a bounded domain. For every g ∈ L∞(Ω) there exists

a unique weak solution w ∈ Xσ
0 (CΩ) to Problem (7.1). It satisfies ‖w(·, 0)‖∞ ≤ ‖g‖m∞.

Moreover, there is a T -contraction property in L1: if w and w̃ are the solutions
corresponding to data g and g̃, then

(7.2)

∫

Ω

[
w1/m(x, 0)− w̃1/m(x, 0)

]
+
dx ≤

∫

Ω

[g(x)− g̃(x)]+ dx.

Proof. The existence of a weak solution, i.e., a function w ∈ Xσ
0 (CΩ) satisfying

(7.3) µσ

∫

CΩ

y1−σ〈∇w,∇ϕ〉+
∫

Ω

v1/mϕ−
∫

Ω

gϕ = 0,

v = Tr(w), for every test function ϕ, is obtained in a standard way by minimizing
the functional

J(w) =
µσ

2

∫

CΩ

y1−σ|∇w|2 + m

m+ 1

∫

Ω

|v|m+1
m −

∫

Ω

vg.

This functional is coercive in Xσ
0 (CΩ). Indeed, the first term ‖w‖2Xσ

0
, and is using

Hölder’s inequality, we have
∣∣∣∣
∫

Ω

vg

∣∣∣∣ ≤ ‖v‖ 2N
N−σ

‖g‖ 2N
N+σ

≤ ε‖v‖22N
N−σ

+
1

ε
‖g‖22N

N+σ
.

Now, the trace embedding (5.5) implies

(7.4) J(w) ≥ C1‖w‖2Xσ
0
− C2.

For N = 1 ≤ σ < 2 we use inequality (5.6) instead. In fact, putting q = r = 2,
γ = σ/2, we get ‖w‖Xσ

0
≥ C‖v‖2. We obtain again (7.4).

We now establish contractivity of solutions to Problem (7.1) in L1(Ω). Let w and w̃
be the solutions corresponding to data g and g̃. If we consider in the weak formulation
the test function ϕ = p(w − w̃), where p is any smooth monotone approximation of
the sign function, 0 ≤ p(s) ≤ 1, p′(s) ≥ 0, we get

µσ

∫

CΩ

y1−σp′(w−w̃)|∇(w−w̃)|2+
∫

Ω

(w1/m−w̃1/m) p(w−w̃)−
∫

Ω

(g− g̃) p(w−w̃) = 0.

Passing to the limit, we obtain
∫

Ω

(w1/m − w̃1/m)+ ≤
∫

Ω

(g − g̃) sign(w − w̃) ≤
∫

Ω

(g − g̃)+ .

In particular, under the assumption g ≥ 0 we have w(·, 0) ≥ 0. Standard comparison
gives now w ≥ 0 in CΩ. In the same way we can establish a contractivity property for
subsolutions and supersolutions to the problem with nontrivial, on Ω×(0,∞), bound-
ary condition. We thus may take the constant function g̃ = ‖g‖∞ as a supersolution,
to get ‖w1/m‖∞ ≤ ‖g‖∞. We also deduce the estimate

(7.5) µσ

∫

CΩ

y1−σ|∇w|2 ≤
∫

Ω

gw ≤ C.
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We now construct a solution to the parabolic problem in the bounded domain.

Theorem 7.2 Let Ω ⊂ R
N bounded. For every f ∈ L∞(Ω) there exists a weak

solution (u, w) to Problem (3.5) with u(·, t) ∈ L∞(Ω) for every t > 0 and w ∈
L2([0, T ];Xσ

0 (CΩ)). Moreover, the following contractivity property holds: if (u, w),

(ũ, w̃) are the constructed weak solutions corresponding to initial data f, f̃ , then

(7.6)

∫

Ω

[u(x, t)− ũ(x, t)]+ dx ≤
∫

Ω

[f(x)− f̃(x)]+ dx.

In particular a comparison principle for constructed solutions is obtained.

Proof. Crandall-Liggett’s result only provides us in principle with an abstract type of
solution called mild solution. However, we know that (7.3) and (7.5) hold, from where
it is standard to show that the mild solution is in fact weak, see for example [35].
We recall the main idea: For each time T > 0 we divide the time interval [0, T ] in
n subintervals. Letting ε = T/n, we construct the pair function (uε, wε) piecewise
constant in each interval (tk−1, tk], where tk = kε, k = 1, · · · , n, as the solutions to
the discretized problems





Lσwε,k = 0 in CΩ,

ε
∂wε,k

∂yσ
= w

1/m
ε,k − uε,k−1 on Ω,

with uε,k−1 = w
1/m
ε,k−1(·, 0), uε,0 = f . The mild solution is obtained by letting ε → 0.

We still have to check that it is a weak solution.

Crandall-Ligget’s Theorem gives that uε converges in L1(Ω) to some function u ∈
C([0,∞) : L1(Ω)). Moreover, ‖wε‖∞ ≤ ‖f‖m∞. Hence, wε converges in the weak-∗
topology to some function w ∈ L∞(CΩ × [0,∞]). On the other hand, multiplying the
equation by wε,k, integrating by parts, and applying Young’s inequality, we obtain

1

(m+ 1)

∫

Ω

|uε(x, t)|m+1 dx+ µσ

∫ T

0

∫

CΩ

y1−σ|∇wε(x, t)|2 dxdydt

≤ 1

(m+ 1)

∫

Ω

|f(x)|m+1 dx.

Passing to the limit, the following estimate is obtained for the weighted norm of |∇w|,

µσ

∫ T

0

∫

CΩ

y1−σ|∇w(x, t)|2 dxdydt ≤ 1

(m+ 1)

∫

Ω

|f(x)|m+1 dx,

and therefore w ∈ L2([0, T ];Xσ
0 (CΩ)). Now, choosing appropriate test functions, as

in [35], it follows that we can pass to the limit in the elliptic weak formulation to get
the identity of the parabolic weak formulation.

The contractivity obtained in each step is inherited in the limit. �

20



7.2 The problem in the whole space

Theorem 7.3 For every f ∈ L1(RN) ∩ L∞(RN) there exists a weak solution (u, w)
to Problem (3.5). This solution satisfies u(·, t) ∈ L1(RN) ∩ L∞(RN) for every t > 0,
and w ∈ L2([0, T ] : Xσ(RN+1

+ )). Moreover, the following contractivity property holds:

if (u, w), (ũ, w̃) are the constructed weak solutions corresponding to initial data f, f̃ ,
then

(7.7)

∫

RN

[u(x, t)− ũ(x, t)]+ dx ≤
∫

RN

[f(x)− f̃(x)]+ dx.

In particular a comparison principle for constructed solutions is obtained.

Proof. Let us comment briefly the two constructions of the solution.

Take to begin with as domain Ω = BR, the ball of radius R centered at the origin, and
let wR(fR) be the corresponding solution to problem (7.1) with datum fR = f · χBR

.
Passing to the limit R → ∞ we obtain a weak solution w to the elliptic problem in the
upper half-space R

N+1
+ . Now we can follow the technique described above using the

time discretization scheme thus obtaining a weak solution, whose trace on {y = 0} we
call U = U(f). This is the mild solution produced by the Crandall-Liggett theorem
and as such is unique. The contractivity property (7.7) follows from (7.6).

As to the second construction, we use the weak solution uR(fR) to the parabolic
problem posed in the ball BR, as obtained in Theorem 7.2. In the study of this limit
we first treat the case where f ≥ 0 and fR approximates f from below. Then, the
family of solutions uR(fR) is monotone in R and also uR(fR) ≤ U(f) follows from
simple comparison. In this way we ensure the existence of

ũ(x, t) = lim
R→∞

uR(x, t)

It is easy to prove that ũ is also a weak solution with initial data f and ũ(f) ≤ U(f).
The equivalence of the two solutions depends on the already proved uniqueness result,
see the remark after Theorem 6.1.

In the general case where f changes sign, we use comparison with the construction
for f+ and f− to show that the family uR(f) is bounded uniformly and then use
compactness to pass to the limit and obtain a weak solution. Again we end by
checking that ũ = U . �

Remark. Since we have uniqueness, as a byproduct of the limit processes of con-
struction we get the following estimates for weak solutions with initial data f ∈
L1(RN) ∩ L∞(RN):

‖u(·, t)‖1 ≤ ‖f‖1, ‖u(·, t)‖∞ ≤ ‖f‖∞.

Remark. In the course of the proof we have obtained a unique weak solution to the
nonlocal nonlinear elliptic problem

(7.8) u+ (−∆)σ/2um = g in Ω
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for every g ∈ L1(Ω) ∩ L∞(Ω), both for Ω = R
N and for Ω a bounded domain with

homogeneous Dirichlet condition. This weak solution satisfies u ∈ L1(Ω) ∩ L∞(Ω).

8 Existence for general data

We prove here existence for data f ∈ L1(RN ). The idea is to approximate the initial
data by a sequence of bounded integrable functions and then pass to the limit in
the approximate problems. The key tools needed to pass to the limit are the L1-
contraction property and the smoothing effect. As a preliminary step we must show
that the approximate solutions are strong.

8.1 Strong solutions

We prove here that the bounded weak solutions constructed in the previous section
are actually strong solutions. We remark that the proof does not require boundedness
of the solutions, but a control of the L1 norm of the time-increment quotients. Hence
the property will be true for the general solutions constructed next by approximation.

We start by proving something weaker, namely that ∂tu is a Radon measure.

Proposition 8.1 Let u be the weak solution constructed in Theorem 7.3. Then ∂tu
is a bounded Radon measure.

Proof. If m = 1, a direct computation using the representation in terms of the kernel
yields

(8.1)

∥∥∥∥
∂u

∂t
(·, t)

∥∥∥∥
1

≤ 2N

σt
‖f‖1.

If m 6= 1, following step by step the proof for the PME case, see [4] or [39], we get
that the time-increment quotients of u are bounded in L1(RN),

(8.2)

∫

RN

1

h

∣∣∣u(x, t+ h)− u(x, t)
∣∣∣ dx ≤ 2

|m− 1|t ‖f‖1 + o(1)

as h→ 0. Hence, the limit ∂tu must be a Radon measure. �

The next step is to show that the time derivative of a certain power of u is an L2
loc

function.

Lemma 8.1 The function z = u
m+1

2 satisfies ∂tz ∈ L2
loc(R

N × (0,∞)).

Proof. If we could use ∂tw as test function, we would obtain

−µσ

∫ t

0

∫

R
N+1
+

y1−σ〈∇(∂w/∂t),∇w〉 dxdydt =
∫ t

0

∫

RN

(∂tz)
2dxdt,
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from where we would get ∂tz ∈ L2(RN × [0, T ]). Though ∂tw is not admissible as
a test function, we can work with the Steklov averages to arrive to the same result,
following [6]. For any g ∈ L1

loc(R
N) we define the average

gh(x, t) =
1

h

∫ t+h

t

g(x, s) ds.

We see that

∂tg
h =

g(x, t+ h)− g(x, t)

h

almost everywhere. Since for our solution we have ∂tu
h ∈ L1(RN), we can write the

weak formulation of solution in the form
∫ t

0

∫

RN

∂tu
hϕdxds = −µσ

∫ t

0

∫

R
N+1
+

y1−σ〈∇wh,∇ϕ〉 dxdyds.

Let now choose the test function, ϕ = ζ∂tw
h, where ζ = ζ(t) ≥ 0. Then the above

identity becomes
∫ t

0

∫

RN

ζ∂tu
h∂(um)h dxds = −µσ

∫ t

0

∫

R
N+1
+

y1−σζ〈∇wh,∇∂twh〉 dxdyds

=
1

2
µσ

∫ t

0

∫

R
N+1
+

y1−σζ ′|∇wh|2 dxdyds ≤ C.

We end by using the inequality (um)h uh ≥ c [(u
m+1
2 )h]2, see for instance [35], and

passing to the limit h→ 0. �

We finally prove that u is an L1
loc function, and hence that ∂tu ∈ L∞((τ,∞) : L1(RN))

for all τ > 0. Therefore, u is a strong solution.

Theorem 8.1 If u is a weak solution to Problem (1.1) such that ∂tu is a Radon
measure, then u is a strong solution.

Proof. The first step is to prove that ∂tu ∈ L1
loc(R

N × (0,∞)). This follows imme-

diately from Theorem 1.1 in [6], once we know that ∂t

(
u

m+1
2

)
∈ L2

loc(R
N × (0,∞)),

see Lemma 8.1. Having proved that ∂tu is a function, estimate (8.2) implies
∥∥∥∥
∂u

∂t
(·, t)

∥∥∥∥
1

≤ 2

|m− 1|t ‖f‖1, m 6= 1,

while we have the estimate (8.1) for m = 1. �

We end this subsection with two more estimates that will be useful in the sequel.

Multiplying the equation by um and integrating in space and time, (recall that u is
a strong solution), we obtain
(8.3)∫ t

0

∫

RN

|(−∆)σ/4um|2 dxds+ 1

m+ 1

∫

RN

|u|m+1(x, t) dx =
1

m+ 1

∫

RN

|f |m+1 dx.
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Thus, we control the norm in L2((0,∞) : Ḣσ/2(RN)) of um in terms of the initial
data.

Proposition 8.2 In the hypotheses of Theorems 2.1 or 2.3, if f ∈ Lm+1(RN), then
the solution to Problem (1.1) satisfies

(8.4)

∫ ∞

0

‖um(·, t)‖2
Ḣσ/2 dt ≤

1

m+ 1
‖f‖m+1

m+1.

Another easy consequence of (8.3) is that the norm ‖u(·, t)‖m+1 is nonincreasing in
time. In fact, this is true for all Lp norms.

Proposition 8.3 In the hypotheses of Theorems 2.1 or 2.3, any Lp norm, 1 ≤ p ≤
∞, of the solution to Problem (1.1) is nonincreasing in time.

Proof. We multiply the equation by |u|p−2u with p > 1, and integrate in R
N . Using

Strook-Varopoulos inequality (5.1), we get

d

dt

∫

RN

|u|p(x, t) dx = −p
∫

RN

(−∆)σ/2(|u|m−1u)|u|p−2u

≤ −C
∫

RN

∣∣∣(−∆)σ/4|u|m+p−1
2

∣∣∣
2

≤ 0.

The limit cases p = 1 and p = ∞ were obtained from the elliptic approximation. �

Remark. The previous result can be easily generalized substituting the power |u|p by
any nonnegative convex function ψ(u), using (5.2). Thus we obtain

d

dt

∫

RN

ψ(u)(x, t) dx ≤ −
∫

RN

∣∣(−∆)σ/4Ψ(u)
∣∣2 ≤ 0,

where Ψ(u) =
∫ |u|

0

√
msm−1ψ′′(s) ds.

8.2 Smoothing effect

As a first step we obtain a bound of the L∞ norm in terms of the Lp norm of the initial
datum for every p > 1, with the additional condition p > p∗(m) = (1−m)N/σ if 0 <
m < m∗. The important observation, that will be used in the next subsection when
passing to the limit for general data, is that the estimates do no depend qualitatively
on the L∞ norm of the initial value.

Theorem 8.2 Let 0 < σ < 2, m > 0, and take p > max{1, (1−m)N/σ}. Then for
every f ∈ L1(RN) ∩ L∞(RN), the solution to Problem (1.1) satisfies

(8.5) sup
x∈RN

|u(x, t)| ≤ C t−γp‖f‖δpp

with γp = (m− 1 + σp/N)−1 and δp = σpγp/N , the constant C depending on m, p, σ
and N .
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Proof. We use a classical parabolic Moser iterative technique.

Let t > 0 be fixed, and consider the sequence of times tk = (1− 2−k)t. We multiply
the equation in (1.1) by |u|pk−2u, pk ≥ p0 > 1, and integrate in R

N × [tk, tk+1]. As in
the proof of Proposition 8.3, using (5.1) and the decay of the Lp norms we get

‖u(·, tk)‖pkpk ≥ 4mpk(pk − 1)

(pk +m− 1)2

∫ tk+1

tk

‖(−∆)σ/4|u|
pk+m−1

2 (·, τ)‖22 dτ

≥ 1

dk‖u(·, tk)‖pkpk

∫ tk+1

tk

‖u(·, τ)‖pkpk‖(−∆)σ/4|u|
pk+m−1

2 (·, τ)‖22 dτ.

The constant dk depends on p0 (as well as on m and N , but not on σ). We now use
the Nash-Gagliardo-Nirenberg type inequality (5.4) with r = pk +m−1 an use again
the decay of the Lp norms to obtain

∫ tk+1

tk

‖u(·, τ)‖pkpk‖(−∆)σ/4|u|
pk+m−1

2 (·, τ)‖22 dτ ≥ C

∫ tk+1

tk

‖u(·, τ)‖2pk+m−1
N(2pk+m−1)

2N−σ

dτ

≥ C2−kt‖u(·, tk+1)‖2pk+m−1
N(2pk+m−1)

2N−σ

.

Summarizing, we have

‖u(·, tk+1)‖pk+1
≤ (2kd′kt

−1)
s

2pk+1 ‖u(·, tk)‖
spk
pk+1
pk ,

where pk+1 = s(pk +
(m−1)

2
), s = 2N

2N−σ
> 1.

First of all we observe that taking as starting exponent p0 = p > (1−m)N/σ (and
p > 1) it is easy to obtain the value of the sequence of exponents,

pk = A(sk − 1) + p, A = p− (1−m)N

σ
> 0.

In particular we get pk+1 > pk, with limk→∞ pk = ∞. Observe also that min{1, m} ≤
pk

pk+m−1
≤ max{1, m}. This implies that the coefficient in the above estimate can be

bounded by c
k

pk+1 , for some c = c(m, p,N, σ). Now, if we denote Uk = ‖u(·, tk)‖pk , we
have

Uk+1 ≤ c
k

pk+1 t
− s

2pk+1U
spk
pk+1

k .

This implies Uk ≤ cαkt−βkU δk
0 , with the exponents

αk =
1

pk

k−1∑

j=1

(k − j)sj → N(N − σ)

σ2A
, βk =

1

2pk

k∑

j=1

sj → N

Aσ
, δk =

skp

pk
→ p

A
.

We conclude that

‖u(·, t)‖∞ = lim
k→∞

Uk ≤ Ct−
N
AσU

p
A
0 = Ct−

N
(m−1)N+pσ ‖f‖

pσ
(m−1)N+pσ
p .
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Remark. When σ < N , which is always the case if N ≥ 2, we may use the Hardy-
Littlewood-Sobolev’s inequality (5.3) instead of the Nash-Gagliardo-Nirenberg type
inequality (5.4) to arrive at the same result.

The constant in the previous calculations blows up both as p→ p∗(m), 0 < m ≤ m∗,
or as p → 1+ in the case m > m∗. Nevertheless, in this last case an iterative
interpolation argument allows to obtain the desired L1-L∞ smoothing effect.

Corollary 8.1 Let 0 < σ < 2, m > m∗. Then for every f ∈ L1(RN)∩L∞(RN), the
solution to Problem (3.5) satisfies

(8.6) sup
x∈RN

|u(x, t)| ≤ C t−γ‖f‖δ1

with γ = γ1 = (m − 1 + σ/N)−1 and δ = δ1 = σγ/N , the constant C depending on
m, N and σ.

Proof. Putting τk = 2−kt, estimate (8.5) with p = 2 for instance (for which it is
valid if m > m∗), applied in the interval [τ1, τ0] gives

‖u(·, t)‖∞ ≤ c (t/2)−γ2‖u(·, τ1)‖
2σγ2
N

2 ≤ c (t/2)−γ2‖u(·, τ1)‖
σγ2
N

1 ‖u(·, τ1)‖
σγ2
N

∞ .

We now apply the same estimate in the interval [τ2, τ1], thus getting

‖u(·, t)‖∞ ≤ C (t/2)−γ2‖u(·, τ1)‖
σγ2
N

1

(
C (t/4)−γ2‖u(·, τ2)‖

2σγ2
N

2

)σγ2
N

.

Iterating this calculation in [τk, τk−1], using Proposition 8.3, we obtain

‖u(·, t)‖∞ ≤ Cak2bkt−dk‖u(·, 0)‖ek1 ‖u(·, τk)‖fk2 .

Using the fact that m > m∗ implies γ2σ
N

= σ
(m−1)N+2σ

< 1, we see that the exponents
satisfy, in the limit k → ∞,

ak =

k−1∑

j=0

(γ2σ
N

)j
→ (m− 1)N + 2σ

(m− 1)N + σ
=
γ1σ

N
+ 1 ,

bk =

k−1∑

j=0

γ2(j + 1)
(γ2σ
N

)j
→ (m− 1)N + 2σ

((m− 1)N + σ)2
,

dk = γ2ak →
N

(m− 1)N + σ
= γ1 ,

ek = ak − 1 → γ1σ

N
,

fk = 2
(γ2σ
N

)k
→ 0 .

26



�

Remark. Since the Lp norm is nonincreasing, an Lr decay is obtained again by
interpolation, for any r ≥ p ≥ 1,

‖u‖r ≤ ct−
(r−p)N

r((m−1)N+pσ) ‖f‖
p((m−1)N+rσ)
r((m−1)N+pσ)
p .

8.3 Passing to the limit. Existence of strong solutions

We first prove the existence of a strong solution for the case of initial data with
improved regularity.

Theorem 8.3 Let σ ∈ (0, 2) and m > 0. Then for every f ∈ L1(RN ) if m > m∗ or
f ∈ L1(RN)∩Lp(RN) with p > p∗(m) = (1−m)N/σ if m ≤ m∗, there exists a strong
solution to Problem (1.1).

Proof. Let {fk} ⊂ L1(RN) ∩ L∞(RN) be a sequence of functions converging to f
in L1, and let {uk} be the sequence of the corresponding solutions. Thanks to the
L1-contraction property, we know that uk(·, t) → u(·, t) in L1(RN ) for all t > 0 for
some function u. Moreover, nonlinear Semigroup Theory guarantees that uk → u in
C([0,∞) : L1(RN)) [20], [23].

Consider a fixed time τ > 0. Using the smoothing effect and the estimate (8.4), we
have uk ∈ L∞(RN × [τ,∞)) and umk ∈ L2((τ,∞) : Ḣσ/2(RN)), both uniformly in k.
Thus the limit u is a weak solution to Problem (1.1) for every t ≥ τ . We now want
to go down to τ = 0. This follows from the L1-contraction and the L1-continuity. In
fact
∫

RN

|u(x, t)− f(x)| dx ≤
∫

RN

|u(x, t)− uk(x, t)| dx+
∫

RN

|uk(x, t)− fk(x)| dx

+

∫

RN

|fk(x)− f(x)| dx.

The fact that u is a strong solution is now an immediate consequence of Theo-
rem 8.1. �

As a byproduct, and using the uniqueness results, Theorems 6.1 and 6.2, we obtain
the L1-ordered contraction for the limit solution: given u and ũ two weak solutions
to Problem (1.1), then for every 0 ≤ t1 < t2 we have

(8.7)

∫

RN

[u(x, t2)− ũ(x, t2)]+ dx ≤
∫

RN

[u(x, t1)− ũ(x, t1)]+ dx.

We now consider the case of general data, f ∈ L1(RN). We only need to look at the
case 0 < m ≤ m∗, in view of the previous theorem. We prove here that the unique
mild solution is in fact a very weak solution.
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Theorem 8.4 Let σ ∈ (0, 2) and m ≤ m∗. Then for every f ∈ L1(RN) there is a
unique mild solution to Problem (1.1) which is moreover a very weak solution.

Proof. As in the proof of the previous theorem, we approximate the initial data
by a sequence {fk} of bounded, integrable initial data. The corresponding strong
solutions uk converge in C([0,∞) : L1(RN)) to a certain function u which, being the
limit of mild solutions, is also a mild solution according to the theory, [21]. Moreover,
integrating by parts in space, we see that the approximate solutions uk are very weak
solutions, namely

(8.8)

∫ ∞

0

∫

RN

uk
∂ϕ

∂t
−
∫ ∞

0

∫

RN

umk (−∆)σ/2ϕ = 0

for every smooth and compactly supported test function ϕ. On the other hand,
‖umk ‖1/m = ‖uk‖m1 ≤ ‖f‖m1 . Hence umk ⇀ um in L1/m(RN). Since (−∆)σ/2ϕ belongs
to the dual space L1/(1−m)(RN), we conclude that u is a very weak solution. �

The passage to the limit in the case where the spatial domain is bounded is similar.

9 Further qualitative properties of the solutions

We prove in this section some important properties that our solutions have. Through-
out this section u is the strong solution to Problem (1.1) corresponding to an initial
value f satisfying the hypotheses of Theorem 8.3.

9.1 Positivity and regularity

We start with this observation: if u ≥ 0 is a classical solution and u(x0, t) = 0 for
some x0 and t, then formula (1.3) gives (−∆)σ/2um(x0, t) < 0, unless u(·, t) ≡ 0, and
hence ∂tu(x0, t) > 0. Therefore, we expect solutions with nonnegative data to become
positive immediately, and to stay positive unless they vanish. However, solutions are
not known to be classical. Hence, we will use a different argument, which involves
the extension Problem (3.5).

The first ingredient in our proof is a control of the decay of the solutions, that has
an independent interest. This control is based in an argument of Alexandrov’s type,
cf. [2], [39], which is a bit delicate in this case, since the function u is not yet known
to be continuous.

Proposition 9.1 Assume f has compact support. For any bounded measurable set
M with |M | > 0 there is a large enough radius R∗, depending only on the support of
the initial data and on M , such that

u(x, t) ≤ sup
z∈M

u(z, t) for a.e. |x| > R∗, t > 0.
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Proof. Let supp(f) ⊂ B(0, R), M ⊂ B(0, R′). Thanks to Lebesgue’s density
Theorem, we know that there is a point x1 ∈M such that for all δ > 0 there exists a
radius rδ such that for all cubes Q ⊂ B(x1, rδ) we have

|M ∩Q|
|Q| > 1− δ.

Let us now consider the cube Q∗ = Q(x∗, 2), with x∗ far away from the origin to be
chosen later. We can cover Q∗ (except a subset of zero measure) with a finite number
of disjoint cubes, small enough such that they are reflections of cubes centered at x1
and contained in B(x1, rδ). Hence, an argument of Alexandrov’s type (which can be
done if |x|∗ is large enough) shows that

|{u(·, t) < supx∈M u(x, t)} ∩Q∗|
|Q∗| > 1− δ.

More precisely, let Q̃ be any of the cubes covering Q∗, and let x̃ be its center. We
reflect around the hyperplane in Ω, π ≡ (x̃ − x1) · (x − (x1 + x̃)/2) = 0, getting
a cube Q′ ⊂ B(x1, rδ). It is clear that if |x̃| is large (depending on R and R′),
then the hyperplane π divides the half-space Ω in two parts, Ω = H1 ∪ H2 with
B(0, R)× [0,∞) ⊂ H1, Q̃× [0,∞) ⊂ H2. In this way, by the comparison principle, we
obtain that the function z(x, y, t) = w(x, y, t)−w(x̃+x1−x, y, t) satisfies z(x, y, t) ≥ 0
almost everywhere in H1, t > 0.

Therefore,

|{u(·, t) < sup
x∈M

u(x, t)}∩ Q̃| ≥ |{u(·, t) < sup
x∈M

u(x, t)}∩Q′| > (1− δ)|Q′| = (1− δ)|Q̃|.

Summing up,
|{u(·, t) < sup

x∈M
u(x, t)} ∩Q∗| > (1− δ)|Q∗|.

We end by letting δ → 0 to get that u(·, t) < supx∈M u(x, t) a.e. in Q∗. �

The second ingredient in the proof of positivity is the following estimate on the time
derivative for nonnegative solutions, arising from the homogeneity of the parabolic
operator, see for instance [5],

(9.1) (m− 1)t
∂u

∂t
+ u ≥ 0.

If m = 1 this formula is empty. However, in that case we have the representation
formula (1.5), in terms of the fundamental solution Kσ, from which it is easy to derive
the estimate

σt∂tu+Nu ≥ 0.

It is sharp: equality holds for the fundamental solution at the origin.
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Theorem 9.1 Let f ≥ 0. Then for every t > 0: either u(·, t) ≡ 0 or infK u(x, t) ≥
cK > 0 for every compact K ⊂ R

N .

Proof. By comparison, we only need to consider compactly supported initial data.
Let then the support of f be contained in the ball B(0, R). Let K ⊂ R

N be any
compact set, and assume that there exists some t0 > 0 such that infK u(x, t0) = 0.
Then there is a measurable set Mε ⊆ K, |Mε| > 0, such that u(·, t0) < ε in Mε. By
Proposition 9.1, there exists some ball B(x∗, 1) where u(·, t0) < ε almost everywhere.
Letting ε → 0 we get u(·, t0) = 0 almost everywhere in B(x∗, 1). Then we use (9.1)
to prove that u is zero in that ball for an interval of times I. In fact, if m > 1 we
obtain from (9.1)

u(·, t2) ≥ u(·, t1)
(t1
t2

)1/(m−1)

,

a.e. in R
N , t2 ≥ t1 > 0. Therefore we deduce u(·, t) = 0 a.e. in B(x∗, 1) for every

0 < t ≤ t0, that is, we may take I = [0, t0]. In the case m < 1 formula (9.1) gives the
same property in I = [t0,∞). The case m = 1 follows from (1.5).

We now observe that the integral definition of solution implies that for every test
function ϕ that vanishes on ∂B(x∗, 1)× (0,∞), we have

0 =

∫

I

∫

B(x∗,1)

u
∂ϕ

∂t
dxdt = µσ

∫

I

∫ ∞

0

∫

B(x∗,1)

y1−σ〈∇w,∇ϕ〉 dxdydt

= −
∫

I

∫

B(x∗,1)

∂w

∂yσ
ϕdxdt.

This gives ∂yσw(·, 0, t) = 0 a.e. in x ∈ B(x∗, 1) for all t ∈ I. Now, for each fixed t ∈ I
we extend w in a even way in the y variable to obtain a solution of the elliptic equation
Lσw = 0 in a ball B((x∗, 0), 1) ⊂ R

N+1. Since A(x, y) = |y|1−σ is an A2-weight, we
can apply a half Harnack’s inequality (Theorem 2.3.1 in [24]), to obtain

inf
B(x∗,1/2)

um(x, t) ≥ inf
B((x∗ ,0),1/2)

w(x, t) ≥ c‖w(·, t)‖L2(B((x∗,0),1)).

If u(·, t) 6≡ 0 in R
N , then w(·, t) > 0 in Ω, and this results in a contradiction. �

As a consequence of positivity, we can extend to the whole range m > 0 the conti-
nuity of solutions that was obtained in [3] for m ≥ 1.

Theorem 9.2 Assume u ≥ 0 and u(·, T ) 6≡ 0. Then u ∈ Cα(RN × (0, T )) for some
0 < α < 1.

Proof. The above-mentioned regularity result of [3] applies for bounded solutions to
the equation

∂β(v)

∂t
+ (−∆)σ/2v = 0

in some ball B ⊂ R
N and t > 0, with a nondegeneracy condition on the constitutive

monotone function β. This condition is fulfilled once we know that in any given ball
the solution is essentially bounded below away from zero. On the other hand the
solution is bounded for every positive time, thanks to the smoothing effect. �
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9.2 Conservation of mass

Theorem 9.3 Let m ≥ m∗. Then for every t > 0 we have
∫

RN

u(x, t) dx =

∫

RN

f(x) dx.

Proof. Thanks to the L1-contraction property, it is enough to consider the case of
bounded initial data. The proof will follow different arguments in the cases m > m∗

and m = m∗, and even in this latter case we have to distinguish between dimensions
N ≥ 2 and N = 1.

Case m > m∗. We can adapt the technique that was used to prove the property in
the case σ = 2 to deal with the nonlocal operator. It works as follows: we take a
nonnegative non-increasing cut-off function ψ(s) such that ψ(s) = 1 for 0 ≤ s ≤ 1,
ψ(s) = 0 for s ≥ 2, and define ϕR(x) = ψ(|x|/R). Multiplying the equation by ϕR

and integrating by parts, we obtain, for every t > 0,

(9.2)
d

dt

∫

RN

uϕR = −
∫

RN

um (−∆)σ/2ϕR.

The radial cut-off function ϕR has the scaling property

(9.3) (−∆)σ/2ϕR(x) = R−σ(−∆)σ/2ϕ1(x/R).

In addition, (−∆)σ/2ϕ1 ∈ L1(RN) ∩ L∞(RN). Both properties are straightforward
using representation (1.3).

Then, if we apply Hölder’s inequality with p = max{1, 1/m} to the right-hand side
of (9.2), and use the above property, we get

∣∣∣∣
d

dt

∫

RN

uϕR

∣∣∣∣ ≤ ‖f‖m−1/p
∞ ‖f‖1/p1 ‖(−∆)σ/2ϕR‖p/(p−1)

≤ R−σ+N(p−1)/p‖f‖m−1/p
∞ ‖f‖1/p1 .

We conclude since the exponent of R is negative precisely for m > m∗, and thus

d

dt

∫

RN

u = lim
R→∞

d

dt

∫

RN

uϕR = 0.

Case m = m∗, N ≥ 2. This case is much more difficult. The idea is to study
separately the behaviour of the mass in a bounded set and close to the infinity, and
also to decompose the fractional Laplacian into two operators. First, for every given
δ > 0, we put u = u1 + u2, where

u1 = u · χ{|x|<R0},

∫

RN

|u2| < δ.

Observe that um = um1 + um2 . Now express these functions in the following form

um1 = (−∆)γ/2z, um2 = εw + (−∆)γ/2w,
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where γ = 2− σ > 0, ε > 0. Then our equation becomes

∂u

∂t
= ∆z +∆w − ε(−∆)σ/2w.

We have introduced the ε-regularization in the definition of w since, when applying
inequality (5.3), it gives no information in the critical case m = m∗ if ε = 0.

As before, multiplying by the test function ϕR, and integrating by parts, we have
∣∣∣∣
d

dt

∫

RN

uϕR

∣∣∣∣ ≤
∫

RN

|z∆ϕR|+
∫

RN

|w∆ϕR|+ ε

∫

RN

|(−∆)γ/2w (−∆)σ−1ϕR|

= I1 + I2 + I3 .

We estimate each integral using Hölder’s inequality, the properties of ϕR and some
estimates on z and w.

Estimate of I1. We have um1 ∈ Lr(RN) for every 1 ≤ r ≤ ∞, with

‖um1 ‖r ≤ ‖u1‖mr
1 |{|x| < R0}|

(1−mr)
r ≤ CR

N(1−mr)
r

0 .

Using inequality (5.3) we have that z = (−∆)−γ/2(um1 ) ∈ Lq(RN), q =
Nr

N − γr
, for

every 1 < r < N/γ, with ‖z‖q ≤ c‖um1 ‖r. Then for such values of r, and using
Hölder’s inequality and (9.3), we have

|I1| ≤ ‖z‖q‖∆ϕR‖q/(q−1) ≤ cR
N(1−mr)

r
0 R−2+N(q−1)/q = c(R0/R)

N(1−mr)
r .

The exponent is positive if we take 1 < r < 1/m.

Estimate of I2. We have here um2 ∈ Lr(RN) for every 1/m ≤ r ≤ ∞, with

‖um2 ‖1/m = ‖u2‖m1 ≤ cδm.

If we multiply now the equation satisfied by w by w1/m−1, and integrate in R
N , we

get

ε

∫

RN

w1/m +

∫

RN

w1/m−1(−∆)γ/2w =

∫

RN

um2 w
1/m−1.

The second term is nonnegative by (5.1). Thus, by Hölder’s inequality we get

ε‖w‖1/m ≤ ‖um2 ‖1/m‖w1/m‖1−m
1/(1−m),

i.e., ε‖w‖1/m ≤ ‖um2 ‖1/m ≤ cδm. This implies

|I2| ≤ ‖w‖1/m‖∆ϕR‖1/(1−m) ≤ cδmε−1Rσ−2.

Estimate of I3. Since from the previous calculations we have ‖(−∆)γ/2w‖1/m ≤
2‖um2 ‖1/m ≤ cδm, we get

|I3| ≤ ε‖(−∆)γ/2w‖1/m‖(−∆)σ−1ϕR‖1/(1−m) ≤ cδmεR2−σ.
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Summing up, we have obtained
∣∣∣∣
d

dt

∫

RN

uϕR

∣∣∣∣ ≤ c(R0/R)
N(1−mr)

r + cδmε−1Rσ−2 + cδmεR2−σ.

We now choose ε = Rσ−2, and make first R→ ∞ and then δ → 0 to conclude.

Case m = m∗, N = 1. Observe that m∗ > 0 implies σ < 1. Here we consider the
same functions z and w as before, but with γ = 1− σ > 0. The equation becomes in
this case

∂u

∂t
= −(−∆)1/2z − (−∆)1/2w − ε(−∆)σ/2w.

From here on, the calculations are exactly the same as the ones for the case m = m∗,
N ≥ 2. �

9.3 Extinction

The condition m ≥ m∗ to have mass conservation is not technical, as shown by the
next result on extinction in finite time, which extends the result by Bénilan and
Crandall for the standard differential case σ = 2, see [5].

Theorem 9.4 Let 0 < σ < min{2, N} and 0 < m < (N − σ)/N . Then, if f ∈
L(1−m)N/σ(RN), there is a finite time T > 0 such that u(x, T ) = 0 a.e. in R

N .

Proof. From the proof of Proposition 8.3, we have

d

dt

∫

RN

|u|p ≤ −C
∫

RN

∣∣∣(−∆)σ/4|u|m+p−1
2

∣∣∣
2

.

Using inequality (5.3) we obtain

d

dt

∫

RN

|u|p dx+ C
(∫

RN

|u|
(p+m−1)N

N−σ dx
)N−σ

N ≤ 0.

If we now choose p = (1 − m)N/σ (this is where the restriction on m comes, since
p has to be bigger than one), we get that the function J(t) = ‖u(·, t)‖p satisfies the
differential inequality

J ′(t) + CJ
N−σ
N (t) ≤ 0.

This implies extinction in finite time provided J(0) is finite. �

Remark. In the special case m = (N − σ)/(N + σ), N > σ, there exists an explicit
family of solutions in separated variables with extinction in finite time,

u(x, t) = bN,σ,c(T − t)
N+σ
2N [c+ |x− a|2]−N+σ

2 , T, c > 0, a ∈ R
N .

The spatial part satisfies the elliptic fractional equation (−∆)σ/2ϕm = ϕ, see for
instance [17].

33



9.4 The problem in a bounded domain

It is easy to see, following the ideas of the proofs for the case where the domain is
the whole space, that the smoothing effect is true for the solutions to the problem
posed in a bounded domain Ω ⊂ R

N (though the obtained decay rate will not be
optimal for the problem in a bounded domain). The decay of the solution to 0 yields
the decay of the mass. Even more, solutions become extinct in a finite time for very
0 < m < 1.

Proposition 9.2 Let 0 < σ < 2 and 0 < m < 1. Then, if f ∈ Lp(Ω) for some
p > max{1, (1 −m)N/σ}, there is a finite time T > 0 such that u(x, T ) = 0 a.e. in
Ω.

Proof. With the same calculations used for the whole space, using here inequality
(5.4), we obtain

d

dt

∫

Ω

|u|p dx+ C
( ∫

Ω

|u|p dx
)γ

≤ 0,

where γ = (p+m− 1)/p ∈ (0, 1). �

Retention. For m ≥ 1 it is easy to see that nonnegative solutions do not become
extinct in finite time, not only in the case of the Cauchy Problem posed in R

N , but
also for the problem posed in a bounded domain with zero Dirichlet data. Indeed,

if m > 1 nonnegative solutions satisfy estimate (9.1). Hence, the function t
1

m−1u is
nondecreasing. This implies a retention property: if a solution is positive at some
point at some time, it will remain positive at that point for any later times.

The above retention property for nonnegative solutions is also true for the case
m = 1, though a different proof is needed. Let O ⊂ Ω be an open set in which
u(·, t1) > 0 (recall that u is continuous for t > 0). Let ϕ = ϕO,1 be the normalized
eigenfunction corresponding to the first eigenvalue µ = µO,1 of (−∆)σ/2 in O with
homogeneous Dirichlet boundary condition. We take ε > 0 small enough so that
u(·, t1) ≥ εϕ a.e. in O. The solution to the fractional heat equation in O, t ≥ t1, with
initial data εϕ and homogeneous Dirichlet boundary condition is given by

v(x, t) = εe−µ(t−t1)ϕ(x).

We claim that u ≥ v for all x ∈ O, t ≥ t1, from where the retention property follows,
since ϕ > 0 in O.

The claim is proved using a comparison argument in O. Comparison is in principle
not at all obvious, since the fractional Laplacian operator changes with the domain.
However, we have

(−∆)
σ/2
O u ≥ (−∆)

σ/2
Ω u in O ⊂ Ω.

This is proved easily for any nonnegative u in the right spaces using the extensions of
u to the corresponding half-cylinders. Hence ∂tu + (−∆)

σ/2
O um ≥ 0, from where the

claim follows.
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An analogous argument can be performed for nontrivial nonpositive solutions to
prove that they never become extinct if m ≥ 1.

Remark. In the case m = 1 non-extinction is true for any nontrivial initial data
in L1(Ω). Indeed, the solution becomes bounded immediately after t = 0, and re-
mains nontrivial for a while (recall that it is continuous in L1(Ω)). In particular,
u(·, τ) ∈ L2(Ω) and is nontrivial for some small τ . Since u is smooth for posi-
tive times (in fact C∞), the solution can be expanded as a series of eigenfunctions,
u(·, t) =

∑∞
k=1 ake

−µk(t−τ)ϕk. Hence ‖u(·, t)‖L2(Ω) =
∑∞

k=1 |ak|2e−2µk(t−τ) for all t ≥ τ .
Notice that this quantity is positive for all t ≥ τ , since u(·, τ) was nontrivial.

10 Continuous dependence

In this section we prove the continuous dependence part of Theorem 2.2. The result
we obtain below includes the limit case m = m∗ for N > 2. The case σ → 2 is a bit
different from the rest, and is dealt with separately.

10.1 0 < σ < 2

We consider for N > 2 the region

D = {(m, σ) : 0 < σ < 2, m ≥ (N − σ)/N},

while for N = 1, 2 we take

D = {(m, σ) : 0 < σ < 2, m > (N − σ)+/N}.

Theorem 10.1 The map S : D × L1(RN) → C([0,∞) : L1(RN )) is continuous in
all the arguments (m, σ, f).

This will follow from a result of nonlinear Semigroup Theory which states that if each
of An, n = 1, 2, . . . ,∞ is an m-accretive operator in a Banach space X , fn ∈ D(An)
and un is the solution of

dun
dt

+ Anun = 0, un(0) = fn,

then An → A∞ and fn → f∞ imply un → u∞ in C([0,∞) : X ), where An → A is
understood as

lim
n→∞

(I + An)
−1g = (I + A∞)−1g for all g ∈ X .

See, e.g, [20], [23] for statements and references. Hence, the theorem will be a corollary
of the convergence of (I + Amn,σn)

−1, where Am,σ(u) = (−∆)σ/2um. Thanks to the
contractivity in L1(RN) of the elliptic problems under consideration, it is enough to
prove this convergence for functions g which are also bounded.
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Proposition 10.1 Let {(mn, σn)}∞n=1, (mn, σn) ∈ D, be such that mn → m and
σn → σ as n→ ∞, (m, σ) ∈ D. Then, for all g ∈ L1(RN ) ∩ L∞(RN)

lim
n→∞

(I + Amn,σn)
−1g = (I + Am,σ)

−1g.

Proof. Step 1. Let un = (I + Amn,σn)
−1g, i.e., un is the unique solution to the

equation

(10.1) un + (−∆)σn/2umn
n = g,

see (7.8). The L1-contraction estimate (7.2), which is also valid for the case where
Γ = R

N , implies the bounds

‖un‖1 ≤ ‖g‖1 ,

‖un − τhun‖1 ≤ ‖g − τhg‖1 ,

for each h ∈ R
N , where (τhv)(x) = v(x + h). This is enough, thanks to Fréchet-

Kolmogorov’s compactness criterium, to prove that {un} is precompact in L1(K) for
each compact set K ⊂ R

N .

Step 2. To extend compactness to the whole R
N we need to control uniformly

the tails of the solutions at infinity. More precisely, we need to prove that, given
ε > 0, there exists some R > 0 such that ‖un‖L1(RN\BR(0)) < ε. This will follow from
a computation which is very similar to the one in the proof of Theorem 9.3, but now
taking as test function 1 − ϕR instead of ϕR. The problem is that this convergence
fails to be uniform when m approaches m∗. In order to reach m∗ we use a different
argument, which unfortunately only works when N > 2.

We first perform a reduction in order to consider only a characteristic function as
initial value, a technique borrowed from [5]. Given ε > 0, there exist M, r0 > 0 such
that h = Mχ{|x|≤r0} satisfies ‖(g − h)+‖1 < ε. Notice that g ≤ g+ ≤ h + (g − h)+.
Hence, using the L1-contraction property (7.2), we have, denoting by uh the solution
corresponding to the initial data h,

∫

|x|>R

(ug)
+ ≤

∫

|x|>R

ug+ ≤
∫

|x|>R

uh +

∫

|x|>R

|uh+(g−h)+ − uf |

≤
∫

|x|>R

uh + ‖(g − h)+‖1 ≤
∫

|x|>R

uh + ε.

Hence, it is enough to consider the special case where g is a regular, radially symmet-
ric, approximation of Mχ{|x|≤r0}, with support contained in {|x| ≤ r0 + 1}. Notice
that the same property of radial symmetry is true for the solution for any later time.

Step 3. We now write equation (10.1) as

un −∆zn = g, zn = (−∆)−(2−σn)/2umn
n ,

whose weak formulation is

(10.2)

∫

RN

unϕ+

∫

RN

〈∇zn,∇ϕ〉 =
∫

RN

gϕ
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for every test function ϕ. For radial solutions this equation reads (abusing notation)

rN−1un − (rN−1z′n)
′ = rN−1g (= 0 for r > r0 + 1).

Since umn
n ∈ Lp(RN) for all max{1, 1/mn} = ρn ≤ p ≤ ∞, and since N > 2

implies mn > (2 − σn)/N , and thus ρn ≤ N/(N − σn), applying (5.3) we get that
zn = (−∆)−(2−σn)/2umn

n ∈ Lr(RN) for every N/(N − 2) ≤ r ≤ ∞. On the other hand
zn ∈ C1,γ(RN ) for some γ ∈ (0, 1) depending on σ̃ = maxn{σn} < 2 [36]. We even
have, as in [11], the estimate ‖zn‖C1,γ ≤ c independent on n. On the other hand, the
quantity Φn = rN−1z′n will be seen as a flux, and indeed

∫ ∞

R

rN−1un(r) dr = |Φn(R)− Φn(∞)| for every R ≥ r0 + 1,

which implies that the uniform control of the tails is equivalent to the uniform control
of Φn(r) for large r. It is clear that there exists a limit flux, Φn(∞) = limr→∞Φn(r),
since it is monotone increasing, Φ′

n(r) = rN−1un ≥ 0 for r ≥ r0 + 1. Notice also that
integrating the equation, we get

Φn(∞)− Φn(0) =

∫ ∞

0

rN−1un(r) dr −
∫ ∞

0

rN−1g(r) dr ≤ 0.

Since Φn(0) = 0, we get Φn(∞) ≤ 0. Moreover, Φn(r) ≤ 0 for r ≥ r0 + 1.

Let us prove that Φn(∞) = 0. If there exist constants C, r1 > 0 such that Φn(r) ≤
−C for r ≥ r1, after an integration we get

zn(r) ≥ Cr2−N for r ≥ r0 + 1.

This is a contradiction with the property zn ∈ LN/(N−2)(RN). Thus Φn(∞) = 0.

Step 4. We now have to estimate this limit more carefully. We claim that Φn(r)
is small for large r uniformly in n, which will give the desired uniform control of the
tails.

Hardy-Littlewood-Sobolev’s inequality (5.3) gives a control of the norm ‖zn‖ N
N−2

in

terms of the norm ‖umn
n ‖ρn. But this norm can be estimated easily in terms of the

norms ‖g‖1 and ‖g‖∞ and the value m̃ = maxn{mn}, with constants independent on
n. Therefore

(10.3)

∫ ∞

0

rN−1z
N

N−2
n (r) dr ≤ C

for every n ≥ 1.

We now adapt some ideas from [5]. For ε > 0 given, if we take R(ε) = r0e
2Cε

−
N

N−2
,

we have the estimate ∫ R(ε)

r0

rN−1(εr2−N)
N

N−2 dr ≥ 2C.
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Integrating the inequality

z′n(s) ≤
(
t

s

)N−1

z′n(t), r0 + 1 ≤ r ≤ s,

in s for s ∈ [r, t], and taking t ≥ 2r, we get, since zn ≥ 0,

|Φn(t)| =
∣∣tN−1z′n(t)

∣∣ ≤ crN−2zn(r);

i.e., |Φn(2R(ε))|r2−N ≤ czn(r) whenever R(ε) ≥ r. Putting all together we get

c

∫ R(ε)

r0

rN−1(|Φn(2R(ε))|r2−N)
N

N−2 dr ≤
∫ R(ε)

r0

rN−1z
N

N−2
n (r) dr

≤ C ≤
∫ R(ε)

r0

rN−1(εr2−N)
N

N−2 dr,

which implies

|Φn(R)| ≤ |Φn(2R(ε))| ≤ c ε, for every R ≥ 2R(ε), n ≥ 1.

This ends the uniform control of the tails.

Step 5. Summing up, we have obtained that along some subsequence, which we
also call {(mn, σn)}, the following convergence holds

un = umn,σn → u∗ in L1(RN ),

for some function u∗. What is left is the identification of the limit, that is u∗ = um,σ.

The convergence un → u∗ in L1(RN) implies the convergence umn
n → um∗ in

Lr(RN), r = max{1, 1/minn{mn} }. Therefore, using inequality (5.3), zn → z =

(−∆)−(2−σ)/2um∗ in L
N

N−2 (RN).

We now take zn as test function in (10.2), use that un ≥ 0, and apply Hölder’s
inequality with exponents p = N/(N − 2), q = N/2, and obtain, thanks to (10.3), a
uniform control of the gradients of zn,

∫

RN

|∇zn|2 ≤ ‖g‖N
2
‖zn‖ N

N−2
≤ C.

Hence, ∇zn ⇀ ∇z in L2(RN). All this is enough to pass to the limit in (10.2) and
show that the limit u∗ is indeed um,σ. �

10.2 σ → 2

We now study the upper limit σ → 2.

Theorem 10.2 The map S is also continuous at σ = 2.
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Proof. Without loss of generality we keep m fixed and let σn → 2−. As before, it is
enough to prove the convergence of the semigroup for bounded functions. The proof
uses the extension technique introducing the vertical variable y > 0 and considering
the extended problem in the upper-half space (7.1). The convergence, in L1

loc(R
N+1
+ ),

of the sequence wn = Eσn(u
m
n ) to some function w∗, as well as that of ∇wn to ∇w∗

in in compact sets, works as before.

To identify the limit of the trace u∗ = (Tr(w∗))
1/m, we follow an idea from [11].

We take a factorized test function, ξ(x)η(y), where η is a cut-off function, η(y) = 1
for y ≤ 1, η(y) = 0 for y ≥ 2, and ξ is a usual test function in the x variables.
Using that the measures (2−σn)y1−σndy are probability measures on (0, 1) converging
(in the weak-∗ sense of measures) to a Dirac measure δ0, applied to the sequence
ϕn(y) = η(y)∇xu

m
n (x, y), we finally arrive to

∫

RN

u∗ξ dx+

∫

RN

〈∇um∗ ,∇ξ〉 dx =

∫

RN

gξ dx,

since limσ→2−
µσ

2−σ
= 1. This is the weak formulation of the equation u∗−∆um∗ = g. �

11 Comments and extensions

• Limit. The limit case σ → 0 looks very interesting. Notice that when σ = 0, the
critical exponent is m∗ = 1. Formally, the limit equation for σ = 0 and m ≥ 1 is the
ODE

(11.1)
∂u

∂t
+ |u|m−1u = 0.

In case the initial datum u(x, 0) = f(x) is a function defined pointwise, the ODE can
be explicitly solved, giving the formulas

(11.2) u(x, t) =

{
(|f(x)|1−m + (m− 1)t)−1/(m−1)sign(f(x)) if m > 1,
f(x) e−t if m = 1.

We see from these formulas that mass is not conserved; it decays instead. Thus we
can not have convergence in L1(RN) as σ → 0+. Observe also by passing that when
m > 1 the decay rate t−1/(m−1) of ‖u(·, t)‖∞ agrees with that of formula (8.6).

On the other hand, the question of continuous dependence below the critical expo-
nent m∗, in some weighted norm, is interesting and will be the subject of a future
work.

• Bounded domains. We have presented the basic facts for a theory in Sections 4
and 7.1. We point out that there are other ways to understand the Cauchy-Dirichlet
problem in a bounded domain with homogeneous ‘boundary data’. For example, one
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may look for solutions to the problem




∂u

∂t
= CN,σ P.V.

∫

RN

um(y, t)− um(x, t)

|x− y|N+σ
dy, x ∈ Ω, t > 0

u(x, t) = 0, x ∈ R
N \ Ω, t ≥ 0,

u(x, 0) = f(x), x ∈ Ω,

which is different from Problem (4.1). This approach has been recently used by Kim
and Lee [28], [29], who have addressed some important issues in that framework, such
as existence, regularity and asymptotic behaviour.

The continuous dependence proofs of the last section extend to the case of solutions
of Problem (4.1).

• Related work. Recently, Cifani and Jakobsen have studied the existence of
solutions of the diffusion-convection equation ∂tu+∇·f(u)+(−∆)σ/2A(u) = 0, in the
framework of (Kruzhkov-style) entropy solutions [18]. However, their assumptions on
the nonlinearities exclude (1.1), unless m = 1.
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