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#### Abstract

A method that provides a three-dimensional representation of the basin of attraction of a dynamical system from experimental data was applied to the problem of dynamic balance restoration. The method is based on the density of the data on the phase space of the system under study and makes use of modeling and numerical curve fitting tools. For the dynamical system of balance restoration, the shape and the size of the basin of attraction depend on the dynamics of the postural restoring mechanisms and contain important information regarding the biomechanical, as well as the neuromuscular condition of the individual. The aim of this work was to examine the ability of the method to detect, through the observed changes in the shape and/or the size of the calculated basins of attraction, (a) the inherent differences between different systems (in the current application, postural restoring systems of different individuals) and (b) induced changes in the same system (the postural restoring system of an individual). The results of the study confirm the validity of the method and furthermore justify its robustness.
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## 1. Introduction

### 1.1. Obtaining the basin of attraction of a dynamical system

The problem of estimating the geometry of the basin of attraction of a dynamical system from experimental data is fundamental and challenging both from the theoretical and the applied point of view.

Analytical methods can be found in the literature, obviously limited to dynamical systems described by known, analytically manageable functional forms [1-10]. Numerical procedures have also been proposed for the calculation of the basin boundaries from first principles [9,11,12]. Methods such as the so-called cell mapping method [13] have been used. There has also been work on estimating the basin of attraction from experimental data [14-16] however in general such studies are concerned with the determination of the basin's lower/upper limits or its boundaries [17].

An interesting method for numerically determining the basin of attraction from experimental data can be found in [2]. Using as application a driven two-well magneto-mechanical oscillator, the basins of attractions for the system are obtained by an ensemble of initial conditions generated by switching between stochastic and deterministic excitation.

In our previous work [18], we presented a method of numerically estimating the shape and the size of the basin of attraction from the density of the experimental data. This method uses numerical optimization and data modeling tools to obtain

[^0]analytical curves that describe both the contours and the boundary of the basin. Finally a three-dimensional function describing the basin of attraction is calculated.

The present work presents.

- a modification of the previous method [18], providing the three-dimensional basin of attraction in the form of a threedimensional potential well and
- results of the application of the modified method to the study of the detection of changes in the geometry of the basin of attraction.
1.2. The application: the dynamic process of balance restoration after perturbation from the vertical

Given a sufficiently small perturbation, the human body has the ability to regain balance, following a complicated path back to the position of quiet vertical stance [19,20]. For vertical balance to be maintained, a variety of possible dynamics across different joints and body parts is recruited and a number of motor and sensory pathways contribute to its control [21]. Quiet stance and the maintenance of vertical balance is therefore an important motor function in humans.

The postural restoring response is a function of body morphology, muscular strength, and neurological condition; it can be affected by a number of factors, such as for example age, specific training, medication, impaired cognition, visual impairment, or even nutritional deficiencies. Injuries can also importantly affect balance, as the movement patterns leading to balance are changed so as to protect the injured area [22].

Quiet stance is rather a dynamic than a static phenomenon [23,24], as balance in quiet vertical stance does not imply motionless stability. The body's center of gravity oscillates spontaneously and continuously at low amplitude, a phenomenon known as postural sway [19,25,26]. Postural sway, still a matter of scientific discussion, is indistinguishable from correlated noise [27]. It has been suggested [23] that it is the body's clever strategy to maintain balance in vertical stance, instead of the result of an "imperfectness" of the biological system.

Although there is a lot of discussion, the integration of several mechanisms have been proposed, examples being vestibular sensing of head movement and gravitational orientation, visual sensing of self-movement, and proprioceptive sensing of ankle movement [21,28]. Two distinct re-stabilization mechanisms have been introduced, together with their combination: the "ankle strategy" and the "hip strategy" [23,24,29-33]. It seems that the postural system reduces the unknown, high number of the degrees of freedom of the stabilizing mechanisms by compressing them into these two muscular synergies at the neuromuscular level $[24,32]$. Static stability regions with respect to ankle and hip joints have been proposed [34], while the authors in [35] used a concept based on the mechanical limit of vertical stance with respect to the angles of the ankle and the hip, called stability cone [18].

Tools from non linear dynamics have been found to be very useful in understanding the complex behavior of vertical balance [ $18-20,22,24,25,36]$. It has been furthermore shown that the relative motion of the ankles and the hips in postural oscillations exhibit typical hallmarks of dynamical systems, including relaxation time after perturbation [24,37]. From the point of view of dynamical systems, the difficult task of understanding the complex mechanism of the recuperation and maintenance of vertical balance can be facilitated by reducing the system's dimensionality [ $18,24,25$ ].

The present study is based on a dynamical systems model [ $18,22,24,36$ ] that does not make use of the individual components of the human body, or the non-linear interactions between them. Instead, it considers the process of dynamically regaining balance as movement inside a basin of attraction $[18,22,24]$ that corresponds to the set of the correctable angles that an individual can lean to and still and reverse the motion so as to regain vertical stance (prevent falling). The important question of how best to stabilize the vertical position is this way transformed into the question of how to achieve a wider basin of attraction, with a stronger attractor at vertical stance.

The method [18] numerically calculates the basin of attraction that corresponds to an individual from experimental data, with the aim to demonstrate that the biomechanical differences and acquired asymmetries in the body's alignment are reflected as differences in the shape and the size of the basin of attraction of human balance. The method used in the present study can be used as an important and fundamental tool for the detection of changes of the dynamics of the system under study $[18,22,24,36]$ and has potential applications that are not limited to the area of human balance, but can be extended to any other dynamical system where an estimation of its basin of attraction from experimental data is desired

## 2. Theory/calculation

In what follows we provide a brief introduction to the model previously presented in $[18,24]$, see also $[22,36]$ :

### 2.1. The model on the phase space of $\left(\theta_{x}, \theta_{y}\right)$

Denoting as $F_{z}$ the vertical component of the resultant ground reaction force and $F_{x}, F_{y}$ its components on the $x$ (anteroposterior) and $y$ (mediolateral) directions respectively, then the model [24] assumes as only variables the two angles $\left(\theta_{x}, \theta_{y}\right) \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, where $\theta_{x} \equiv \tan ^{-1}\left(F_{x} / F_{z}\right)$ and $\theta_{y} \equiv \tan ^{-1}\left(F_{y} / F_{z}\right)$.


Fig. 1. The features of the model on the phase space of $\left(\theta_{x}, \theta_{y}\right)$. The attracting region $A$ around $(0,0)$ corresponds to vertical stance, the attracting circle $f_{f}\left(\theta_{x}, \theta_{y}\right)$ models failure to regain vertical balance and the critical curve $f_{c}\left(\theta_{x}, \theta_{y}\right)$ separates their basins of attraction. This figure shows an idealized critical curve.

The phase space of $\left(\theta_{x}, \theta_{y}\right)$ includes a region where postural balance can be maintained. On this region vertical stance can be represented [24] as an attracting fixed point at ( $\theta_{x}=0, \theta_{y}=0$ ), see Fig. 1. The set of sufficiently small "critical" angles $\theta_{x}^{c}$ and $\theta_{y}^{c}$ such that, for $0 \leqslant \theta_{x} \leqslant \theta_{x}^{c}$ and $0 \leqslant \theta_{y} \leqslant \theta_{y}^{c}$ vertical stance can be regained after an initial perturbation away from the vertical, constitutes the "critical curve", which has been modeled as a repelling set of fixed points. Beyond a certain level of initial perturbation, humans are "attracted" to falling: the subject will abandon the specified foot position resulting in actions such as falling or taking a step to prevent falling. On the phase space of ( $\theta_{x}, \theta_{y}$ ) this condition is represented as an attracting circle $\theta_{x}^{2}+\theta_{y}^{2}=(\pi / 2)^{2}$, see Fig. 1. The critical curve can be viewed as the boundary between the two basins of attraction, that contain either vertical stance or horizontal failure [18,22,24,36]. Any muscle imbalances or asymmetries often cause deformations in the size or the shape $[22,36]$ of this critical curve.

The dynamical system [24] of dynamic upright posture restoration described on the phase space of $\left(\theta_{x}, \theta_{y}\right)$ is governed by the following set of coupled ordinary differential equations:

$$
\begin{aligned}
& \dot{\theta}_{x}=-f_{\alpha x}\left(\theta_{x}, \theta_{y}\right) f_{c}\left(\theta_{x}, \theta_{y}\right) f_{f}\left(\theta_{x}, \theta_{y}\right), \\
& \dot{\theta}_{y}=-f_{\alpha y}\left(\theta_{x}, \theta_{y}\right) f_{c}\left(\theta_{x}, \theta_{y}\right) f_{f}\left(\theta_{x}, \theta_{y}\right),
\end{aligned}
$$

where the functions $f_{\alpha x}\left(\theta_{x}, \theta_{y}\right)$ and $f_{x y}\left(\theta_{x}, \theta_{y}\right)$ control the attractor at vertical state,

$$
f_{a x}\left(\theta_{x}, \theta_{y}\right)=-\left(\alpha \theta_{x}+\eta \theta_{y}\right), \quad f_{a y}\left(\theta_{x}, \theta_{y}\right)=-\left(\gamma \theta_{x}+\kappa \theta_{y}\right)
$$

the function $f_{c}\left(\theta_{x}, \theta_{y}\right)$ models the repelling critical curve (see below) and the function $f_{f}\left(\theta_{x}, \theta_{y}\right)$ models the attracting circle of failure to regain vertical stance,

$$
f_{f}\left(\theta_{x}, \theta_{y}\right)=\frac{\pi^{2}}{4}-\theta_{x}^{2}-\theta_{y}^{2}
$$

It should be noted here that a linear stability analysis of the model regarding movement on the phase space of $\left(\theta_{x}, \theta_{y}\right)$ has been performed [24], and a modification of the model has been presented and analyzed [22] to account for rotated and/ or skewed movement patterns. Furthermore, a detailed method of the derivation of the critical curve $f_{c}\left(\theta_{x}, \theta_{y}\right)$ from experimental data has been presented, see [36].

The present study goes one step forward by taking into account the existence of body sway at quiet vertical stance. This way the attractor at $(0,0)$ is not considered here as a point but rather as a small attracting region around the vertical [18]. Assuming that this attracting region is an ellipse of major semi-axis $R_{1}$ and minor semi-axis $R_{2}$ then all the points that lie inside this elliptical region are considered to belong to the attractor of vertical stance. From the biomechanical point of view, the larger the size of the ellipse, the stronger the person's ability to maintain balance.

### 2.2. The basin of attraction of human balance

Following the model presented in [18], the motion of the center of gravity of the body is considered to take place inside a two-dimensional manifold (a basin of attraction), the shape and size of which is characteristic of the movement patterns and asymmetries of the individual and is independent of the initial perturbation from quiet stance [18]. A mentioned above, this basin of attraction includes the attractor at vertical stance and its boundary is the critical curve which separates the condition of being able to regain balance with the condition of the horizontal failure state. It is only inside this basin of attraction that initial perturbations from the vertical can be corrected, with the orbit spiraling back onto the attractor of vertical stance.

In the sections that follow the phase space of the two angles is expressed as a polar coordinate system $(\rho, \theta)$ (see also [18]) instead of the cartesian $\left(\theta_{x}, \theta_{y}\right)$, such that

$$
\rho \equiv \sqrt{\theta_{x}^{2}+\theta_{y}^{2}}
$$

$\rho \geqslant 0$ and

$$
\theta \equiv \arctan \left(\theta_{y} / \theta_{x}\right)
$$

$\theta=0, \ldots, 2 \pi$.
To model the contours that cut the basin of attraction at different depths $z$ we consider that each contour is represented by a closed curve on the $(\rho, \theta)$ plane. For a three-dimensional representation of the basin of attraction of the system of human balance, let us denote as $z(\rho, \theta)$ the local depth of the basin at $(\rho, \theta)$. In order to estimate the basin of attraction, $z(\rho, \theta)$ is derived from experimental data, following the method described in [18]: given an integer $N$ that defines the resolution of the basin of attraction, the phase space $(\rho, \theta)$ of the system is partitioned into an $N \times N$ grid and the number of experimentally recorded data points that are contained within each of the $N^{2}$ boxes are counted to provide the density distribution $\mathfrak{D}(\rho, \theta)$ of the experimental data. On the boundary of the basin of attraction (i.e. on the critical curve) there is $\mathfrak{D}=0$ and, as the attractor of vertical stance within the basin is approached, the values of $\mathfrak{D}$ become very large. There is always $\mathfrak{D} \geqslant 0$.

The depth $z$ can be obtained from the values of the density distribution $\mathfrak{D}$, this way reflecting the number of experimentally recorded points at a given $(\rho, \theta)$. In other words, the longer the system resides in a neighborhood of the basin of attraction, the deeper the basin there [18]. With the aim to derive a basin of attraction that will be a realistic approximation of a potential well and this way applicable for simulations the method presented in [36] has been modified. The depth $z$ of the basin of attraction is derived as follows:

$$
z(\rho, \theta) \equiv \frac{1}{\mathfrak{D}(\rho, \theta)+1}
$$

this way assuming that:

- the plane $z=1$ corresponds to the critical curve (the boundary of the basin of attraction),
- as we move further inside the basin approaching the attractor of vertical stance, the values of $z$ decrease,
- the region $z \ll 1$ (practically the plane $z=0$ ) corresponds to the attracting region of vertical stance at the heart of the basin of attraction, and
- inside the basin there is $0 \leqslant z \leqslant 1$.

In order now to obtain the three-dimensional function describing the basin of attraction, the functions that give the contours of the basin are first calculated as follows (see also [18]): Given an integer $m \in \mathbb{N}$, an appropriate algorithm [18] is applied to find the region on the phase space of $(\rho, \theta)$ inside which $\mathfrak{D}(\rho, \theta) \geqslant m$. Then the contour that corresponds to

$$
\begin{equation*}
z=\frac{1}{m+1}, \quad m \in \mathbb{N} \tag{1}
\end{equation*}
$$

is calculated as the closed curve enclosing this region, by means of numerical curve fitting algorithms, see also [18]. The contour corresponding to $z=1$ is the critical curve.

In the present study the Levenberg-Marquardt algorithm (LMA) [38], also known as the damped least-squares (DLS) method, is used for the numerical curve fitting purposes. The LMA interpolates between the Gauss-Newton and the gradient descent methods, and is a very popular curve-fitting algorithm used in many numerical applications.

We assumed the functions describing the contours of the basin of attraction to be sums of ellipses on the phase space of $(\rho, \theta)$. This way the contour that corresponds to a given depth $z$ has the form

$$
\begin{equation*}
\rho_{z}(\theta)=\sum_{i=1}^{M z} \rho_{z, i}(\theta), \tag{2}
\end{equation*}
$$

where $M z \in \mathbb{N}^{\hat{*}}$ is the number of ellipses that sum up to construct the contour that corresponds to each $z$. The components $\rho_{z i,}(\theta)$ are ellipses of the general polar form

$$
\rho_{z, i}(\theta)=\frac{P_{z, i}(\theta)+Q_{z, i}(\theta)}{R_{z, i}(\theta)},
$$

where

$$
\begin{aligned}
& P_{z, i}(\theta)=r_{0 z, i}\left[\left(b_{z, i}^{2}-a_{z, i}^{2}\right) \cos \left(\theta+\theta_{0_{z, i}}-2 \phi_{z, i}\right)+\left(a_{z, i}^{2}+b_{z, i}^{2}\right) \cos \left(\theta-\theta_{0 z, i}\right)\right] \\
& Q_{z, i}(\theta)=\sqrt{2} a_{z, i} b_{z, i} \sqrt{R_{z, i}(\theta)-2 r_{0_{z, i}}^{2} \sin ^{2}\left(\theta-\theta_{0 z, i}\right)} \\
& R_{z, i}(\theta)=\left(b_{z, i}^{2}-a_{z, i}^{2}\right) \cos \left(2 \theta-2 \phi_{z, i}\right)+a_{z, i}^{2}+b_{z, i}^{2}
\end{aligned}
$$

and $a_{z, i}, b_{z, i}, r_{0 z, i}, \theta_{0 z, i}$ and $\phi_{z, i}$, are constants that are appropriately chosen for a given $z$.
The choice of the above function combinations was based on the fact that the experimental error can unavoidably affect the fine structure of the contours and as a result of the three-dimensional basin of attraction. For this reason no emphasis was given on calculating the details of the contours' shape. The functions $\rho_{z}(\theta)$ that describe each contour are obtained through numerical optimization $[18,36,38]$, so as to provide best fit to the experimental data.

On the three-dimensional (cylindrical) space of $(z, \rho, \theta)$ the basin of attraction has the shape of a well and is assumed to be obtained by rotating a gaussian bell around the $z$ axis and vertically to the phase space $(\rho, \theta)$ of the system. The shape and the position of the gaussian bell depends on $\theta$ as follows:

- its mean $\mu(\theta)$ follows the critical curve, i. e. $\mu(\theta)=\rho_{1}(\theta)$
- its standard deviation $\sigma(\theta)$ is obtained by use of the contour at $z_{\sigma}=e^{-1}$, i.e. $\sigma(\theta)=\mu(\theta)-\rho_{z_{\sigma}}(\theta)$.

The three dimensional function that describes the basin of attraction (the potential function) is therefore expressed in the form:

$$
\begin{equation*}
z(\rho, \theta)=\exp \left\{-\left[\frac{\rho(\theta)-\rho_{1}(\theta)}{\rho_{1}(\theta)-\rho_{z_{\sigma}}(\theta)}\right]^{2}\right\} \tag{3}
\end{equation*}
$$

It should be noted here that, as the value of $z_{\sigma}$ does not correspond to an integer value of $m$, see Eq. (1), the contour $\rho_{z_{\sigma}}(\theta)$ could not be obtained directly from the experimental data. For this reason it was numerically approximated to be $\rho_{z_{\sigma}}(\theta) \approx 1.103 \rho_{z_{2}}(\theta)$, where the depth $z_{2}$ corresponds to $m=2$, see Eq. (1).

## 3. Material and methods

### 3.1. The subjects of the study

Three subjects served as test subjects for the application presented in this study:

1. Subject " A ": A healthy 40 year old male ex-high level track-and-field athlete who was still keeping physically active. Two sets of experimental data were collected in two different data collection sessions. Care was taken to minimize the time between the two successive data collection sessions so as to avoid any possible effect of training and/or change in the alignment of the body and therefore the movement patterns of the subject.
2. Subject "B": A healthy 49 year old male professional Judoka (5th Dan).

As with the first subject, two sets of experimental data were collected in two different occasions, while care was taken so that the time interval between the two data collection sessions did not allow for any modifications in the subject's movement patterns.
3. Subject " $C$ ": A 21 year-old male elite athlete of the Spanish national Judo team, who had suffered a rupture of the anterior cruciate ligament (ACL) and the lateral meniscus of the right knee. This type of injury is in general very common and in Judo is one of the most common injuries, usually occurring during competition with a probability of approximately $30 \%$ [39]. The injury was recovered by surgical reconstruction of the ligament and a rehabilitation program of two sessions a day five days a week of duration of 1.5 h each and for a total period of five and a half months. The treatment consisted of electrotherapy and ultrasound, as well as proprioception exercises and strengthening of flexo-extensor muscles of the knee, cyriax massage and exercises in aquatic environment. The main objective of an athlete who has suffered such an injury and has undergone through a ligament reconstruction surgery is to restore the stability of the knee so that they can return to the same level of physical activity as soon as possible [40].
As the aim of this study was to detect the changes in the Judoka's balance patterns resulting from the rehabilitation after the injury, the basin of attraction of this subject was calculated using two different data sets recorded:
(a) while the subject was injured, a week before the surgical intervention
(b) a few months after the end of the rehabilitation period, when the athlete had fully recovered from his injury.

The authors confirm that our research met the highest ethical standards for authors and co-authors and that it was performed following the guidelines of the Declaration of Helsinki, last modified in 2008.

In addition, the authors certify that the present research was carried out in the absence of any financial, personal or other relationships with other people or organizations that could inappropriately influence, or be perceived to influence, the presented work and lead to a potential conflict of interest.

### 3.2. The protocol

The experimental data collection required a force platform, able to record the time series of the ground reaction force that the subjects exerted while trying to regaining balance after an initial voluntary perturbation. A Kistler 9286AA portable force
platform and its corresponding software was used, with a sampling rate of 200 Hz and a total recording time of 5 s for each complete movement. The original recorded data did not undergo any filtering or editing before analysis.

The present study followed the same experimental protocol described in [22,18,36]. The subjects initially stood on the force platform with hands on hips, eyes open, and focused on a spot on the wall. Care was always taken so as to assure that the experiment was carried out in a quiet room (a laboratory) free from distractions. During experimental data collection the subjects were asked to repeat maximum amplitude and speed voluntary movements in the directions forward, backward, left, right, and the four diagonals forward-left, forward-right, backward-left and backward-right. The time series of the ground reaction force were recorded for five successful movement for each of the eight directions (giving a total of 40 time series for each data set). A successful movement consisted of the subject being able to correct the initial perturbation and regain vertical stance. The subjects were allowed to bend at ankles, knees, or waist or twist their body in order to correct the perturbation, as long as their hands remained on their hips and their feet on the floor.

### 3.3. The phase space of the experimentally recorded data

From the three components $F_{x}, F_{y}$ and $F_{z}$ of the ground reaction force recorded by the force platform, the angles $\theta_{x}$ (between $F_{z}$ and $F_{x}$ ) and $\theta_{y}$ (between $F_{z}$ and $F_{y}$ ) were obtained. Figs. $2-4$ present the experimentally recorded sets of 40 time series data, plotted on the phase space of $\left(\theta_{x}, \theta_{y}\right)$. For the data shown in these figures, positive values of $\theta_{x}$ point forwards and positive values of $\theta_{y}$ point to the left.

By mere observation of these figures, it can be easily seen that the first two subjects do not show any significant changes in their movement patterns, while for the third subject the changes are dramatic, implying that the rehabilitation reached


Fig. 2. Subject "A": The experimentally recorded time series data converted into angles and plotted on the phase space of $\left(\theta_{x}\right.$, $\theta_{y}$ ). (a): First data collection session, (b): second data collection session. The angles are expressed in radians.


Fig. 3. Subject "B": The experimentally recorded time series data converted into angles and plotted on the phase space of $\left(\theta_{x}, \theta_{y}\right)$. (a): First data collection session, (b): second data collection session. The angles are expressed in radians.


Fig. 4. Subject " C ": The experimentally recorded time series data converted into angles and plotted on the phase space of $\left(\theta_{x}, \theta_{y}\right.$ ). (a): First data collection session (injury), (b): second data collection session (after rehabilitation and recovery). The angles are expressed in radians.
exceptional levels. Regarding subject " $C$ ", the effects of the injury are clearly shown, not only as restrictions in the range of movement, but also as limited movement on the $\left\{\theta_{x}<0, \theta_{y}<0\right\}$ part of the phase space. The differences in the range of the maximum angular movements between the three subjects should be also emphasized (see also Section 4.2 below).

## 4. Results

### 4.1. The attracting regions at vertical stance

As explained in Section 2.1, in order to take into account the presence of body sway, the attractor of vertical stance within the basin is not modeled as a point but rather as a small attracting region around the vertical.

These attracting regions were calculated from the experimental data to be:

- for subject " A ",
$\rho_{0}=0.027$ (circular region),
- for subject " B ",
$\rho_{0}=0.012$ (circular region),
- for the pre-operation condition of subject " C ",

$$
\rho_{0}=\frac{0.0000945 \sqrt{2}}{\sqrt{0.00002925 \sin (2 \theta)+0.00019125}}
$$

(a small elliptical region with principal axis $a_{0}=0.0105$, secondary axis $b_{0}=0.009$, rotated by $\phi_{0}=-\pi / 4$ ),

- for the post-operation and rehabilitation condition of subject " C ", $\rho_{0}=0.013$ (circular region).

According to the experimental values above, for all three healthy and active subjects that participated in this study the small attracting region around the vertical can be modeled as a circle of radius $R$ (the values of $R$ in the relations above are expressed in radians), with the pre-operation condition of subject " $C$ " being the only exception, as the symmetry of the attractor at vertical stance was affected by the injury.

### 4.2. The range of movement

Denoting as $\theta_{\max }$ the maximum (in absolute terms) recorded angle that a subject could lean to and still regain vertical stance, then the value of $\theta_{\max }$ gives a good estimation of the subject's range of movement and subsequently of their muscular strength, flexibility and general ability to regain balance, see also [18,22,24,36,41].

The analysis of the present study revealed angular limits of the basins for each subject (see also Figs. 10-13):

- for subject " A ", there is $\theta_{\max A}=0.17$ radians.
- for subject " $B$ ", there is $\theta_{\text {max } B}=0.5$ radians.
- for the pre-operation condition of subject " C ", there is $\theta_{\max C 1}=0.115$ radians.
- for the post-operation and rehabilitation condition of subject " C ", there is $\theta_{\max \mathrm{C} 2}=0.51$ radians.


Fig. 5. Grey points: experimental data points of subject " $A$ ", on the phase space of $\left(\theta_{x}, \theta_{y}\right)$. Solid curves: calculated contours enclosing regions of less or equal depth. First data collection session: (a) $z=0.09$, (c) $z=0.2$, (e) $z=0.5$; second data collection session: (b) $z=0.09$, (d) $z=0.2$, (f) $z=0.5$. The angles are expressed in radians.

### 4.3. The contours of the basins of attraction

As mentioned in the previous sections, the contours of the basin of attraction, each of which corresponds to a constant depth $z$, are calculated by use of appropriate curve fitting, see also [18,38]. Fig. 5 presents examples of the calculated contour curves for the data belonging to the first subject, together with the data points (grey points). Three different contours are
presented, for $z=0.09, z=0.2$ and $z=0.5$ that are calculated by use of the same function for a particular $z$, for both data collection sessions.

Fig. 5 also illustrates and emphasizes the robustness of the method and its lack of sensitivity to different experimental data sets (as long as these data sets correspond of course to the same, unmodified, condition of a subject). Even though occasional differences in the data points can be observed, they are of minor importance: within the range of experimental error, the data sets shown in 5 can be assumed to be indistinguishable and independent of the data collection session.

Regarding now maximum movements, the differences in the recorded data between the two data collection sessions seem to be more significant (please refer to the full data sets, shown in Figs. 2 and 3). Such deviations are related to differences in the subjects' motivation or their general biomechanical or neuromuscular condition during the data collection sessions and are to be expected, even from carefully chosen subjects such as those that took part in the present study. For this reason, the critical curve (contour $z=1$ ) and subsequently the border of the basin of attraction was calculated as the curve enclosing the superposition of the two data sets (of the first and the second data collection session), so that all maximum possible movements were taken into account.

Hence, while the contours of the interior of the basins of attraction can be precisely calculated, the boundaries of the basin of attraction, i.e. the critical curves, can only be estimated. This limitation arises from the fact that the method is based on experimental data of human subjects, so absolute maximum movements are, by definition, almost impossible to be recorded. However, even though the differences in the maximum recorded movements between the two data collection sessions can not be totally avoided, they can be minimized: an effective approach to achieve minimum differences is to use highly trained subjects, able to control their body movements, such as the athletes used in this study.

Fig. 6 shows the set of the contours that was used for the calculation of the basin of attraction of subject " A ". The same procedure was followed in order to obtain the contours of the basins of attraction that correspond to subject " B ", as well as the two (pre-and post-operation) conditions of subject "C", see Figs. 7-9,. Appendix A includes, as an example, the numerically fitted functions that describe the contours of the basin of attraction of subject "B".


Fig. 6. The set of calculated contours of the basin of attraction of Subject " A ", corresponding (from the smallest to the largest) to $z=0.04, z=0.09, z=0.2, z=0.33, z=0.5$ and $z=1$. The angles are expressed in radians.


Fig. 7. The set of calculated contours of the basin of attraction of Subject " B ", corresponding to $z=0.04, z=0.09, z=0.2, z=0.33, z=0.5$ and $z=1$. The functions describing these contours are indicatively given in Appendix A. The angles are expressed in radians.


Fig. 8. The set of calculated contours of the basin of attraction of the pre-operation condition of Subject " $C$ ", corresponding to $z=0.04, z=0.09, z=0.2, z=0.33, z=0.5$ and $z=1$. The angles are expressed in radians.


Fig. 9. The set of calculated contours of the basin of attraction of the post-operation condition of Subject " C ", corresponding to $z=0.04, z=0.09, z=0.2, z=0.33, z=0.5$ and $z=1$. The angles are expressed in radians.

### 4.4. The three dimensional basins of attraction

Figs. 10-13 show the three-dimensional plots of the interior of the basins of attraction, see Eq. (3), for subject "A", subject " $B$ " and the two different conditions of subject " $C$ " respectively.

## 5. Discussion

The present application of the method has the following potential biomechanical conclusions:

- Subject "A":

The basin of attraction that corresponds to subject " A " has a strong base, the larger attracting region around the vertical of all three subjects, reflecting a better ability to maintain balance at vertical stance. His overall range of movement is, though, far more restricted, in comparison to the other two subjects. The walls of the basin are steep, meaning that every perturbation away from the vertical, small enough so that it does not exceed the small limits of the basin, is rapidly corrected.
The biomechanics of subject " $A$ " seems very conservative, as it does not allow his center of mass to take risks away from the vertical. Taking into account that subject " $A$ " is a track-and-field athlete, this could be due to the combination of strong leg muscles and a rather limited flexibility.

- Subject "B":

The general condition of subject " B " could be classified excellent; the range of movement is wide and the corresponding basin of attraction is symmetric enough with walls that are far less abrupt that those of subject " A ".
Subject " $B$ " is a high level Judoka (as well as subject " $C$ "), a fact that fundamentally implies a powerful combination of muscular strength and flexibility.


Fig. 10. Subject " A ", $z(\rho, \theta)$ : three-dimensional plot of the interior of the calculated basin of attraction, $0 \leqslant z \leqslant 1,0 \leqslant \rho \leqslant \rho_{1}(\theta)$. The angles are expressed in radians.


Fig. 11. Subject " $B$ ", $z(\rho, \theta)$ : three-dimensional plot of the interior of the calculated basin of attraction, $0 \leqslant z \leqslant 1,0 \leqslant \rho \leqslant \rho_{1}(\theta)$.The angles are expressed in radians.


Fig. 12. Subject " $C$ ", pre-operation condition, $z(\rho, \theta)$ : three-dimensional plot of the interior of the calculated basin of attraction, $0 \leqslant z \leqslant 1,0 \leqslant \rho \leqslant \rho_{1}(\theta)$. The angles are expressed in radians.


Fig. 13. Subject " $C$ ", post-operation condition, $z(\rho, \theta)$ : three-dimensional plot of the interior of the calculated basin of attraction, $0 \leqslant z \leqslant 1,0 \leqslant \rho \leqslant \rho_{1}(\theta)$. The angles are expressed in radians.

- Subject "C":

The effects of the injury of subject " $C$ " are clearly reflected on the size, as well as the shape of the attracting region at vertical stance. There is a general absence of movement on the $\left\{\theta_{x}<0, \theta_{y}<0\right\}$ part of the phase space of the system's variables, apparently adopted by the subject's biomechanics in order to protect the injured knee. The basin of attraction that corresponds to the injured period of subject "C" carefully imposes strong restrictions on the subject's range of movement; vertical stance of the injured subject is easily lost.
After recuperation from the injury, the shape and the size of the central parts of the basin are corrected and slightly expanded, while an exceptional opening of the walls has been accomplished. To illustrate this more clearly, Fig. 14 shows the two basins of attraction that correspond to the pre- and post-operation conditions of subject " C ", on the same plot. Such changes are obviously the achievement of an extraordinary treatment and rehabilitation program.


Fig. 14. Subject " C ", plots of the interior of $z(\rho, \theta)$ of the pre- and post-operation conditions shown on the same coordinate system. For each of the plots there is $0 \leqslant z \leqslant 1,0 \leqslant \rho \leqslant \rho_{1}(\theta)$. The angles are expressed in radians.

## 6. Conclusions

In this work we applied a previously presented model [18] that considers the process of regaining vertical stance as movement inside a basin of attraction. This basin of attraction can be considered as a potential well, inside which the center of mass moves during the recuperation of vertical stance after the initial perturbation.

In order to assure high motivation from the subjects during data collection, as well high data quality, three high level active athletes were chosen as subjects of the study.

To conclude, we highlight the power of the presented method as well as its robustness. The validity of the method, as well as of the protocol used is confirmed by the fact that the method is able to successfully detect:

1. the inherent differences in the patterns of movement between the subjects that are a result of the differences in their training and the nature of their physical activity,
2. the impressive differences in the shape and the size of the basin of attraction achieved by the rehabilitation program and the recovery of the injury of the third subject.

The method presented here be can successfully applied not only to problems of human balance such the one presented here but also to any other problem for which the use of experimental data is necessary for the calculation of a potential well.
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Appendix A. The numerically obtained functions that describe the contours of the basin of attraction. Example: subject " $B$ ".

$$
\begin{aligned}
\rho_{0}(\theta)= & 0.012, \\
\rho_{0.09}(\theta) & =\frac{0.00068904 \sqrt{2}}{\sqrt{0.00034385 \cos (2 \theta)+0.00142033}}, \\
\rho_{0.2}(\theta)= & \frac{0.0030315 \sqrt{2}}{\sqrt{0.00195125 \cos (2 \theta)+0.00636925}}, \\
\rho_{0.33}(\theta)= & \frac{0.007650 \sqrt{2}}{\sqrt{0.004779 \cos (2 \theta)+0.016029}}+\frac{0.000165 \sqrt{2}}{\sqrt{0.00086975 \cos (2 \theta)+0.00093025},} \\
\rho_{0.5}(\theta)= & \frac{0.015795 \sqrt{2}}{\sqrt{0.004536 \cos (2 \theta)+0.031914}}+\frac{0.001458 \sqrt{2}}{\sqrt{0.01148175 \cos (2 \theta)+0.01184625},} \\
\rho_{1}(\theta)= & \frac{0.036 \sqrt{2}}{\sqrt{0.0076 \cos (2 \theta)+0.0724}}+\frac{0.00270 \sqrt{2}}{\sqrt{-0.017825 \cos (2 \theta)+0.018625}}+\frac{0.102142}{\sqrt{0.102144 \cos (2 \theta)+0.102656}} \\
& +\frac{0.00143 \sqrt{2}}{\sqrt{0.011931 \sin (2 \theta)+0.012269}},
\end{aligned}
$$
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