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1. Introduction 

 

The fact that the hydrodynamics can be scaled 

correctly between laboratory and astrophysical scenarios [1-6] 

and also the improvement of high-power laser systems that 

allow us to generate plasmas that are in the regimes for certain 

astrophysical systems have led to the successful design of 

laboratory astrophysical experiments in the last two decades. 

These experiments offer two clear advantages: on one hand, 

they permit to explain and predict what occurs in astrophysical 

phenomena and, besides, they are repeatable and the initial 

conditions are under control; on the other hand, these 

experiments also provide important data for verification and 

validation of several aspects of numerical codes such as 

atomic physics, equation of state, radiative transfer and 

hydrodynamics. 

Shock waves are one of the most interesting 

phenomena in astrophysics. They play a pivotal role in the 

transport of energy into the interstellar medium [7] and in 

addition they are ubiquitous throughout the universe. When 

the radiation transport is important to the total energy budget 

of the shock wave this can be radiatively driven and the 

radiative processes may then significantly alter its dynamics. 

At high shock velocity, the shocked medium is heated and 

ionized emitting radiation, which gives rise to radiative 

cooling. The radiation emitted in turn heats and ionizes the 

unshocked medium leading to the creation of a radiative 

precursor [8]. Radiative shocks are also common in 

astrophysics and they can be observed around astronomical 

objects in a wide variety of forms, e.g. accretion shock, 

pulsating stars, supernovae in their radiative cooling stage, 

bow shocks of stellar jet in galactic medium, collision of 

interstellar clouds and entry of rockets or comets into 

planetary atmospheres [9-11] and they are also observed in 

laser inertial fusion [12]. Thus, the relevance of the radiative 

shocks as well as the developing ability to perform radiation-

hydrodynamic experiments and the need of experiments to 

benchmark new radiation-hydrodynamics codes useful for 

astrophysical simulations [13] have motivated laboratory 

studies of these phenomena. These codes need accurate 

computation of radiative properties, such as monochromatic 

opacities and emissivities, mean opacities and radiative power 

losses, in an extensive range of thermodynamic conditions. 

Their calculation is a complex task, overall under non-local 

thermodynamic conditions (NLTE), where there is no a priori 

expression for the calculation of the atomic level populations 

in the plasma and, therefore, one must use a collisional-

radiative model [14]. This requires the solution of a set of rate 

equations, with coupling of configurations, free electrons and 

photons, which also entails a high computational time. These 

facts have led to perform LTE simulations [15, 16] to obtain 

the average ionization and mean opacities or to use cooling 

rates given by analytical formulas [17-19] which are accurate 

enough for low densities only. However, these approaches 

could give unphysical solutions. 

In this work we first perform a brief analysis of some 

relevant radiative properties of xenon plasmas in a range of 

matter densities and electron temperatures typically found in 

radiative shocks launched in xenon clusters in laboratory. In 

particular, the plasma average ionization, charge state 

distribution (CSD), monochromatic emissivities and opacities, 

photon mean free paths and cooling times will be analyzed. 

This analysis will allow us to characterize this kind of 

laboratory radiative shocks. Furthermore, for a particular 
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experiment carried out using the THOR laser system at the 

University of Texas [15] we perform a diagnostics of the 

electron temperatures of the radiative shock since they could 

not be experimentally measured. In this experiment radiative 

blast waves are launched in a xenon plasma, that are generally 

described as an expanding shocks that are in the process of 

sweeping up the material that is ahead of the shock and which 

are important in astrophysical scenarios such as the supernova 

remnants. Next section is devoted to a brief explanation of the 

theoretical model employed in this work and in Section 3 the 

results and conclusions are presented. 

 

2. Theoretical Model 

  

2.1. Collisional-radiative model 

Following the standard NLTE modeling approach, 

where an account of the existing atomic states is made and the 

microscopic (radiative and collisional) processes connecting 

these states are identified, a rate equation system describing 

the population density of the atomic states is built and solved, 

giving the population distribution. Therefore, to find the level 

population distribution, under stationary situations, the 

following system of rate equations is solved 

 

                          (1) 

 

where  is the population density of the atomic level  of the 

ion with charge state . The terms  and  take 

into account all the atomic processes which contribute to 

populate and depopulate the state , respectively. This set of 

equations constitutes the so-called collisional-radiative steady 

state (CRSS) model. In this work, the calculations of the 

plasma atomic level populations were performed using the 

CRSS implemented in the computational code named 

ABAKO. A detailed description of this work can be found 

elsewhere [20, 21] and in this section we will only highlight 

some of its aspects. In ABAKO it is assumed that the system 

has had enough time to thermalize and, therefore, both the 

electrons and ions have a Maxwell-Boltzmann type energy 

distribution. Furthermore, in ABAKO it is also assumed that 

electron and ion temperatures are equal. Therefore, in the 

following, the electron temperature, , will be assumed as the 

plasma temperature. The CRSS implemented in ABAKO is 

applied to low-to-high  ions under a wide range of laboratory 

or astrophysical plasma conditions: Coronal Equilibrium, 

NLTE or LTE, optically thin and thick plasmas. A special care 

was taken during the development of this CRSS model to 

achieve an optimal equilibrium between accuracy and 

computational cost. Hence, for the rate coefficients of the 

atomic processes included in the CRSS model analytical 

expressions have been employed, which yield a substantial 

saving of computational requirements, but providing 

satisfactory results in relation to those obtained from more 

sophisticated codes and experimental data as it has been 

proved in some of the last NLTE code comparison workshops 

[22-24]. The processes included in this CRSS model are the 

following: collisional ionization [25] and three-body 

recombination, spontaneous decay, collisional excitation [26] 

and deexcitation, radiative recombination [27], electron 

capture and autoionization. We have added between brackets 

the references where from their approximated analytical rates 

coefficients have been acquired. The rates of the inverse 

processes are obtained through the detailed balance principle. 

It is worth pointing out that the autoionizing states are 

included explicitly. It has been proved that their contribution 

is critical in the determination of the ionization balance. The 

cross section of the autoionization is evaluated using detailed 

balance principle from the electron capture cross section. This 

one is obtained from the collisional excitation cross section 

using a known approximation [28]. ABAKO does not include 

collisional processes between ions and in this paper no 

radiation-driven processes are explicitly considered. 

In this work, the atomic data required for the CRSS 

model were generated using the FAC code [29]. Since in this 

work we are interested in low ionized Xe plasmas, the atomic 

calculations were carried out in the relativistic detailed 

configuration accounting (RDCA) approach. The continuum 

lowering due to the influence of the plasma surrounding is 

also considered. In this work, this one is calculated by means 

of the expression due to Stewart and Pyatt [30]. Because of the 

inclusion of the continuum lowering, the kinetics equations 

must be solved iteratively, since the atomic data depend on 

ionization balance. Finally, a key factor in the CRSS 

calculations is the choice of configurations included in the 

model. Including configurations with energies up to three 

times the ionization potential should be adequate for accurate 

modeling of thermal plasmas [31, 32]. A detailed statement of 

the configurations considered in this work can be found in 

[33]. 

 

2.2. Calculation of the radiative properties 

In this work, the plasma radiative properties were 

calculated using RAPCAL computational code. A detailed 

description can be found in [34]. As it was made for ABAKO, 

in this section only some relevant aspects are commented. 

RAPCAL was developed to obtain several relevant plasma 

radiative properties such as the monochromatic absorption and 

emission coefficients, mean and multigroup opacities, source 

functions, radiative power losses, specific intensities and 

plasma transmission. Both the monochromatic emissivity and 

absorption include the bound-bound, bound-free and free-free 

contributions. For the bound-bound transitions we use the 

radiative transitions rates obtained from FAC. are calculated in 

the single multipole approximation, and in this work they were 

obtained in the electric dipole approach. The line strengths are 

corrected due to the configuration interaction within the same 

non-relativistic configurations. The line profile is the same 

both for the absorption and the emissivity since in this work 

complete redistribution hypothesis is assumed [35] and in its 

evaluation natural, Doppler, electron-impact [36] and 

unresolved transition array (UTA) [37] broadenings are 

included. The line-shape function is applied with the Voigt 

profile that incorporates all these broadenings. Due to, for the 

plasma conditions analyzed in this work, Xe is lowly ionized, 

line contribution is the most relevant one to the spectra and for 

this reason the photoionization cross section for bound-free 

transitions has been evaluated using the semiclassical 

expression of Kramers [27]. Finally, for the free-free 

contributions to the emissivity and the absorption the Kramers 

semi-classical expression for the inverse bremsstrahlung cross 

section has been used [38]. Furthermore, in order to determine 

the opacity, it is also taken into account the absorption due to 

the scattering of photons. In RAPCAL this one is 

approximated using the Thomson scattering cross section [39]. 

From the monochromatic opacities the Planck and Rosseland 
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mean opacities are calculated [40]. The radiative power loss, 

another radiative property of interest in this work is obtained 

according to [41] and it also includes bound-bound, bound-

free and free-free contributions. 

 

3. Results and Discussion 

 

This section is divided into two subsections. In the 

first one we present a brief comment of the average ionization 

and charge state distribution, i.e. the fractional abundance of 

each ion in the plasma, of xenon plasmas for matter densities 

and electron temperatures ranged between  

gcm  and  eV, respectively, which are the ones 

typically found in blast waves launched in cluster of gases. 

Furthermore, we also present some comments on the optical 

and radiative character of these blast waves. Further 

explanations of these issues can be found in [33]. The second 

subsection is devoted to the diagnostics of the electron 

temperatures of radiative blast waves launched in a xenon 

cluster in laboratory using the THOR laser at the University of 

Texas [15]. We also checked the asseverations made in the 

first subsection regarding the optical and radiative character 

for the blast waves of this experiment in particular. 

 

3.1. Characterization of the blast waves launched in xenon 

and analysis of the average ionization and charge state 

distribution 

In [33] the average ionization map of Xe in the range 

of plasma conditions commented above was presented. The 

degree of ionization, which is calculated as  

 

                                                                                   (2) 

 

where  and  are the electron and ion number densities, 

respectively, is a key quantity since, for example, it is needed 

to obtain the plasma thermodynamic properties and, besides, 

its knowledge permits a subsequent optimization in the 

computation of level populations and radiative properties since 

it reduces the number of ions to include in the calculations. In 

that work, it was concluded that for the conditions under study 

the degree of ionization of Xe plasmas is low, always lesser 

than 10. This low ionization justifies the RDCA approach 

employed for the atomic model. In [33] it was also analyzed 

the plasma charge state distribution (CSD), which is defined 

as the set of the population densities of the ions present in the 

plasma for a given condition of density and temperature, 

obtained from the resolution of the rate equations. The 

analysis was made for the range of temperatures of 1-20 eV 

and for a density of matter of  gcm , which is a 

typical density in these experiments. It was shown that the 

window of ions that noticeably contribute includes from Xe  

to Xe , and therefore, the bound-bound contribution to the 

radiative properties will be the dominant one due to the 

abundance of the less ionized ions of Xe. This fact is well 

illustrated in Figure 1 where we have plotted the 

monochromatic opacity and emissivity for a density of matter 

 gcm  and an electron temperature of 10 eV. 

In Ryutov et al. [1] the conditions to define an 

optically thin, radiative regime for laboratory astrophysics 

experiments relevant to supernova remnants were formulated. 

In particular, in order to be optically thin the radiative flux 

should escape from the blast wave which implies that the 

photon mean free path, , which is related to the mean 

opacity, must be larger than a characteristic size scale of the 

system, . Furthermore, to be radiative, the radiative cooling 

time, , which depends on the radiative power loss, must be 

shorter than the convective transport time, , with  

the plasma sound speed. In Ref. [16] an analysis was carried 

out of blast waves launched in clusters that have typical gas 

densities around  gcm  and post-shock 

temperatures around  eV. For  cm Symes et al. 

[16] concluded that the plasma was optically thin and 

radiative. However, their calculation of the photon mean free 

path only included the bremsstrahlung contribution to the 

opacity that is not a good approximation at these low densities 

and temperatures where, due to the low ionization, line 

radiation is dominant. Furthermore, in their calculation of the 

 
 

Figure  1.  Monochromatic opacity and emissivity for a density of matter of  gcm  and at an electron temperature of 10 eV. 
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cooling time they used the cooling functions, i.e. the ratio 

between the radiative power loss and the electron and ion 

number densities, tabulated in Post et al. [17] which are 

obtained assuming Coronal equilibrium and therefore they are 

density-independent and are only accurate for electron 

densities lower than those obtained in the experiments of 

interest here. In [33] we performed these analysis using 

RAPCAL code. We calculated both the Rosseland and Planck 

mean free paths including the bound-bound and bound-free 

contribution and we found that, for a given temperature, the 

region where the plasma can be assumed optically thin is 

shifted with respect to the results showed in [16], toward 

lower densities due to the increase of the opacity from line 

absorption. In any case, we obtained that for the plasma 

conditions involved in this kind of experiments the mean free 

paths were always larger than  and, therefore, we concluded 

that the plasma in the post shock region could be assumed as 

optically thin. It is worth pointing out that this is an average 

comparison and, in fact, in some ranges of photon energies 

(10-40 and 60-100 eV), the plasma absorbs radiation as it is 

shown in [33] where it was compared the monochromatic 

photon mean path with . However for almost the whole range 

of photon energies it can be assumed optically thin, and that 

confirms that this blast wave can be classified as thin-thin [8] 

as both the upstream and downstream media are optically thin. 

With respect to the radiative character of these blast waves, in 

[33] we performed a calculation of the cooling times for 

electron temperatures ranged between 1-20 eV and several of 

the typical matter densities in these experiments. In this case, 

the cooling functions were obtained using the CRSS 

implemented in ABAKO and, therefore, unlike the ones 

provided by Post et al. [17], they are valid in the plasma 

conditions under analysis. The comparisons between the 

cooling and convective times in [33] resulted in the former 

was always lower than the latter, which confirmed that the 

blast waves could be categorized as radiative. 

3.2. Diagnostics of the radiative shock temperature 

 In this subsection we employ the study made of the 

average ionization as a function of the density and temperature 

to perform a diagnostics of the electron temperatures of 

cylindrical radiative blast waves launched in xenon using the 

THOR laser system at the University of Texas [15]. The gas of 

xenon clusters was irradiated with laser pulses of 35 fs 

duration with  mJ pulse energy at average gas density of 

 gcm  and with  mJ per pulse for an 

average gas density of  gcm . The blast waves 

formed were characterized using time-resolved transverse 

interferometric and Schlieren imaging. A detailed description 

of the experiment can be found in [15, 16]. Figure 2 shows 

typical electron density profiles for xenon blast waves 

produced during these experiments at several times for the two 

matter densities. From the Figures radiative precursors are 

detected ahead of the shock front. The average ionization 

values of pre-shock region are direct measurements from the 

interferograms since the ambient density of gas is known. 

Behind the shock the electron density is also experimentally 

measured and the average ionization is calculated assuming a 

shell compression, defined as the ratio of the maximum mass 

density within the shell to the ambient gas density (

), equals to 2 [15]. This value for the 

compression was obtained from the ratio of the shell thickness 

to the shock front radius. This weak compression is because of 

the preheating of the gas ahead of the shock that reduces the 

Mach number [16]. However, the plasma temperature could 

not be experimentally measured. This was estimated in Ref. 

[16] making use of an approximate formula [13] derived from 

the Saha equation and thus assumes LTE. However LTE 

regime cannot be always assumed and therefore this 

estimation of the temperature could be not accurate enough 

and that could give, for example, unphysical solutions in the 

calculation of the compression ratio [16]. Our study of the 

average ionization provided us this quantity both in LTE and 

NLTE regimes and, therefore, our numerical simulations could 

give us an idea about the accuracy of the LTE estimation of 

the electron temperatures of the blast waves. Our procedure 

has been to search the electron temperature that at the electron 

density given experimentally, matches with the experimental 

average ionization, within a margin of error imposed. 

 
 

Figure  2.  Structure of the radiative blast waves as a function of the time. (a) lower density and (b) higher density cases. 
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However, as it was before commented, the calculation of the 

average ionization in NLTE regime entails large 

computational costs, since we have to solve a large set of rate 

equations. Therefore, in order to obtain the average ionization 

of the plasma at any couple of electron density and 

temperature we have carried out a fitting of this quantity to an 

analytical expression depending on these parameters. The data 

employed for the fittings are those provided by ABAKO 

calculations and the analytical expression employed for the 

fitting is given by  

 

            (3) 

 

The coefficients of the fitting, , are determined by 

means of a Least Squares Regression. We have imposed a 

relative error of 1%. The maximum degree of the polynomial 

both in electron temperature and density was fixed to 7 in 

order to avoid oscillating behaviors. In general, it is 

impossible to find only one polynomial function to make the 

fit of the whole range of plasma conditions and this one must 

be divided into subsets to obtain a polynomial fitting in each 

subset. In this case, for the range of plasma conditions of 

interest in this work, the number of polynomial functions 

required has been 4. Finally, in order to optimize the search of 

the subsets of plasmas conditions and the corresponding 

polynomial functions a quad-tree algorithm was used. In 

Figure 3 the estimation of the temperatures of the blast waves, 

at both densities, are shown for the different times considered 

in Figure 2. In Figure 3 the largest value of the electron 

temperature for each time corresponds to the greatest value of 

the electron density, at each time, in Figure 2. This 

temperature is assumed as the shock front temperature. The 

other temperatures represented correspond to points belonging 

to the radiative precursor. Due to the power delivered by the 

laser to the xenon cluster it is estimated that the largest 

electron temperature reached in the plasma is around 20 eV 

and the electron temperatures obtained with our CRSS model 

fulfill that condition. 

From the Figures we observe that the temperature of 

the shock front decays with the time which is expected due to 

the radiative cooling. We also detect that for those points of 

the radiative precursor far from the shock front the 

temperature is almost time independent. Due to the fast 

variation of the electron temperature of the shock front, 

overall at early times, one could ask whether the stationary 

approach in the CRSS model is accurate for the kinetics 

calculations. As it is known, a plasma can be assumed in 

stationary state when the characteristic time of the dominant 

atomic process, , calculated from the cross section of that 

process, is much smaller than the plasma characteristic time, 

, given by  

 

                                                      (4) 

 

For the shock front, this condition is not verified 

since due to the strong cooling the temperature of the shock 

front changes with time faster than the characteristic time. On 

the other hand, since the radiative precursor precedes the 

shock by as much as 800 m [15] the time scale for the 

precursor to reach a steady state is about 40 ns [42]. Therefore, 

the estimation of the electron temperatures presented in this 

work, overall for times shorter than 40 ns, could change if a 

time-dependent kinetics calculation of them is performed and 

in a future work it is our purpose to carry out a time-dependent 

collisional-radiative calculation of the radiative properties and 

the electron temperatures of the blast wave of this experiment 

in order to quantify the time effects. In any case, this CRSS 

estimation of the temperatures is useful in order to analyze the 

accuracy of their LTE calculations, since this assumption is 

very common for their calculation, as in Symes et al. [16]. 

In Figures 4 and 5 we have represented the behavior 

of the shock front temperature and radiative power loss with 

time for both matter densities of the experiment. Furthermore, 

in those figures we perform a comparison of calculations of 

them using the CRSS model and Saha-Boltzmann (SB) 

equations, i.e. assuming LTE. We detect that for the case of 

lower density the temperatures estimated by both calculations 

show some differences, overall at early times. Thus, for 

example, at 3 ns the CRSS and SB calculations of the 

temperature give 17.38 and 16.20 eV, respectively, i.e. a 

 
 

Figure  3.  CRSS estimation of the electron temperature of both the shock front and the radiative precursor for several times. 
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relative difference about 7.3%. These differences decrease 

with time and for times later than 20 ns both models provide 

almost the same shock temperature, which means that the 

average ionization is also quite similar. On the other hand, for 

the higher density case both calculations provide very similar 

average ionization and, therefore, shock electron temperatures 

and for this reason in Figure 5 we have only shown the CRSS 

calculation of the temperature. From the figures we observe 

that for a given time the shock front temperature is greater for 

the higher density situation than for the lower density. In 

Figures 4 and 5 we have also represented the radiative power 

loss from the shock shell, a key magnitude in radiative shocks. 

We can observe that for a given time the radiative power loss 

for the higher density case is always larger than for the lower 

density case due to the temperature also greater. Furthermore, 

we have also made a comparison between CRSS and SB 

simulations of this quantity. In both densities some differences 

are appreciable although they are greater in the lower density 

case. Thus, for example, around 20 ns the difference is about 

 whereas for the higher density is about . We have 

checked that both simulations provide almost the same CSDs 

and, therefore, average ionization and electron temperatures, 

but the atomic levels, overall the excited ones, cannot be 

assumed in LTE and this is the reason of the discrepancy in 

the radiative power losses at this time. Only at the last times, 

i.e later than 80 ns, the differences are lower than  and 

then a LTE simulation of the radiative power loss could be 

accurate enough. 

In the previous section it was established that the 

blast wave could be classified as thin-thin and radiative. The 

analysis was made for a typical plasma condition in this kind 

of experiments. Once we have estimated the electron 

temperatures under these assumptions we have checked them. 

If the plasma is optically thick, the set of the rate equations 1 

must be solved together with the radiative transfer equation,  

 

                                                                    (5) 

 

where  is the specific intensity,  is the position vector and e 

a unitary vector in the direction of the radiation propagation. 

The emissivity and the absorption coefficient couple the 

radiative equation with the rate equations. In ABAKO 

stationary conditions are assumed for the radiative transfer 

and, therefore, the first sum in the left hand of Equation (5) 

equals zero. In the current version of ABAKO only bound-

bound opacity effects are taken into account [20]. These ones 

are included in an approximate way by means of the escape 

factor formalism which avoids the explicit solution of the 

radiative transfer equation. To compute the escape factors we 

have adopted the technique described in [43]. This formalism 

avoids the need to perform a simultaneous calculation of 

radiation transport and atomic physics. We have made kinetics 

calculations of the shock shell of the blast wave including 

plasma opacity effects assuming that the plasma in the shock 

shell is homogeneous, with cylindrical geometry being the 

radius equals to its full width at half maximum (FWHM). For 

the situation of higher density, the electron temperatures 

obtained including opacity effects in the kinetics calculations 

are almost identical to the ones obtained without including 

them. As it was shown before, for the higher density CRSS 

and SB calculations provide the same average ionizations and 

electron temperatures, and, therefore, in steady-state 

situations, the plasma could be assumed in LTE. Since in this 

regime the collisional processes dominate, opacity effects do 

not introduce appreciable changes in the plasma level 

populations. On the other hand, for the case of lower density, 

the electron temperature calculated at 3 ns including opacity 

effects is  eV, whereas without that effects was  

eV and assuming LTE was  eV. As expected, the opacity 

effects lead the plasma to LTE regime. At 11 ns the the 

electron temperatures obtained with or without opacity effects 

are  and  eV, respectively, and at 21 ns the 

temperatures are almost identical. Therefore, only at 3 ns an 

optically thick calculation of the plasma level populations 

introduce differences in the electron temperature estimation. 

However, this difference is overestimated since we have 

assumed that for the whole FWHM of the shock shell the 

 
 

Figure  4.  Comparison between CRSS and Saha-Boltzmann (SB) calculations of the shock temperatures (left) and radiative power losses 

(right) as a function of time. 
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electron densities and temperatures have their maximum 

values, which is not true. Therefore, we could conclude that, 

in general, opacity effects do not change appreciably the 

kinetics calculations and the shock shell can be considered as 

optically thin. 

Finally, we have also compared the radiative cooling 

time of the blast wave with the convective time. To calculate 

the latter we have assumed as the temperature of the gas ahead 

of the shock front the highest one of the radiative precursor 

and, therefore, we are underestimating the convective 

transport time. Even so, we have obtained, for both densities 

and all the electron temperatures diagnosed, that the radiative 

cooling time (  s) is considerably shorter than the 

convective time (  s), which agrees with the fact that 

the blast wave can be considered as radiative. 

 

4.  Conclusions 

 

In this work we have analyzed the radiative character 

of blast waves launched in clusters of xenon, which are 

generated to reproduce in laboratory supernova remnants. We 

have proved that these experimental blast waves are optically 

thin by comparing the photon mean free path with the 

characteristic size of the systems and making a collisional-

radiative simulation including self-absorption effects as well. 

Furthermore, for a given experiment, where the plasma 

electron temperatures are not experimentally measured, we 

have made a diagnostics of the temperature by means of 

collsional-radiative simulations.  These simulations were made 

assuming stationary state but we have found that for the early 

times of the radiative blast wave a time-dependent simulation 

could be required. 
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