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Abstract 
Introduction The EVA (Endoscopic Video Analysis) 
tracking system is a new system for extracting motions of 
laparoscopic instruments based on nonobtrusive video 
tracking. The feasibility of using EVA in laparoscopic 
settings has been tested in a box trainer setup. 
Methods EVA makes use of an algorithm that employs 
information of the laparoscopic instrument's shaft edges in 
the image, the instrument's insertion point, and the camera's 

optical center to track the three-dimensional position of the 
instrument tip. A validation study of EVA comprised a 
comparison of the measurements achieved with EVA and the 
TrEndo tracking system. To this end, 42 participants (16 
novices, 22 residents, and 4 experts) were asked to perform a 
peg transfer task in a box trainer. Ten motion-based metrics 
were used to assess their performance. 
Results Construct validation of the EVA has been obtained 
for seven motion-based metrics. Concurrent validation 
revealed that there is a strong correlation between the results 
obtained by EVA and the TrEndo for metrics, such as path 
length (p = 0.97), average speed (p = 0.94), or economy of 
volume (p = 0.85), proving the viability of EVA. 
Conclusions EVA has been successfully validated in a 
box trainer setup, showing the potential of endoscopic 
video analysis to assess laparoscopic psychomotor skills. 
The results encourage further implementation of video 
tracking in training setups and image-guided surgery. 

Minimally invasive surgery (MIS, e.g., laparoscopy) tech­
niques have been the focus of much attention in recent 
years [1-5]. The main motivation for MIS is to provide 
safer surgeries for the patient's benefit. This same incentive 
applies to the training and assessment of new professionals 
and thus needs to address society's demands for fully 
prepared and accredited surgeons [2]. Halsted-based 
training is gradually being replaced by structured training 
programs to optimize the learning curves, time, and effi­
ciency of residents [3]. New learning models state that the 
direct involvement of residents to real surgeries should be 
postponed until they have acquired the necessary cognitive 



and psychomotor skills [4, 6]. In this context, the first 
stages of basic psychomotor skills training take place in 
controlled laboratory settings by means of box trainers and 
virtual-reality simulators [2, 5, 7]. 

Part of the training and assessment processes in labo­
ratory settings relies on the acquisition and analysis of 
efficiency metrics, which are based on the kinetics and 
dynamics of the trainees' actions performing a task [7, 8]. 
To this end, active tracking-based systems are used to 
measure accurately hand/instrument movements and 
interactions, based on optical [9], mechanical [10], ultra­
sonic [11], or electromagnetic [12] sensing. However, their 
use may modify the ergonomics and constrain movements 
of the surgical instruments, and thus alter the trainees' 
experience and performance. Moreover, transfer of these 
technologies into the operating room (OR) is compromised, 
because they often are bulky (impeding their portability 
and OR setting), are not easily sterilized, may require a 
clear line of sight (optical devices), or might be affected by 
ferromagnetic materials (electromagnetic devices) and 
hence cause errors in position tracking [13]. 

An alternative to active tracking is the analysis of the 
endoscopic images to determine the spatial position of the 
surgical instruments [14]. The noninvasive and unobtrusive 
nature of a tracking system based on computer vision tech­
niques makes it suitable for training purposes (both in labo­
ratory settings and the operating room) and for image-guided 
surgical navigation [ 14,15]. An additional potential benefit of 
this approach is the possibility of an off-line analysis of 
recorded surgical procedures. In training, the concept has 
already been exploited in the CAE proMIS simulator (CAE 
Healthcare, Montreal, Canada), where the instruments posi­
tion is triangulated by means of two cameras [16-18]. The 
main challenge in this research field, however, is tracking 
instruments' motion based on the monoscopic image of the 
endoscope, where depth information is not available. 

In general, there are two main technological challenges 
that need to be addressed to achieve robust video-based 
tracking in MIS. The first challenge comprises the auto­
matic identification and segmentation of the instrument in 
the image to perform a two-dimensional (2D) tracking on 
the video image. In the literature, segmentation has been 
obtained based on color [19-21], marker [22, 23], edge 
[24, 25], and/or geometric features [26]. The second 
challenge requires calculating the three-dimensional (3D) 
coordinates based on the geometrical features of the seg­
mented marker [22, 27], instrument [28, 29], or from an 
estimation of the insertion point [30]. In previous works, 
we presented three different approaches to obtain the 3D 
coordinates: 1) based on the vanishing point of the 
instrument's borders [28]; 2) based on the instrument's 
apparent diameter [28]; and 3) based on the transversal 
section of the instrument [29]. 

In general, incorporating instrument tracking to the 
assessment of psychomotor MIS skills requires defining a 
series of evaluation metrics to allow discernment of the 
trainees' expertise based on their performance [31]. In this 
particular case, information provided by the video will be 
associated with motion parameters extracted from the 
instruments' movements. Applications in training and 
assessment of endoscopic video tracking have already been 
reported for physical simulators [15, 20]. Sánchez-
Margallo et al. [15] employed pattern recognition techniques 
to track the tip of different laparoscopic instruments in the 
2D image. Allen et al. [20] made use of the vanishing point 
approach and adapted it in the Fundamentals of Laparo­
scopic Surgery (FLS) simulator. In both cases, a complete 
clinical validation of the tracking systems is pending. 

The purpose of this work is to introduce EVA—a soft­
ware tracking system based on endoscopic video analysis 
for the assessment of laparoscopic skills. Construct and 
concurrent validation results are presented. A secondary 
objective is to test the hypothetical gain of 3D metrics 
compared with 2D evaluation metrics. The TrEndo track­
ing system was used for concurrent validation [9]. This 
optical sensor-based tracking system has been validated in 
a number of studies [32-35] and is currently employed for 
gynecologic resident training at Leiden University Medical 
Centre (LUMC, Leiden, The Netherlands). 

Materials and Methods 

System Description 

The EVA tracking system employs the endoscopic image 
and the location of the insertion points of the camera and 
instruments to calculate the 3D position and orientation of 
the surgical tools. The edges and tip of each instrument are 
automatically extracted from each 2D image in the process. 
Detection is done offline (i.e., using recorded videos of the 
performances). 

Let P be the tip of the surgical instrument, T the inser­
tion point of the instrument, WINST the instruments' 
diameter, and C and/ the endoscope's optical center and 
focal length, respectively. The implemented solution 
includes the following steps: 

1. Distortion correction: Camera systems tend to suffer 
from a phenomenon known as radial or barrel distor­
tion, by which images tend to be deformed nonlinearly 
radially from the optical center [36]. Because the 
tracking system relies on the detection of the instru­
ment's straight edges, a correction algorithm based on 
Brown's distortion model [37] is applied to ensure 
recognition [38] (Fig. 1A). This same algorithm pro­
vides the camera parameters C and /. 



Fig. 1 2D tracking. A Original image, distortion corrected, B Con­
trast-enhanced image, C Segmentation mask, D Sobel filtered edge 
image, E Final detection of instruments and P2. Lines over the 

instruments edges represent their detection in Hough space. P2 is 
detected in the area of the instruments white marker 

2. Image processing: The instrument's edges are detected 
on the image, by means of image contrast enhance­
ment (Fig. IB), color-based segmentation (Fig. 1C) to 
isolate the instruments and Sobel filtering (Fig. ID) 
[36, 39]. Hough transform is then used to isolate and 
characterize its borders [39]. Up to two laparoscopic 
instruments may be detected this way, considering 
their insertion angle into the box trainer [20]. 

3. Determination of a tracking point in the image space 
(P2): We define P2 as the 2D point in the image at the 
shaft-metal interface of the instrument's middle line. A 
directional gradient employing the instrument's orien­
tation is used for detection of P2, as described by Allen 
et al. [20]. To guarantee a more robust detection, a small 
white marker is placed on the interface. Figure IE 
shows an example of P2 detection in the box trainer. 

4. Determination of tracking window: to ease the com­
putational load, tracking in successive frames is 
performed in an adaptive window, the margins of 
which are determined as a neighborhood dependent of: 
1) the speed and direction of the instrument; and 2) the 
apparent width of the tool in the image at the shaft-
metal interface (WIMG)- If Pi cannot be determined 
within this window, tracking is performed once more 
in the whole image. 

5. Determination of point P in real space: We define P3 

as an auxiliary point, the 3D correspondence in space 
of P2. By means of the apparent diameter method 
described in [28], P3 is obtained using C, / and W ^ S T 
by triangle similarity (Fig. 2 left). Finally, knowing P3 

and T, P (instrument tip in real space measured with 
respect to Q is obtained by point translation along the 
instrument axis (Fig. 2 right). 

6. Data post processing: to remove noisy data caused by 
incorrect line and/or incorrect detections of P, we 
implement a filter based on the k-medians algorithm 
[40]. In this way, point P at a determined instant (Pt) is 
reevaluated as the median of a cluster formed with its 
immediate 30 successors {[Pt, Pt+3o\)- This results in 
an increased robust detection in detriment of a 
negligible displacement of the trajectory in real space. 
Additonally, outlier points outside the ranges of the 
setting are discarded. 

Step 2 of the algorithm is of great importance in the 
tracking process, because it copes with the detection of the 
whole instrument from the image and is thus setting depen­
dent. For this reason, a calibration of processing parameters 
must be performed according to the setting's contour con­
ditions: image quality, illumination, background colors, etc. 
In this study, the system's image processing parameters were 
empirically determined to enable detection on one of the 
physical simulators used for learning at the skills training 
laboratory of LUMC. The determination of the parameters 
has been done based on the validation setting's characteris­
tics and illumination conditions. 

Experimental Validation 

All validation trials were carried out at the skills training 
laboratory at LUMC. Forty-two participants were asked to 
participate in this study: 16 novices (N), 22 residents (R), 
and 4 experts (E). All participants performed a one-
instrument peg grasping task, where a series of spherical 
objects (chickpeas) had to be picked, transported, and placed 
on corresponding sequential holes using a laparoscopic 



Fig. 2 3D tracking. Left: 
determination of P3 (shaft-
metal interface). Right: 
determination of P 
(instrument tip) 
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grasper. The scenario included different blocks providing 
different heights, orientations and occlusion zones (Fig. 3 
left). 

All participants had no prior training with the task 
proposed, and only a brief explanation of its goals was 
given. To ensure the same conditions for all participants, 
the position of the task within the box trainer, and the 
insertion points for the camera and instrument were iden­
tical for each participant. The endoscope (ACMI CIRCÓN 
Microdigital IIMV-9695) provided a 0° view on a monitor, 
and was fixed at the same angle for all participants. Video 
recordings of performance were stored for posterior offline 

processing. Simultaneously, the instrument's movements 
were tracked by means of the TrEndo tracking system. The 
starting and ending position of the tip of the instrument and 
the order of target's placement at predefined positions 
(indicated by the numbers located next to them) were fixed 
and were the same for all the participants. No time 
restrictions were imposed, nor completion forced-upon. 
The test setup is represented in Fig. 3 (right). 

All motion metrics employed in the study were derived 
from the position r(f) of the instrument on every frame. 
Metrics were computed using Matlab Release 2009b 
(Mathworks, Natick, MA). Two sets of metrics were 

Fig. 3 Experimental setting. Left: assessment task employed in validation. Right: box trainer schematic disposition and coordinate system: A top 
view, B side view 



obtained: one from the 2D image space (r(t) = 

x(t),y(t)Yt=0), and one from the 3D real space (r(t) = 

[x(t),y(t),z(t)]t=0). The purpose of this distinction was to 
determine whether validation may be achieved from study­
ing solely the 2D movements on the monitor. Table 1 sums 
up the metrics explored, as well as the mathematical for­
mulations that define them. 

Statistical Analysis 

Significant differences were considered atp < 0.05 both for 
construct and concurrent validation. SPSS v. 17 (SPSS Inc., 
Chicago, IL) was used for all statistical analysis. Construct 
validation was performed along the three groups (Kruskal-
Wallis analysis) and for each pair of groups (Mann-Whitney 
U test). Additionally, the variations in p value (the proba­
bility given by the statistical tests, AP) were determined, 
where a decrement in the/? value from the 2D case to the 3D 
case reflects an increment of the significant differences 

between metrics. Additionally, Pearson's nonparametric 
correlation (p) was used to measure differences between 
metrics featured both in the 2D image and 3D space. 

Concurrent validation was performed for 3D motion 
metrics between EVA and TrEndo. Their coordinate sys­
tems were previously aligned as shown in Fig. 3 for 
accurate correspondence of measurements. Pearson's cor­
relation was once more employed to measure concurrence. 
Values between 0.4-0.7 were considered as medium cor­
relating values, whereas values greater than 0.7 show a 
strong correlation between metrics [41]. 

Results 

All participants were able to complete the task. Three of 42 
participants were left-handed, and thus performed the task 
with the opposite instrument. Typical results obtained by a 
novice and an expert are presented in Fig. 4, both for 2D 
and 3D tracking. 

Table 1 Motion metrics 
given in pixels (pp); 3D 

. Application reflects whether a metric was measured for the 2D image or the 3D real setting. Units for 2D metrics are 
metrics are given in metrical units 

Metrics Application Definition Formulae 

Time (T) 

Path length (PL) 

Depth (D) 

Average speed (S) 

Average Acceleration 
(A) 

Motion Smoothness 
(MS) 

Economy of area 
(EOA) 

2D/3D (s) 

2D(pp) 

3D(m) 

3D(m) 

2D(pp/s) 

3D (mm/s) 

3D (mm/s2) 

3D (m/s3) 

2D(-) 

Economy of volume 
(EOV) 

Search time (ST) 

Idle time (IT) 

3D(-) 

3D(-) 

2D (%) 

3D (%) 

Total time to perform a task 

Total path covered by the instrument in 
image space 

Total path covered by the instrument in 
the setting 

Total path length traveled in the 
instrument's axis direction 

Rate of change of the instrument's 
position in the image 

Rate of change of the instrument's 
position in the setting 

Rate of change of the instrument's 
velocity within the setting 

Abrupt changes in acceleration resulting 
in jerky movements of the instrument 

Relationship between the maximum 
image area occupied by the instrument 
and the total path length 

Relationship between the maximum 
surface area (task plane) occupied by 
the instrument and the total path length 

Relationship between the maximum 
volume occupied by the instrument in 
the setting and the total path length 

Percentage of time spent in the "search 
zone" (chickpeas pick-up zone) 

Percentage of time where the instrument 
is considered to be still 

LM<* 

SL\f< %)2i dt 

1 (I d\r(t)\ 
T Jt=0 dt 

IfTS 
T Jt=< 0 dfl 

Ui=0 
d>\r(t)\ 

dfi 

[(Max(x)-Mm(x)]-[Max(y)-Mm(y)] 

3/[(Max(x)-Min(x)]-[Max(y)-Mm(y)]-[Max(z)-Mm(z)] 

Tz_, IA(x(t),y(t))/A = {(x,y) € R2\x<l/3* 

Max(x(i)) Ay > 1/2 * Max(y(i))} 

! i : 3 = í f € ( 0 I . . . r ) K / ( ^ dy(t) 
dt 

dz(t) 
dt < 5 



Construct validation results are shown in Fig. 5 and 
Table 2. For 2D metrics, average speed and economy of 
area present significant differences along the three groups. 
Furthermore, Mann-Whitney analysis reveals that differ­
ences occur mostly between novices and both other groups 
(R, E). Search time did not reach the significance levels 
required. 

For 3D metrics, construct validation was obtained for path 
length, depth, average speed, average acceleration, economy 
of area, and economy of volume. Paired comparisons once 
more showed that the greatest differences occur between 
novices and the other two groups. Comparison between 2D 
and 3D metrics show a strong correlation between them 
(p > 0.85) but also reflect an increment in the statistical 
significance between groups, which is more prominent in the 
case of path length and economy of area (Table 3). 

For concurrent validation, Fig. 6 and Table 2 reflect the 
correlation between metrics. It can be seen that a strong 
correlation exists for all considered metrics, except for 
motion smoothness. Overall, results show that performance 
of EVA reproduces the measurements obtained with the 
TrEndo tracking system. 

Discussion 

We have demonstrated the feasibility of employing solely 
video based tracking of laparoscopic instruments for the 
assessment of psychomotor skills in a training setup. The 
EVA tracking system was validated using a peg transfer 
task and ten motion-related metrics. The results showed a 
strong correlation with the measurements obtained with the 
TrEndo tracking system. 

An important result of this study is the high level of 
similarity between measurements obtained by EVA and the 
TrEndo tracking system. Correlation values between met­
rics reflect the validness and potential of video-based 
tracking. Only motion smoothness metric presented sig­
nificant differences between systems. A possible reason for 
this may reside in the post-processing stage of EVA, which 
effectively applies low pass filtering of the signal in ways 
that may dampen the influence of jerkiness in movements. 
It is important to mention that for both systems motion 
smoothness did not achieve construct validation and that 
this particular metric has been already been proved not 
valid for several basic tasks [42, 43]. 

Fig. 4 Tip motion 
representation examples. Top: 
results obtained by a novice (2D 
and 3D). Bottom: results 
obtained by an expert (2D and 
3D). 2D motion is represented 
in pixels, 3D motion in cm 
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Fig. 5 Construct validation: representation of scores. Left top: Time. 
Left bottom: 2D metrics. Right: 3D metrics. Results are expressed as 
notched box diagrams, in which every box distinguishes lower 

quartile value, median and upper quartile value. Significance is shown 
where the notched sections of the boxes do not overlap each other 

EVA showed good construct validity both for 2D and 
3D metrics. Time, path length, and depth are common 
parameters, which have been validated in many clinical 
studies [11, 44—48]. Average speed and acceleration are 
less widespread metrics, but also showed good discrimi­
native scores [11, 44, 49]. Additionally, three new metrics 
were introduced in this study: search time, economy of 
area, and economy of volume. Search time was derived 
from direct scrutiny of performance and was based on the 
observation that inexperienced participants had more 
trouble when trying to grasp the chickpeas from the pick­
up zone. This 2D-exclusive metric did not prove to be 
significant in the end. However, it illustrates a new kind of 
metrics that might be defined from image analysis. Econ­
omy of area and economy of volume were introduced to 
quantify the efficiency in use of the working space, both of 

the camera's field of view (2D) and the real surgical setting 
(3D). Results for both metrics demonstrated their construct 
validation for the task proposed. They point at the rele­
vance of acknowledging the surgeon's spatial dominion of 
the workspace, which in the operating room may become 
more complicated due to camera movements and orienta­
tion. Further studies are needed to investigate whether the 
three new metrics proposed here are valid for different 
tasks. 

A new aspect investigated in this work included the 
analysis of the relevance of depth information in skills 
assessment by comparing correspondent metrics in 2D and 
3D spaces. Correlation analysis between metrics registered 
both in image and real space (path length, average speed, 
and economy of area) yield high values of similarity. 
However, we must consider that box trainers often are a 



Table 2 Validation results. Construct validation is marked with x 
where significant differences across the three groups occur (Kruskal-
Wallis, K-W). For pairs of groups, construct validation is explicitly 
indicated by said groups initial letter (Mann-Whitney, M-W). Con­
current validation is presented as Pearson's correlation (p) 

Metrics 

Time 

2D metrics 

Path length 

Av. speed 

Search time 

Economy of area 

3D metrics 

Path length 

Depth 

Av. speed 

Av. acceleration 

Idle time 

Motion smoothness 

Economy of area 

Economy of volume 

Construct 

Construct 
(K-W) 

X 

X 

X 

X 

X 

X 

X 

X 

X 

Construct 
(M-W) 

N-R, N-E 

N-R 

N-R, N-E 

N-R, N-E 

N-R, N-E 

N-R, N-E 

N-R 

N-R, N-E 

N-R, N-E 

N-R, N-E 

Concurrent 

Correlation 

1* 

-
-
-
-

0.97* 

0.82* 

0.94* 

0.9* 

0.71* 

0.03 

0.86* 

0.85* 

*Reflects correlation at p < 0.05 

Table 3 Comparison between 2D and 3D metrics. For each metric, 
variation of p value obtained in construct validation is given (AP). 
Positive values (bold letter font) reflect higher statistical differences 
for 3D metrics. Correlation between 2D and 3D counterparts is given 
for each metric by means of Pearson's coefficient (p) 

Path length 

Average speed 

Economy of area 

AP 

All 

0.05 

-0.001 

0.006 

N-R 

0.03 

0 

0.006 

N-E 

0,146 

-0.035 

0.007 

R-E 

0.506 

0.162 

0.119 

Correlation 

0,92 

0,864 

0,887 

best-case scenario for training, where the camera is fixed, 
and thus depth-related skills may not be so determining as 
in the operating room. Depth information could be more or 
less relevant as an assessment metric depending on the 
viewpoint of the camera. Another fact to consider is that 
the 2D image space may vary depending on the endo­
scope's position, which may or may not have influence on 
performance. Nevertheless, we have shown that statistical 
significance improved from 2D to 3D for path length and 
economy of area, while remaining more or less constant for 
mean speed. This, along with other validation studies 
regarding depth information [34, 35, 47, 48], suggests the 

importance of this information and the need for further 
exploration of their relevance. 

Motion analysis has been proven an important asset in 
the assessment of MIS psychomotor skills, especially 
during the first stages of training [12, 16, 34]. In this 
study, we have shown that passive tracking of the lapa­
roscopic instruments can be a reliable source of infor­
mation for psychomotor skills assessment. However, due 
to its simplicity, video-based tracking technology can be 
easily applied to other areas of surgical career and lifelong 
learning. As such, EVA could be proved useful not only 
for the assessment of residents but also in the selection of 
candidates suited for surgical training. In aviation, for 
example, selection of pilot trainees is based on a series of 
tests that cover all abilities believed to be relevant for a 
"good pilot" [50]. Those include: intelligence tests, 
mental agility, ability to prioritize multiple inputs, and 
spatial orientation. Similar selection of candidates for 
surgical training should be done based on candidates' 
aptitudes. Van de Loo et al. [51] and Gilligan et al. [52] 
found that future "good surgeons" are determined by a 
compendium of factors, such as intelligence, operative 
skill, work attitude, stability, and cooperation. In this 
context, the EVA tracking system might be used to assess 
operative (psychomotor) skills. Additionally, EVA could 
be used as a part of recertification and lifelong learning 
programs for continuous education of surgeons; due to the 
potential portability of the system, EVA could be intro­
duced in more complex scenarios, such as the operating 
room. 

In the current state, however, the EVA tracking system 
presents further challenges that need to be addressed before 
its full deployment. The first challenge deals with com­
putational cost. Currently, the system's Matlab imple­
mentation limits the processing time to approximately 3-4 
seconds per frame. Because analysis was performed offline, 
real time was not a constraint in this case. However, to 
provide immediate feedback to the trainee, real-time 
computations are desired [53]. Several possible alternatives 
are being considered at present, involving software (use of 
computer vision libraries, such as OpenCV, application of 
predictive tracking solutions based on Kalman filtering 
[54]), and hardware (use of graphic processing units 
- GPUs [55]) solutions. 

The second challenge is related with robust management 
of occlusions and insertion/withdrawals of the instruments. 
These aspects do not significantly affect on controlled 
scenario, such as box trainers, but are of vital importance 
when considering its use during real interventions. In this 
sense, an interesting approach, although one that needs to 
take into account sterilization issues in the operating room, 
is the use of different artificial color markers as a com­
plementary system to aid in the instrument identification 
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Fig. 6 Concurrent validation scores per subject, in order of participation in the study (x-axis). Black: scores obtained by EVA. Gray: scores 
obtained by TrEndo 

process [23]. In this study occlusions were not a potential 
source of error as only one instrument was used, and the 
laparoscopic grasper employed was always visible on the 
screen. Moreover, the post-processing filtering was able to 
deal with outlier points caused by incorrect detections. 

Further exploration of metrics will be addressed in 
future studies. New motion metrics, suited for video 
tracking, need to be developed and validated from a clin­
ical point of view. For example, metrics related with the 
instrument's orientation might be explored [56, 57]. 
Thorough analysis of known metrics, such as time, path 
length, and speed, must be pursued with different tasks, 

because, as shown in [7], depending on the skill assessed 
(e.g., grasping, cutting), a metric may be more or less 
relevant. To ensure a complete evaluation, quality metrics, 
such as end-product analysis or errors, also should be 
considered [8]. Because the purpose of this study was to 
validate the tracking capabilities of EVA for motion 
analysis, qualitative information was not included. How­
ever, the importance of such information has already been 
proven [58, 59]. With all this in mind, validation studies 
will need to be performed, involving different tasks and 
settings, as well as larger sample groups to confirm or 
decline the findings of this work. 



Conclusions 

The EVA tracking system has been introduced as a valid 
means for assessing MIS psychomotor skills of surgeons. 
The potential use of this system in surgical training pro­
grams can offer a valid alternative to sensor-based systems, 
providing a transparent and portable alternative to capture 
and analyze motion data for skills assessment. The study 
has presented its use on a box trainer; however, porting the 
system into the operating room for training purposes in real 
surgeries should be feasible in future versions. Addition­
ally, a whole new range of applications for EVA are being 
sought, from cognitive skills training to image-guided 
surgery. To establish the clinical interest and viability 
extent of the EVA tracking system for all its intended uses, 
new studies on robustness and cost-effectiveness will be 
performed. 
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