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Abstract 

The study addressed whether top-down control of visual cortex supports volitional behavioral control in a novel 
antisaccade task. The hypothesis was that anticipatory modulations of visual cortex activity would differentiate trials 
on which subjects knew an anti- versus a pro-saccade response was required. Trials consisted of flickering check
erboards in both peripheral visual fields, followed by brightening of one checkerboard (target) while both kept 
flickering. Neural activation related to checkerboards before target onset (bias signal) was assessed using 
electroencephalography. Pretarget visual cortex responses to checkerboards were strongly modulated by task de
mands (significantly lower on antisaccade trials), an effect that may reduce the predisposition to saccade generation 
instigated by visual capture. The results illustrate how top-down sensory regulation can complement motor prep
aration to facilitate adaptive voluntary behavioral control. 
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Volitional control over gaze is critical for successfully navigating 
the environment. Paradigms like the antisaccade task require 
volitional cognitive control over otherwise prepotent responses 
(Munoz & Everling, 2004). Compared to a prosaccade task, 
where a glance is made to a peripheral target, antisaccade tasks 
require withholding a glance to a peripheral target and looking to 
that target's mirror image location. The ability to perform an
tisaccade tasks depends on prefrontal cortex (PFC) mediated 
top-down control (McDowell, Dyckman, Austin, & Clementz, 
2008; Pierrot-Deseilligny et al., 2003; Sweeney, Luna, Keedy, 
McDowell, & Clementz, 2007), which makes antisaccade para
digms excellent probes of the neural substrates of flexible behav
ior (Miller & Cohen, 2001). Demonstrating relationships 
between behavioral performance and the neural dynamics of 
sensory processing and motor planning are important steps to
ward discerning how top-down control supports flexible behav
ioral regulation. The present study addressed this issue by 
measuring neural activity with high temporal resolution 
electroencephalography (EEG; Nunez & Srinivasan, 2006). 

Abruptly appearing visual stimuli capture attention (Yantis & 
Jonides, 1996), manifest as an increased activity in extrastriate 
neurons tuned for that particular spatial location (Colby & 
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Goldberg, 1999). Neurophysiology studies indicate that sup
pression of reflexive saccades to novel visual targets during 
antisaccade tasks requires an anticipatory reduction of neural ac
tivity in saccade motor circuitry prior to stimulus appearance 
(Everling & DeSouza, 2005), an effect of top-down control me
diated by P F C (Johnston & Everling, 2006). This process reduces 
the predisposition to move instigated by visual capture and 
contributes to successful suppression of context-inappropriate 
saccades to peripheral targets on antisaccade trials (Munoz & 
Everling, 2004). Although preparatory effects in the motor 
system are established in neurophysiology studies, possible 
analogous effects in the human visual system have been less 
systematically investigated (but see McDowell et al., 2005). 

Reduced activity in visual cortex to antisaccade targets could 
complement anticipatory top-down inhibition in saccadic motor 
circuitry to support successful performance. The notion that top-
down bias signals (what Desimone & Duncan, 1995, called the 
"attentional template") begin their influence on perception in a 
preparatory manner has a history in the visual selective attention 
literature (see, e.g., Desimone & Duncan, 1995; Kastner & 
Ungerleider, 2000; Maunsell & Treue, 2006). There are various 
theories about the neural source(s) of such bias signals (i.e., 
which brain region or regions control early visual cortical 
responses by "informing" visual cortex of preferred stimulus 
features and/or locations) and their importance for optimizing 
behavioral performance by influencing the course of information 
flow early in visual processing (e.g., Miller & Cohen, 2001). 
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In the present study, the effects of top-down bias signals, 
defined as modifications of sustained sensory responses in neural 
mass activity in visual cortex, were assessed prior to peripheral 
target onset during anti- and prosaccade trials using dense-array 
EEG. Use of the steady-state visual evoked potential (ssVEP) 
allowed for assessment of cortical facilitation/suppression of 
sensory processing in relation to possible peripheral target 
locations. The ssVEP is an electrocortical response to flickering 
stimuli, coming primarily from striate/extrastriate cortex (e.g., 
Clementz, Wang, & Keil, 2008; Di Russo, Taddei, Apnile, 
& Spinelli, 2006; Pastor, Artieda, Arbizu, Valencia, & Masdeu, 
2003), where the frequency of brain activity equals the stimulus 
flicker rate. The ssVEP occurs at specific frequencies set by the 
experimenter via manipulating the frequency of the flickering 
visual stimuli, an advantage compared with visual evoked 
potentials (VEPs), which measure changes over a wider fre
quency range (Makeig et al., 2002). This type of "frequency 
tagging" (Miiller, Malinowski, Gruber, & Hillyard, 2003) 
allowed by ssVEPs facilitates identification of neural activity 
related to specific stimuli, and can be used to track neural activity 
in relation to multiple stimuli simultaneously (Clementz et al., 
2008; Müller & Hubner, 2002; Miiller et al., 2003; Regan & 
Regan, 2003; Wang, Clementz, & Keil, 2007). Using a ssVEP 
paradigm, the present experiment reveals neural modulation of 
visual cortex activity preceding correct antisaccades and illus
trates the importance of PFC mediated top-down control of 
sensory cortices for the successful control of context-appropriate 
behaviors. 

Materials and Methods 

Participants 
Fifteen healthy right-handed individuals (age range: 19-27 years; 
8 women) recruited from the student population at the Univer
sity of Georgia participated after providing written informed 
consent. Participants had normal or corrected-to-normal vision, 
had no evidence of neurological impairment, were free of 
psychiatric or substance use disorders (by self-report), and were 
given course credit for their participation. This project was 
approved by the Institutional Review Board at the University of 
Georgia. 

Stimuli and Experimental Procedures 
Stimuli were presented on a 21-in. flat-surface high resolution 
color monitor (60 Hz vertical refresh) situated 100 cm from the 
participant's nasion. Central fixation was a 2° white cross (see 
Figure 1). Peripheral stimuli were 4° square checkerboards that 
were centered at 9° left and right of central fixation. The check
erboards were composed of alternating gray and black boxes 
(each box was Io square). The gray boxes were of equal lumi
nance (5 cd/m2) and were presented against a dark background 
(<0.2cd/m2). 

Steady-state visual evoked potential. The ssVEP was used to 
assess sustained brain activity in relation to peripheral target 
locations during the period preceding target onset. At trial ini
tiation (see Figure 1), participants fixated the central cross for 
5000 ms (the fixation period; the long duration allows for settling 
of the ssVEP neural generators). Following the fixation period, 
peripheral checkerboards were presented that were square-wave 

Figure 1. An example trial. All trials began with subjects fixating a 
central stimulus for 5000 ms (the fixation period). After this interval, 
checkerboards began simultaneous flickering left (12 Hz) and right (15 
Hz) for 5360 ms while participants maintained fixation on the central 
stimulus (the preparatory period). At the end of this interval, one of the 
peripheral checkerboards increased in luminance for 1500 ms (the target; 
began the response period), which cued the participants to make the 
required response (toward the target on pro trials and in the opposite 
direction on anti trials). 

luminance modulated (100% modulation depth) at two flicker
ing frequencies (12 Hz in the left visual field, 15 Hz in the right 
visual field) for 5360 ms (the first common multiple of 12- and 
15-Hz cycles after 5000 ms) so that possible lateralized changes in 
electrocortical facilitation and suppression could be tracked via 
the ssVEP. Subjects were instructed to remain fixated on the 
central cross during this preparatory period. At the end of the 
preparatory period, one of the peripheral checkerboards 
(randomly determined) increased in luminance to 20 cd/m2 

(defining target onset), signaling the subject to make a saccade 
response. The two checkerboards continued flickering at their 
respective frequencies for an additional 1500 ms (the saccadic 
response period), after which the peripheral checkerboards dis
appeared, leaving only the white cross on the screen to initiate the 
fixation period marking the start of a new trial. 

Behavioral task requirements. Participants were presented 
with two blocks of stimuli. During one block they were required 
to generate a saccade as quickly and accurately as possible to the 
middle of the peripheral target checkerboard (prosaccade block). 
During the other block, participants were asked to generate a 
saccade as quickly and accurately as possible to the middle of the 
nontarget peripheral checkerboard without first making a 
saccade to the target checkerboard (antisaccade block). There 
were 50 trials to both the left and right checkerboards in each 
block; the order of block presentation was counterbalanced. 

Electrophysiological Recording and Data Preprocessing 

Data collection. EEG data were vertex referenced and re
corded using a 256-sensor Geodesic Sensor Net and NetAmps 
200 amplifiers (EGI, Eugene, OR). Individual sensor impedances 
were kept below 50 k£i (see Ferree, Luu, Russell, & Tucker, 
2001). In addition, an electrolyte bridge test was conducted 
between all pairs of sensors prior to recording (Tenke & Kayser, 
2001), and if there was evidence of bridging, sensors were 
adjusted until bridging was no longer evident (this was rarely 
required). Data were sampled at 500 Hz with an analog filter 
bandpass of 0.1-200 Hz. Sensors located at the outer canthi of 
each eye and below and above both eyes recorded horizontal and 



vertical eye movements and eyeblinks. Following data collection, 
the three-dimensional locations of sensors were acquired using a 
photogrammetry rig (EGI, Eugene, OR). The horizontal EEG 
eye sensors were used to measure saccadic response for each 
participant. 

Data preprocessing. EEG sensors located at the neck and 
cheeks were excluded, leaving 207 sensors for data analyses. Raw 
data were visually inspected off-line for bad sensor recordings 
(BESA 5.1, MEGIS Software, Gráfelfing, Germany). Bad sen
sors (no more than 5% of sensors for any subject) were inter
polated using BESA's spherical spline interpolation method. 
Trials (6860 ms in length) with EEG signals greater than 100 uV 
and/or other artifacts were automatically eliminated from further 
processing (fewer than 25% of trials were eliminated for any 
subject for both pro- and antisaccade conditions). The artifact-
free data were then transformed to an average reference. The 
position data from the horizontal eye sensors for individual trials 
were visually inspected and scored for correct saccadic behav
ioral performance as in Dyckman and McDowell (2005). Sac
cadic latencies also were calculated (time from peripheral target 
onset to saccade initiation; see Dyckman & McDowell, 2005). 
Subjects made correct eye movements on 98% of prosaccade 
trials (reaction time M= 375.0 ms, SD = 19.1) and 92% of an
tisaccade trials (reaction time M= 422.1 ms, SD = 23.2). Given 
the low error rates, only correctly performed trials were analyzed. 

Data Analyses 
Two approaches were used to quantify brain activity. First, 
standard VEP measures were used to evaluate the amplitude and 
spatial distribution of brain activity at the onset of visual stim
ulation (at the beginning of the preparatory period and before 
initiation of the steady-state response). Second, spectral measures 
were used to assess the phase stability and power of the ssVEP 
over time during the preparatory period. 

VEP measures. The VEP data were used to assess for differ
ences in brain activations, at the beginning of visual processing, 
between the pro- and antisaccade conditions that could be related 
to similar effects observed in previous publications (Clementz, 
Brahmbhatt, McDowell, Brown, & Sweeney, 2007; McDowell et 
al., 2005). This was done as a validity check on the paradigm used 
here, which was different in style from previous EEG antisaccade 
studies. As the overwhelming frequency composition of early 
VEPs is below 10 Hz (Moratti, Clementz, Gao, Ortiz, & Keil, 
2007), the EEG data were digitally low-pass filtered at 10 Hz (12 
dB/octave rolloff), which also served to reduce possible confu
sion between the early VEPs and the initiation of the ssVEP (at 
12 and 15 Hz). Next, VEPs were averaged time-locked to flicker 
onset separately for the pro- and antisaccade trials. The VEP 
data were baseline corrected using the 200-ms prestimulus pe
riod, and VEP peaks occurring during the first 300 ms after 
stimulus onset (clearly prior to stabilization of the ssVEP) were 
compared between pro- and antisaccade trials. Latencies of these 
peaks were determined by inspection of global field power plots 
(global field power is the root mean square of voltage over all 
EEG recording sensors at each data sampling point, which can 
yield an initial assessment of the presence and latency of above-
baseline VEPs; Lehmann & Skrandies, 1984). 

Comparisons of scalp potential amplitudes between pro- and 
antisaccade trials were then conducted for each VEP peak (± 4 
ms; see Figure 3, below). For each comparison, a paired ¿testwas 
conducted separately for each EEG recording sensor. For sig

nificance thresholding, a clustering method (e.g., Forman et al., 
1995) was used to take account of the nonindependence of data 
from adjacent EEG sensors, with significance levels determined 
based on the noise level of the data (estimated from the prestim
ulus period; see Krusemark, Campbell, & Clementz, 2008, for an 
example) and Monte Carlo simulations calculated using Al-
phaSim (Cox, 1996). To maintain the familywise alpha lower 
than .01, individual t tests for a given sensor required at least six 
neighboring sensors with effects statistically significant at 
/K.035. 

After VEP analyses calculated on voltage data at the sensors, 
we used standardized low-resolution brain electromagnetic to
mography (sLORETA; Pascual-Marqui, 2002) to estimate brain 
regions involved in determining the between-condition differences 
on VEPs observed in the sensor space data (see Clementz et al., 
2008; Krusemark et al., 2008). sLORETA is a modification of 
minimum norm least squares (Hámáláinen & Ilmoniemi, 1994) 
that uses the standardization of the minimum norm inverse so
lution to infer high probability regions of brain activation given 
the measured EEG data. sLORETA solutions yield pseudo-sta
tistics that are not appropriate for determining strength of ac
tivity, but they provide accurate information about the regions of 
activity that can account for the voltage pattern recorded at the 
sensors (e.g., Soufflet & Boeijinga, 2005). The sLORETA cal
culations were performed using CURRY (Version 5.0, Neuro-
scan, Inc.). An averaged magnetic resonance (MR) image from 
the Montreal Neurological Institute (Collins, Neelin, Peters, & 
Evans, 1994) was used to construct a realistic head model (Fuchs, 
Kastner, Wagner, Hawes, & Ebersole, 2002) prior to source lo
calization. The MR images were segmented into skin surface, 
inside of the skull, and cortex. A three compartment Boundary 
Element Method (BEM) model was then constructed; standard 
homogeneous conductivities were assumed for the skin, skull, 
and brain. For this BEM model, the average triangle edge lengths 
were 7.5 mm for the skin, 5.1 mm for the skull, and 3.1 mm for 
the brain compartment. Prior to source analysis calculations, the 
fiducial locations from the EEG data collection session were 
matched to the fiducial locations on the averaged segmented skin 
surface (using a least squares fitting procedure in CURRY). The 
sLORETA solutions were projected to the cortical surface. 

Spectral measures. Previous work has demonstrated that, 
under typical circumstances, the ssVEP is determined primarily 
by increased intertrial phase alignment (increased across-trial 
phase similarity of the EEG signals in relation to frequency of the 
visual flickering stimuli) without substantial changes in single 
trial power (Ding, Sperling, & Srinivasan, 2006; Moratti et al., 
2007). In the present study, however, subjects were required to 
impose sustained top-down control as a function of pro- versus 
antisaccade task demands. The effect of this top-down control 
could be manifest on changes in either single trial power or in
tertrial phase alignment, so both aspects of the ssVEP response 
were quantified for between-condition comparisons. 

Single trial power of the steady-state response across time was 
estimated by complex demodulation at the flickering rates (12 
and 15 Hz) of the checkerboards for each trial (Regan & Regan, 
2003). Complex demodulation is a time series analysis method 
for quantifying the power of oscillatory biosignals (similar to 
wavelet analysis). Complex demodulation yields power as a 
function of time for oscillations at frequencies of interest. It can 
be conceptualized as a band-pass filter that eliminates all other 
frequencies except for the selected one (Draganova & Popivanov, 



1999; Haenschel, Baldeweg, Croft, Whittington, & Gruzelier, 
2000), allowing for quantification of time-dependent changes in 
power of a particular frequency component. Data were multi
plied with 12- and 15-Hz sine and cosine functions. A Butter-
worth zero-phase low pass filter of 1 Hz was applied to the 
resulting time series before we obtained the vector length of the 
sine and cosine parts (separately for 12- and 15-Hz signals) as a 
measure of time-varying power on single trials. The narrow 
low-pass filter was chosen to obtain sufficient frequency resolu
tion by separating the driving stimulus frequencies from each 
other and from background alpha activity. Finally, the single 
trial 12- and 15-Hz power estimates were averaged across trials 
for each subject. 

To calculate intertrial phase-locking (ITPL) of the steady-
state response, as in our previous work (Moratti et al., 2007), 
each trial was submitted to the same complex demodulation 
analysis as described above. ITPL was determined by normal
izing the phase vectors spanned by the sine and cosine parts of the 
complex demodulation components for each flicker frequency 
and time step by the corresponding length of the vectors. For 
each time point and flicker frequency, the normalized phase vec
tors were added across trials of each condition and subject. 
Thereafter, the sum of the phase vectors was divided by the cor
responding number of trials, resulting in the Rayleigh statistic R 
(Jammalamadaka & SenGupta, 2001). The R value is bound 
between 0 and 1. The higher the ITPL of an oscillatory response, 
the closer the R value will be to 1. 

EEG data from 91 sensors over posterior cortex that captured 
the ssVEP (see Figure 2 and Clementz et al., 2008; Wang et al., 
2007) were separately analyzed to obtain single trial power and 
ITPL values. Results were then averaged over these sensors to 
obtain single estimates of these dependent variables. The single 
trial power and ITPL values were standardized (mean 0, unit 
variance) across time for each subject. This was done by initially 
combining all the time points (from — 500 to 5000 ms) for the 
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Figure 2. Head surface map (looking at the back of the head) of evoked 
visual response power to the steady-state stimuli (averaged over both 
frequencies and conditions). For display purposes, brain responses to the 
12- and 15-Hz stimuli were placed on the same scale (maximum of 1) to 
adjust for between-frequency ssVEP power differences. 

pro- and antisaccade conditions for each driving frequency in
dividually (because 12 Hz power is normally larger than 15 Hz 
power, but we wanted these metrics to be on the same relative 
scale). Combining the pro- and antisaccade conditions data into 
this standardization also allowed for a direct comparison of 
differences between conditions in standard units. Averaged val
ues for the spectral measures were then calculated for 500-ms 
intervals, resulting in 11 time points for statistical analyses. Five-
hundred-millisecond time bins were used because, given the filter 
type, low-pass filter frequency, and filter order (fifth), the full-
width half-maximum (FWHM) of the impulse response was es
timated at 502 ms. No baseline adjustments were applied to these 
data because differences in baseline activity were possibly an 
important component of the analyses. 

Results 

VEPs to Peripheral Stimulus Onset 
At the initiation of the peripheral checkerboards flickering, there 
were three above baseline VEP peaks that were clearly identified 
from the global field power plots during both pro- and antisac
cade blocks (see Figure 3) prior to the onset of the ssVEPs. The 
average latency of these peaks was 135 ms (SE = 0.9), 196 ms 
(SE = 3.1), and 227 ms (SE = 2.0); the latencies did not differ as 
a function of task condition. 

Paired t tests comparing brain activity for pro- and antisac
cade trials at the 135-ms peak revealed groups of sensors over 
superior parieto-frontal regions (see Figure 3), where partici
pants had more extreme VEP amplitudes during antisaccade 
(average voltage in cluster = — 1.52 uV, SD = 0.31) than pro-
saccade trials (average voltage in cluster = — 0.91 uV, 
SD = 0.30). The sLORETA solution on this between-condition 
voltage difference indicated increased activity in bilateral visual 
cortices and PFC during antisaccade compared to prosaccade 
trials. Paired t tests comparing brain activity for pro- and an
tisaccade trials at the 196-ms peak revealed groups of sensors 
over bilateral inferior parieto-occipital regions (see Figure 3), 
where participants had more extreme VEP amplitudes during 
prosaccade (average voltage across both clusters = — 1.15 uV, 
SD = 0.12) compared to antisaccade trials (average voltage 
across both clusters = -0 .94 uV, SD = 0.18). The sLORETA 
solution on this between-condition voltage difference indicated 
increased activity in bilateral middle occipital gyrus during pro
saccade compared to antisaccade trials. Paired t tests comparing 
brain activity for pro- and antisaccade trials at the 227-ms peak 
revealed groups of sensors over left and right superior and in
ferior parietal regions (see Figure 3) that had more extreme VEP 
amplitudes during antisaccade (average voltage across both clus
ters = 1.10 uV, SD = 0.1) than prosaccade trials (average voltage 
across both clusters = 0.52 uV, SD = 0.1). The sLORETA so
lution on this between-condition voltage difference indicated in
creased activity in bilateral visual cortex and superior parietal 
lobe during antisaccade compared to prosaccade trials. 

ss VEP response to peripheral stimuli. We used saccade type 
(pro vs. anti) by stimulus location (left vs. right) by time interval 
(eleven 500-ms intervals beginning 500 ms before steady-state 
stimulus onset) repeated measures analyses of variance (ANO-
VAs) to analyze (a) ITPL and (b) single trial spectral power in 
relation to the peripheral flickering checkerboards during the 
sustained preparatory period. For ITPL there was only a sig
nificant main effect of time interval, F(10,140)= 13.6, p<. 001, 
indicating that synchronization of neuronal firing increased from 
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Figure 3. Visual evoked potentials (VEPs) to onset of the flickering stimuli at the beginning of the preparatory period. The VEP waveforms on the left 
illustrate the evoked response effects for sensors close to the regions of significant voltage differences (time 0 indicates stimuli onset). The colored top-
down view topographies (voltage maps, with scales of ± 2 u.V peak to peak) at the three VEP peaks are shown to the right of the waveforms for anti- and 
prosaccades (black dots show the locations of Fz, Cz, and POz). Clusters of sensors with significant between-condition effects for the three peaks are 
indicated in gray shaded sensor distributions to the right of the topography plots (red dots show the locations of Fz, Cz, and POz, from top to bottom). 
The sLORETA solutions for the VEP voltages differences between anti- and prosaccades are shown at the far right, with the label indicating which 
condition had stronger activity. 

the beginning to the end of steady-state stimulation in both sac-
cade conditions (see Figure 4). For single trial spectral power, 
there was a significant main effect of saccade type F(l,14) = 9.9, 
p = .007, indicating that participants had differences in neural 
gain control of visual cortex signals between pro- and antisaccade 
trials (see Figure 4). Four follow-up analyses were also con
ducted on single trial power: (1) activity in the 500-ms prestim-
ulus period did not differ significantly between pro- and 
antisaccade conditions, ¿(14) = 1.83, p = .089, although the an
tisaccade condition tended to have lower power than the pro-
saccade condition even before stimuli onset; (2) during 
prosaccade trials, prestimulus activity did not differ significantly 
from averaged poststimulus activity, ¿(14) = 0.61, although 
power was higher after stimuli onset; (3) during antisaccade tri
als, prestimulus activity did not differ significantly from averaged 
poststimulus activity, ¿(14) = 1.69, p = .113, although power was 
lower after stimuli onset; and (4) averaged pro- and antisaccade 
activities during the poststimulus period were significantly differ
ent even after adjusting for differences in prestimulus activities, 
¿(14) = 2.92, p = . 011. 

Discussion 

Executive control involves using learned rules to guide context-
appropriate behavioral responses and is supported by PFC (for 
reviews, see Bunge, 2004; Miller & Cohen, 2001). PFC ostensibly 
accomplishes this task by influencing activity of cortical and 
subcortical neurons involved in behavioral regulation via top-
down control. Research on cognitive operations that require 
motor responses for their successful completion typically focuses 
on manifestations of top-down control in frontal cortical and 

subcortical motor output structures. This literature parallels a 
largely separate one documenting top-down influences on sen
sory perceptual systems in the control of visual spatial attention 
(Desimone & Duncan, 1995). The interplay between the top-
down regulation of motor processes and external perceptual 
stimulus registration has been infrequently examined (but see 
Buschman & Miller, 2007) despite its potential importance for 
efficiently influencing behavior guided by sensory cues (e.g., 
Yantis & Jonides, 1996). 

The present study expands the literature on top-down regu
latory control of motor preparation by measuring the neural 
correlates of visual sensory registration in preparation for anti
saccade responses. Antisaccade tasks are well suited for assessing 
the manifestations of top-down control on both sensory and 
motor structures in humans, given an extensive understanding of 
the supporting neurophysiology through primate and human 
studies, because of their established life span developmental pro
file (e.g., Luna, Garver, Urban, Lazar, & Sweeney, 2004; 
Sweeney, Rosano, Berman, & Luna, 2001), their abnormality in 
psychiatric patients with executive control problems (Harris, 
Reilly, Keshavan, & Sweeney, 2006; Hutton et al., 2004; McDo
well, Myles-Worsley, Coon, Byerley, & Clementz, 1999), and 
their deficits in patients with focal damage to PFC (Hamilton & 
Martin, 2005; Pierrot-Deseilligny et al., 2003; Ploner, Gaymard, 
Rivaud-Pechoux, & Pierrot-Deseilligny, 2005). Primate neuro
physiology studies indicate that successful antisaccade perfor
mance requires a sustained anticipatory reduction of neural 
activity in specific regions of saccade motor circuitry prior to 
stimulus appearance (Everling & DeSouza, 2005), an effect re
lated to top-down control imposed by PFC (Johnston & Ever-
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Figure 4. Intertrial phase locking (ITPL; top plot) and single trial power 
(bottom plot) in relation to the flickering checkerboards during the 
preparatory period prior to the target onset. Time is on the x-axis and 
standardized ITPL and single trial power are on the y-axis for the top and 
bottom plots, respectively. The mean (SE) values are shown for 500-ms 
bins for both pro- (solid) and antisaccade (dashed) trials. The 
checkerboards began flickering at 0 ms (indicated by the stimuli screen 
insert and "Flicker onset" label) and flickered through the entire 
poststimuli onset time illustrated here. 

ling, 2006). The results of the present experiment add comple
mentary and unique information to this literature by demon
strating an analogous effect in the human visual system on 
correct antisaccade trials. 

Stimulus Onset Effects: Manifestation of Cognitive Complexity 
When subjects began processing the peripheral flickering stimuli 
that identified possible peripheral target locations, their initial 
visual responses (VEPs) were stronger during anti- than prosac-
cade trials (at 135 and 227 ms) in visual and medial extrastriate, 
superior parietal, and mesial prefrontal brain regions and 
stronger during pro- than antisaccade trials (at 196 ms) in lat
eral extrastriate cortex (in the vicinity of middle occipital gyrus). 
These cortical activation differences early in sensory stimulus 
processing as a function of saccadic task demands are consistent 
with previous studies (e.g., Clemente et al., 2007; Dyckman, 
Camchong, Clemente, & McDowell, 2007; Everling, Matthews, 
& Flohr, 2001; McDowell et al., 2005). Indeed, it is typical to find 
stronger responses on antisaccade trials when brain regions out

side of visual cortex are involved (e.g., Clemente et al., 2007; 
McDowell et al., 2005) and stronger responses during prosaccade 
trials when only extrastriate cortex is involved, presumably be
cause of the need to immediately prepare a saccadic response to 
peripheral visual stimulus (e.g., Dyckman et al., 2007). 

Increased neural activity in parieto-frontal circuitry during 
the initial phases of stimulus processing may be related to the 
extra cognitive and accompanying neurophysiological require
ments associated with correct antisaccade performance. On cor
rect antisaccade trials, subjects must suppress a response to a 
peripheral stimulus, plan a response to an opposite visual field 
location, and then execute that response. The greater complexity 
of anti- versus prosaccade tasks can yield greater initial involve
ment of dorsal visual stream circuitry (e.g., Curtis & D'Esposito, 
2003; Dyckman et al., 2007; Ettinger et al., 2008; Ford, Goltz, 
Brown, & Everling, 2005; Luna et al., 2001; Reynolds & 
Chelazzi, 2004). In addition, increased activity in PFC, a brain 
region supporting higher cognitive functions such as attention, 
planning, spatial orientation, and behavioral restraint (Gold-
man-Rakic, 1995; Miller & Cohen, 2001), is also frequently re
ported on correct antisaccade trials (Dyckman et al., 2007; 
Ettinger et al., 2008; Ford et al., 2005). 

Preparatory Period Effects: Manifestation of Top-Down Control 
on Visual Cortex 
After the initial neural response to peripheral stimuli onset, single 
trial ssVEP power from visual cortex was also strongly modulated 
as a function of task demands. On prosaccade trials, the amount 
of neural activity in relation to the peripheral flickering stimuli 
was high throughout the preparatory interval and tended to in
crease as time of target onset neared. On antisaccade trials, how
ever, amount of power was consistently lower than during 
prosaccade trials in relation to the peripheral flickering stimuli, 
and tended to decrease from the prestimulus period through the 
poststimulus period. The ssVEP power difference between pro-
and antisaccade trials was especially striking given that (a) phys
ical properties of sensory stimuli at the peripheral target locations 
were the same throughout the preparatory period and (b) this 
difference on single trial power was manifest in the context of 
highly similar ITPL over the course of the preparatory period. 
Results of the initial response to stimuli onset (VEP) and from the 
sustained effects captured by ssVEPs provide an illustration that 
these different approaches to assessing brain activity using 
EEG data may yield independent and complimentary informa
tion (e.g., Clemente et al., 2008; Miiller & Hillyard, 2000). 
The phasic VEP largely indexed the increased cognitive control 
requirements associated with antisaccade tasks whereas the 
tonic ssVEP indexed the manifestation of contextually specific 
sensory bias signals necessary to support proper antisaccade per
formance. 

In the present study, sustained top-down control in relation to 
the peripheral flickering checkerboards during correct antisac
cade performance was manifest as electrocortical suppression of 
visual cortex activity (reduced single trial power), not as mod
ification of intertrial phase alignment. Alterations in synchroni
zation of neural activity is theoretically a "gating" and/or 
filtering mechanism for modifying information flow through 
sensory systems (Hillyard & Anllo-Vento, 1998; Steinmete et al., 
2000) and perhaps for coordinating timing between local and 
distant neural populations (Sauseng & Klimesch, 2008). During 
antisaccade tasks, accurately and precisely localizing the periph
eral cue is critical to successful performance. Gating inflow of 



relevant sensory signals via altering neural synchronization, thus 
disrupting fidelity of sensory cue registration, would be counter
productive. Rather, modifying neural gain control seemed to be 
employed, manifest as changes in the power of neural activity in 
visual cortex in relation to peripheral stimuli. This strategy may 
help reduce the probability that neural activity in motor output 
circuitry will reach the threshold for movement generation in 
relation to the peripheral cue on an antisaccade trial (e.g., Munoz 
& Everling, 2004), but still allow for reasonable fidelity of stim
ulus registration via phase synchronization. 

This reduction of visual cortex activity, as measured by re
duced ssVEP power on antisaccade trials, is reminiscent of sim
ilar preparatory reductions seen in saccade motor circuitry 
(Everling & DeSouza, 2005), an effect attributed to top-down 
control imposed by P F C (Johnston & Everling, 2006). This at
tenuation during the preparatory period theoretically reduces the 
predisposition to movement generation instigated by visual cap
ture and contributes to successful suppression of contextually 
inappropriate saccades (i.e., error responses) to peripheral tar
gets (Munoz & Everling, 2004). Anticipatory reductions in visual 
cortex activity based on expected behavioral response demands 
also parallel results in other literatures demonstrating visual 
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