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A B S T R A C T 

Solute transport in soils is commonly simulated with the advective-dispersive equation, or ADE. It has 
been reported that this model cannot take into account several important features of solute movement 
through soil. Recently, a new model has been suggested that results in a solute transport equation with 
fractional spatial derivatives, or FADE. We have assembled a database on published solute transport 
experiments in soil columns to test the new model. The FADE appears to be a useful generalization of 
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1. Introduction 

Advection and hydrodynamic dispersion are considered to be 
the dominant mechanisms of solute transport in the vadose zone, 
i.e. the variably saturated layer of soils and sediments between 
the soil surface and the aquifers [1]. The advection is associated 
with the average water flux or velocity. The hydrodynamic disper­
sion is conceptualised as a diffusion-like process and can be inter­
preted as the result of the Brownian motion of solute particles [2]. 
Under these assumptions, the parabolic advective-dispersive 
equation (ADE) 

is the mass conservation equation for the transport of inert (conser­
vative) solute in homogeneous rigid porous media with stationary 
water flow. In Eq. (1), c is the solute concentration [MIT3], D is 
the dispersion coefficient [L2 T_1], v is the average pore water veloc­
ity [LT_1], x is the distance [L], and t is the time [T]. The ADE has 
served as the theoretical framework to model the fate and transport 
of chemicals, and to address critical environmental issues stemming 
from agricultural practices or waste disposal operations in last dec­
ades [1]. 

The ADE fails to capture some important features of solute 
transport in soils [3-8]. On the one hand, the dispersion coefficient 

tends to increase with the distance of solute concentration obser­
vations. This is often mentioned as the scale effect on the disper­
sion process [9]. On the other hand, solute concentrations at the 
outlet of the soil columns approach expected asymptotic values 
slower than predicted by the ADE; the phenomenon is known as 
heavy tailing [10-12]. Such behaviour is sometime referred to as 
the anomalous or the non-Fickian dispersion. 

The basic assumption of the ADE models for the transport of 
contaminants through soil is that the movements of solute parti­
cles are characterized by the Brownian motion [2]. The complexity 
of pore space in natural porous media makes the hypothesis of the 
Brownian motion far too restrictive in some cases. It has been sug­
gested that, in the soil matrix, high velocity regions tend to be spa­
tially continuous at all scales, and therefore a solute particle 
travelling faster than the mean is likely to do that over large dis­
tances. Similarly, slower particles are trapped in stagnant zones be­
fore they have a chance to move in the general direction of the 
flow. Invoking the notion of the Levy motion can simulate this type 
of solute particle transport. The Levy motion is a broader frame­
work compared with the Brownian motion, and includes the per­
sistence in movements of solute particles. Significant deviations 
from the mean are more likely to occur in Levy motions than in 
the Brownian movement [13,14]. These features make Levy motion 
an attractive generalization of Brownian motion when describing 
solute transport in porous media [9,15]. Brownian motion is a spe­
cific case of the Levy motion. 

Similarly to the ADE that can be derived assuming Brownian 
motion [2], solute transport equations can be derived for Levy mo­
tions [16-22]. These equations include fractional derivatives. The 



one-dimensional version of the fractional advective-dispersive 
equation (FADE) with symmetric dispersion is 
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Here, D¡ is the fractional dispersion coefficient [ L a T _ 1 ] , the super­
script a is the order of fractional differentiation, 1 < a < 2, c is the 
solute concentra t ion [M IT3] , v is the flow velocity [ L T 1 ] , x is the 
dis tance [L], and t is the t ime [T]. Fractional derivatives are in te-
gro-differential opera tors defined as [23]: 
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for the right-sided fractional derivative. Here, m is the integer such 
that m - l < a s g m , r i s the gamma function and A and B are real 
numbers. Let us remark that in the case a = 2 the FADE reduces to 
the ADE. 

The FADE as a model to simulate solute transport in soils has 
been applied to data from both laboratory and filed-scale experi­
ments [20,18,9,24-29]. Laboratory data are obtained from the so 
called miscible displacement experiments, in which the tracer 
solution infiltrates into originally tracer-free soil columns, and 
the dependence of the tracer concentration at the outlet on time, 
or breakthrough curve (BTC), is measured during the infiltration. 

Most of the applications of the FADE to the solute transport to-
date rely on analytical solutions of the initial value problem in the 
infinite domain. However, in many practical applications initial-
boundary value problems in a finite domain need to be considered 
and numerical solutions are required. Several methods had been 
developed to solve the FADE numerically in the past few years 
[30-32,27,33,34,28,29]. 

The objective of this work was to compare the performances of 
both the classical model (ADE) and the fractional one (FADE) using 
a mass-conserving boundary condition and the numerical solution. 
We used published breakthrough data from miscible displacement 
experiments. 

2. Numerical solution of FADE for soil columns 

To derive a numerical scheme to solve FADE for finite length soil 
columns, we make use of Grünwald definitions of the left- and the 
right-sided fractional derivatives (3) and (4); for 1 < a sg 2 they are, 
respectively, 

dxc 
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where M± are positive integers, h+ = x/JW+, h_ = (L- x ) /M, L is the 
length of the column. W e have chosen A = 0 and B = L in Eqs. (3) 
and (4), respectively. The Grünwald weights gk are defined as 

= 1, & = ( - ! ) • 
k<x(<x — 1) • • • (a — k + 1) 

k! (7) 

In order to setup a numerical scheme let M be a nonnegative 
integer, h a real number such that h = L/M and x = ih, 
¡' = 0,1 M, for 0 sg x¡sg L; also tn = nAt, so that cf = c(x,, t„). For 
the purpose of obtaining a stable numerical scheme, we used the 

shifted Grünwald approximation to the left-sided fractional deriv­
atives (5) [33,34] 
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and the shifted Grünwald approximat ion to r ight-sided fractional 
derivatives (6) 
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In these expressions gk s tand for the Grünwald weights (7). These 
approximat ions can be used in an explicit finite difference scheme 
for FADE 

At 
• c' c' 
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Note tha t for a = 2, expressions (8) and (9) reduce to the s tandard 
cent red difference formula for the second derivative and the explicit 
finite difference scheme (10) reduces to the s tandard explicit finite 
difference scheme for ADE. In the internal points of the spatial do ­
main, (¡' = 1 M - 1), one has 

i+l M-l'+l 

c«+ i = B j > c i U + 1 + EcU + (1 - E)cf +BJ2 gtf*-i + Atsl1 

(11) 

Here B = DAt¡2ha and E = vAt/h. The stability condition is vAt/ 
h + aDAt/hasg 1. 

Boundary conditions are needed to obtain the system of linear 
equations to find c"+1, from c", ¡ = 1 M - 1, in (11). When the 
analytical solutions of ADE are used with data from the miscible 
displacement experiments, the common approach is to use the 
solution for the semi-infinite domain, and to fit the simulated time 
series of the solute concentrations at the column outlet distance to 
the experimental BTC [35]. We followed this approach using 
numerical solutions by setting the zero concentration at the right 
boundary and moving it far enough, so that the concentration at 
this boundary at the end of the transport simulations would not 
be greater than 10~6 of the maximum inlet concentration. 

At the inlet, the nodal concentrations were set to provide mass 
conservation [29]. If M"̂  corresponds to the solute mass inside the 
column at the time step n and Ment stands for the solute mass that 
has entered the transport domain at one time step, the conserva­
tion of the mass requires that 

Mmt = Ml -M" 

This equat ion can be solved explicitly to obtain the boundary con­
centra t ion cjj+1. The value of M"m was compu ted as 

M - l 

AC = EcJ''' + cg(h/2) 
¡=i 

When the tracer is injected into the soil column during the pulse 
time duration, tp, one has Ment = vAt for any timestep n such that 
n, At is smaller than tp and Ment = 0 otherwise. For a continuous 
pulse, tp is infinite. 

3. Data source and fitting procedure 

We used published data on 53 breakthrough curves from seven 
experiment sets. Table 1 presents the information about experi­
mental conditions. These experiments corresponded to miscible 
displacement in columns for a variety of soils (see Table 1) having 
different textures. The lengths and the diameters of the columns 



Table 1 
Selected experimental conditions, optimum values of parameter a and corresponding root-mean-squared errors (RMSE). 

Soil 

Biggar and Nielsen [37 
Columbia 
Columbia 
Columbia 
Columbia 

Casseletal. [38] 
Beotia 
Beotia 
Beotia 
Beotia 
Aberdeen 
Aberdeen 
Aberdeen 
Aberdeen 

McMahon and Thomas 
Maury 
Maury 
Maury 
Maury 
Pembroke 
Pembroke 
Pembroke 
Pembroke 
Eden 
Eden 
Eden 
Eden 

Rao et al. [39] 
Molokai 
Wahiawa 

Nielsen and Biggar [36 
Yolo 
Yolo 
Columbia 
Columbia 
Oakley 
Oakley 
Oakley 
Glass beads 
Glass beads 

Jardine et al. [42] 
ND 
ND 
ND 
ND 

Seyfried and Rao [41 ] 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 
Typic Distropept 

Disturbed/undisturbed 

Disturbed 
Disturbed 
Disturbed 
Disturbed 

Disturbed 
Disturbed 
Undisturbed 
Undisturbed 
Disturbed 
Disturbed 
Undisturbed 
Undisturbed 

[40] 
Undisturbed 
Undisturbed 
Disturbed 
Disturbed 
Undisturbed 
Undisturbed 
Disturbed 
Disturbed 
Undisturbed 
Undisturbed 
Disturbed 
Disturbed 

Disturbed 
Disturbed 

Disturbed 
Disturbed 
Disturbed 
Disturbed 
Disturbed 
Disturbed 
Disturbed 
Disturbed 
Disturbed 

Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 

Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 
Undisturbed 

Tracer 

Chloride 
Tritium 
Chloride 
Tritium 

Nitrate 
Chloride 
Nitrate 
Chloride 
Nitrate 
Chloride 
Nitrate 
Chloride 

Chloride 
Tritium 
Chloride 
Tritium 
Tritium 
Chloride 
Tritium 
Chloride 
Chloride 
Tritium 
Chloride 
Tritium 

Tritium 
Tritium 

Chloride 
Chloride 
Chloride 
Chloride 
Chloride 
Chloride 
Chloride 
Chloride 
Chloride 

Bromide 
Bromide 
Bromide 
Bromide 

Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 
Tritium 

Flowvelocity (cm h ') 

0.2 
0.2 
0.2 
0.2 

0.0151 
0.0151 
0.0151 
0.0151 
0.0151 
0.0151 
0.0151 
0.0151 

0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.17 

5.82 
6.84 

0.04 
1.89 
0.05 
2.49 
0.28 
0.27 
0.3 
1.54 
1.77 

8.05 
1.5 
0.18 
0.03 

26.4 
2.7 

19.5 
5.9 
1.2 
0.2 

28.7 
1.3 

19.7 
1.7 

29.4 
0.9 

24.7 
2.1 

Saturated 

No 
No 
No 
No 

No 
No 
No 
No 
No 
No 
No 
No 

Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 

Yes 
Yes 

Yes 
Yes 
Yes 
Yes 
No 
No 
No 
No 
No 

No 
No 
No 
No 

Yes 
Yes 
Yes 
Yes 
No 
No 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
No 

Water content 

0.482 
0.482 
0.472 
0.472 

0.391 
0.391 
0.324 
0.324 
0.378 
0.378 
0.346 
0.346 

0.338 
0.338 
0.339 
0.339 
0.324 
0.324 
0.335 
0.335 
0.384 
0.384 
0.396 
0.396 

0.626 
0.644 

ND 
ND 
ND 
ND 
0.27 
0.33 
0.36 
0.17 
0.34 

0.549 
0.533 
0.513 
0.419 

0.57 
0.57 
0.57 
0.55 
0.53 
0.52 
0.6 
0.59 
0.55 
0.52 
0.54 
0.52 
0.53 
0.51 

Optimum alpha 

1.9 
2 
1.15 
1.55 

1.2 
1.05 
1.15 
1.45 
1.85 
1.85 
2 
1.95 

1.75 
1.15 
2 
1.55 
2 
1.75 
1.65 
2 
2 
1.6 
1.3 
1.05 

1.7 
2 

2 
1.2 
2 
2 
1.15 
1.15 
1.15 
2 
2 

2 
2 
1.15 
1.15 

2 
2 
2 
2 
2 
1.75 
2 
1.5 
2 
2 
2 
2 
2 
1.8 

RMSE 

0.01104 
0.01269 
0.01736 
0.01315 

0.01262 
0.00261 
0.01085 
0.00216 
0.01005 
0.00515 
0.01888 
0.01046 

0.01884 
0.02031 
0.02068 
0.0139 
0.0122 
0.01507 
0.01552 
0.02207 
0.03931 
0.01173 
0.01651 
0.01653 

0.00941 
0.00778 

0.01436 
0.0116 
0.0125 
0.00989 
0.02465 
0.03561 
0.01176 
0.04636 
0.02578 

0.02635 
0.03431 
0.01006 
0.00548 

0.03282 
0.01075 
0.02432 
0.01022 
0.01535 
0.01052 
0.0143 
0.00661 
0.06093 
0.01258 
0.07177 
0.01747 
0.01636 
0.00649 

varied between 10 and 84 cm and between 3.5 and 30 cm, respec­
tively. Soil structure was natural in some columns, and was artifi­
cial, or disturbed, in others. Both water-saturated and unsaturated 
soils were used in the experiments. Chloride, tritium and bromide 
were the tracer ions. The flow velocities ranged between 0.015 and 
29.4 cm h_1 (Table 1). The BTC data points were obtained by digi­
tizing graphs found in the selected publications. The digitizing was 
made in triplicate. Coefficients of variation within the replications 
did not exceed 0.1%. 

The range of a's (1 < a sg 2) was scanned in increments of 0.05. 
For each value of a, D¡ and v were estimated using a version of 
the Marquardt-Levenberg algorithm [43] to minimize the root-
mean-squared error (RMSE): 

RMSE = 

N5 
IN (12) 

where N is the number of observations. 
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Fig. 1. Root-mean-squared error of the model fit and breakthrough curves. A - variation of RMSE with the order of the fractional derivative a. of two Typic Distropept soils 
[41], filled circles with a flow velocity of 5.90 cm tr 1 and hollow circles with a flow velocity of 0.20 cm tr1; B and C - measured (symbols [41]) and simulated (solid lines) 
breakthrough curves of the high and low flow rates, respectively. The best fit was obtained for a = 2.0 in the case of high flow rates and a = 1.75 for the low flow case. 

4. Results and discussion 

Fig. 1 shows the typical result of the parameter estimation pro­
cedure. The dependence of the RMSE (12) values on the order of 
the fractional derivative a is shown in Fig. 1A for Typic Distropept 
soils with two different flow rates of 5.90 and 0 .20cmfr \ and 
similar saturation degree of 0.550 and 520 water content, respec­
tively [41]. The simulated BTC are compared with measured BTC 
in the plots IB (high flow) and 1C (slow flow) for the values of a, 
Df and v corresponding to the minimum RMSE. In both cases the 
minimum RSME were 0.010. In the case of high flow rates 
(Fig. IB) this minimum value was attained with a = 2.0 and with 
a = 1.75 (Fig. 1C) in the case of low flow. 

Overall, the FADE, as a general model that includes the ADE, 
accurately simulates experimental breakthrough curves from mis-
cible experiments in soil columns. In this study, 31 out of 53 break­
through curves are fitted with the RMSE less than 0.019 and the 
largest RSME is 0.072 (see Table 1). 

From the 53 experimental BTCs considered, 28 are better fitted 
with a smaller than 2.00, i.e. with the FADE, and 25 are best fitted 
with a = 2.00, i.e. with the classical ADE. This suggests the neces­
sity to use the FADE rather than the ADE as a general framework 
to simulate solute transport in soil. The differences in values of 
the optimal parameter a presumably reflect different degrees of 
complexity of the solute particles movement in soil. The latter, in 
turn, might reflect the differences in the hierarchical structure of 
soil pore space for each particular case. Relating a to pore space 
geometry presents an interesting research avenue to explore. Data 
on soil pore space tomography coupled with the column transport 
data can be very useful in this respect. 

Optimal values of a tended to vary with type of soil, type of tra­
cer, flow velocity and saturation degree. For the Oakley soil from 
Ref. [36], a was 1.15 while it was 2.00 for the others soils of this 
dataset, except in the case of the Yolo soil with highest flow veloc­
ity (1.89 cm fr1). In the dataset from Ref. [38] the optimal values of 
a for Beotia BTCs were lower than for Aberdeen soils; these values 
were between 1.05 and 1.45 for Beotia soils while a was between 
1.85 and 2.00 for Aberdeen soils. There was also a substantial dif­
ference between Molokai and Wahiawa soils from Ref. [39]. In the 
case of the dataset from Ref. [40] the highest values of a corre­
sponded to disturbed Maury and Pembroke soils under saturated 
conditions and chloride as a tracer. 

Values of a were larger for tritium than for chloride. This was 
the case for the experiments in [37] under the same saturated con­
ditions and also for the Maury (with high water content), Eden 
(with high water content) and Pembroke soils of the experiments 
in [40]. One reason for that may be the difference between pore 

spaces available to these two tracers. Chloride transport is affected 
by the anion exclusion that greatly decreases its concentrations in 
the vicinity of charged surfaces of soil particles. 

The degree of soil saturation with water affected the optimum 
value of parameter a. In general, unsaturated soils had values of 
a smaller than two. This trend is particularly clear in the experi­
ments from [38]. For the same soil, a decrease in the saturation de­
gree produced a decrease in the optimum value of parameter a, e.g. 
data from [37,42]. The decrease in the saturation degree may cre­
ate more complex pathways of the solute movement after empty­
ing the large pores that dominate transport in saturated soil. 

There was some interplay between effects of flow velocity and 
soil water saturation. The increase in the optimum value of a with 
the increase in flow velocity was observed with data from 
[36,39,42]. Lower values of a were related to lower flow velocities 
in the dataset from [41]. At the same saturation degree, one may 
expect the increase in pore water velocity to result in a more dis­
tinct separation of the pore space into slow- and high-speed trans­
port zones, and therefore a larger probability for values of a to have 
values less than 2. 

5. Conclusions 

The FADE constitutes a broad framework that includes the ADE 
and considers solute particles undergoing motions that are more 
complex than Brownian motion. Differences in values of the 
parameter a presumably reflect differences in hierarchical geome­
tries of soil pore spaces. The FADE has accurately simulated the 
breakthrough curves considered in this study. The values of a ran­
ged from 1.05 to 2.00. From the 53 experimental breakthrough 
considered, 28 were better fitted with a smaller than two, and 
25 are best fitted with ADE, i.e. a = 2. Trends of the increase in val­
ues of a with the increase in saturation and in flow velocity have 
been observed for this particular dataset. The fractional advec-
tive-dispersive equation as a generalization of classical advec-
tive-dispersive equation is a promising enhancement in the 
hydrologist toolbox. 
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