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Abstract. The comparison of two time series and the extraction of subsequences that are com-
mon to the two is a complex data mining problem. Many existing techniques, like the Discrete 
Fourier Transform (DFT), offer solutions for comparing two whole time series. Often, how-
ever, the important thing is to analyse certain regions, known as events, rather than the whole 
times series. This applies to domains like the stock market, seismography or medicine. In this 
paper, we propose a method for comparing two time series by analysing the events present in 
the two. The proposed method is applied to time series generated by stabilometric and posturo-
graphic systems within a branch of medicine studying balance-related functions in human  
beings. 
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1   Introduction 

Knowledge discovery in databases (KDD) is a non-trivial process that aims to extract 
useful, implicit and previously unknown knowledge from large volumes of data. Data 
mining is a discipline that forms part of the KDD process and is related to different 
fields of computing, like artificial intelligence, databases or software engineering. 
Data mining techniques can be applied to solve a wide range of problems, including 
time series analysis, which has come to be highly important in recent years. 

A time series can be defined as a sequence X of time-ordered data X = {xt, t = 
1,…,N}, where t represents time, N is the number of observations made during that 
time period and xt is the value measured at time instant t. Time series are usually rep-
resented as a graphs in a Cartesian system, where one of the axes represents time and 
the other (or others in the case of multidimensional series) records the value of the ob-
servation (Figure 1).  

One interesting problem in the data mining field is the comparison of two time se-
ries. This calls for the determination of a measure of similarity indicating how alike 
two time series are. Most existing techniques compare one whole series with another 
whole series [1, 2]. However, there are many problems where it is requisite to focus 
on certain regions of interest, known as events, rather than analysing the whole time 
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series [3]. This applies, for example, to domains like seismography, where points of 
interest occur when the time series shows an earthquake, volcanic activity leading up 
to the earthquake or replications. 

In this article, on the one hand, we propose a method that can locate similar events 
appearing in two different time series, that is, events that are similar and common to 
the two series, and, on the other hand, we also define a similarity measure between 
the two time series based on the idea that the more events they have in common the 
more alike they will be. This similarity measure will be needed to do time series clus-
tering, pattern extraction and outlier detection. 

 

Fig. 1. Charts of two time series (A and B) 

Example. Suppose that the events of a time series in a particular domain are the peaks 
generated by the local maxima. Given two time series,  A and B (Figure 1), there are 
two regions of interest in series A and three in series B. Comparing the two series, we 
find that the first event in A (A.1) is very like the second in B (B.2), and the third 
event in B (B.3) is very like the second in A (A.2). In this case, the series A and B have 
two events in common and are, therefore, very alike. 

The method developed throughout this article will be applied in the field of  
medicine known as stabilometry, which is responsible for examining balance-related 
functions in human beings. This is an important area within neurology, where the di-
agnosis and treatment of balance-related dysfunctions like dizziness has advanced 
enormously in recent years. 

There is a device, called a posturograph, which is used to measure balance-related 
functions in human beings. The patient stands on a platform to do a number of tests (see 
Figure 2). We used a static Balance Master posturograph. In a static posturograph, the 
platform on which the patient stands, does not move. The platform has four sensors, one 
at each of the four corners: front-right (FR), front-left (FL), rear-right (RR) and rear-left 
(RL). While the patient is doing a test, each of the sensors receives a datum every 10 mil-
liseconds. This datum is the intensity of the pressure that the patient is exerting on the 
above sensor. Therefore, at the end of the test, we have a time series composed of a set 
number of observations measured at different time points. Each of those observations can 
be viewed as a point in a four-dimensional space, as the value of each of the four above-
mentioned sensors is measured at each time instant. 
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Fig. 2. Patient doing a test on the posturograph 

The proposed method, which will be described in section 3, will be applied to this 
type of time series. The results of applying the method will be discussed in section 4, 
whereas the findings will be detailed in section 5. Before all this we will present work 
related to this article in section 2. 

2   Related Work 

There are many domains working with time series. Over the last few years, a lot of re-
search has been carried out on the time series field in domains as far apart as medicine 
[4], the financial sector [5] or traffic control [6]. 

There are many techniques for comparing time series and extracting common sub-
sequences. A technique for comparing times series based on the Fourier Transform is 
proposed in [1]. The aim is to extract a number of coefficients from the time series us-
ing the discrete Fourier transform, that is, by switching from the time to the frequency 
domain. Techniques based on alternatives to the Fourier transform, like the Wavelet 
transform [2, 7, 8], have been proposed. 

The landmarks-based technique [9] proposes a method for comparing time series 
where the singular points (landmarks) of the curve, that is, the maximums, minimums 
and turning points, have to be stored. It proposes the use of six transformations that 
are applied to the landmarks. Several features of the landmarks are invariant to the 
application of certain transformations, and only the invariant features of each trans-
formation are taken into account when looking for series that are similar under certain 
transformations. 

Another type of approach employs the time warping technique. This is based on 
the idea that two series are similar if the distance between the two series when one  
of them is compressed on the time axis is less than a certain threshold [10, 11]. An-
other type of technique uses MBR (minimum bounding rectangles) to compare time 
series [12]. 
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A method for discovering subsequences common to several series is proposed in 
[13]. It is based on the idea of building a tree storing all the possible common subse-
quences of length “k” at each depth level “k”. The technique is very efficient thanks to 
the tree pruning process, which rejects solutions that do not meet certain minimum 
confidence conditions. 

There are techniques, such as those proposed in [1] and [2], that are useful for 
comparing whole time series. In many domains, however, as is the case with stabilo-
metry, it is more important to focus on certain events or regions of interest.  There are 
different proposals in this respect, like Povinelli’s system [3, 14]. Because of the in-
creasing importance of events detection over the last few years, techniques and algo-
rithms have been developed to detect events in complex time series [15]. 

In some domains, the value of not one but several observations might be measured 
at each time point, leading to multidimensional time series. This applies to the pos-
turograph used in this research, as four values are recorded at each time instant. There 
are several techniques for studying multidimensional time series [16, 17]. 

In recent years, different and innovative proposals have emerged for data mining 
time series. Some of these methods use Markovian models to compare time series 
[18], others use graph theory [19], others again are based on comparing time series by 
looking at how they change shape [20], etc. 

In this paper, we propose the application of computing techniques to medicine, 
something that has already been done in earlier work. Ever since the early expert sys-
tems, like Dendral [21] or Mycin [22], were first conceived, a host of medical deci-
sion support software systems have been developed [23, 24]. 

In [25] a system was developed capable of diagnosing injuries in top-competition 
athletes thanks to the analysis, using data mining techniques, of data generated by an 
isokinetics machine that measures the athletes’ muscle strength when bending and 
stretching their members. Similarly, [4] proposes a technique to diagnose epilepsy, 
using data mining techniques. 

The use of computing techniques in the domain of medicine has recently come to 
be common practice. However, the application of data mining techniques to posturo-
graphic data has a number of particularities that, taken together, single it out from 
their use in other domains. They are: (1) the structural complexity of the patient ex-
aminations, (2) the multi-dimensionality of the collected variables and (3) the fact that 
relevant information appears in definite regions of each series and not across the 
whole series. 

3   Proposed Method 

The method presented here is applicable for domains where the points at which a particu-
lar event takes place and not the whole time series are of interest. An event is part of the 
time series that starts at one point and ends at a later point and is of interest for the expert 
in the domain in question. Many state-of-the-art techniques, like the Discrete Fourier 
Transform of the Wavelet Transform, compare two time series as a whole. However, 
these techniques are not suited for those domains where only small parts of the time se-
ries are relevant. These events can occur at any instant and with random duration. The 
method described in this paper focuses on this kind of time series. 
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Note that the reference domain in this article is stabilometry. The study run focused 
on one of the tests run on the posturograph: the UNI test. This 10-second test aims to 
measure how well the patient is able to keep his or her balance when standing on one 
leg with either both eyes open or both eyes shut. While the patient is doing the test, 
each sensor sends a datum to the central computer every 10 milliseconds. This datum 
is the intensity or pressure that the patient is putting on that sensor. Therefore, at the 
end of the test, we have a time series storing four values for each time instant (see 
Figure 3). 

An ideal test would be one where the patient kept a steady stance and did not wob-
ble at all throughout the whole test. The interesting events of this test occur when the 
patient loses balance and puts the lifted leg down onto the platform. This type of 
event is known in the domain as a fall. When there is a fall, the respective sensors for 
the lifted leg will register the pressure increase. Figure 3 shows the time series of a 
patient who has done the UNI test. The curves at the top of the figure are the values 
recorded by the RR and RF sensors, that is, the right-leg sensors, the leg the patient 
was standing on. The curves at the bottom of the figure are the values recorded by 
sensors LR and LF, that is, the left-leg sensors, the leg that should be lifted. The pres-
sures peaks generated when there is a fall event are highlighted. 

The next step after identifying the fall events is to determine a similarity measure 
between two multidimensional time series by obtaining and comparing the fall events 
that appear in both time series. 

 

Fig. 3. UNI test time series, highlighting two events (falls)  

Formally, the aim is to find a function F that takes two times series A and B and re-
turns a similarity value in the interval [0,1], where 0 indicates that the two series are 
completely different and 1 denotes that the two series are identical, as described in 
equation (1). 
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[ ]: , 0,1F ST ST →
 

: , ( , )F A B Similarity A B→  
(1) 

To determine similarity, the proposed method looks for events that appear in both 
series. The greater the number of events that the two series to be compared have in 
common, the closer similarity will be to 1. If the series do not have any event in 
common, similarity will be equal to 0. 

To determine whether an event in one time series appears in another, the event has 
to be characterized by means of a set of attributes and compared with the other events 
of the other series. To speed up this process, all the events present in the two time se-
ries are clustered. Therefore, if two events belong to the same cluster, they are similar. 
The goal is to find events that are members of the same cluster and belong to different 
time series. 

Therefore, the proposed algorithm for extracting events common to two time series 
A and B is: 

1. Extract all the events Ej of both series (events that appear in A or in B) and 
characterize each event by means of a set of attributes. This point is domain de-
pendent, as event characterization will depend on the type of time series. For ex-
ample, the events of interest in the reference domain we are using are falls and they 
are characterized by the following attributes: 

a) Region in which the lifted leg falls. 
b) Intensity of the pressure exerted by the falling patients’ foot on the platform 

and drop in the intensity of pressure of the standing leg sensors. 
c) Time from when the patient starts to lose balance until he or she falls. 
d) Time from when the patient falls to when he or she recovers.  

2. Cluster all the events extracted in point 1. To do this, it is necessary to calculate 
the distance between each pair of events explained under step 1 of the algorithm. 
We opted to use the city-block distance. This distance calculates the sum of the ab-
solute differences of each of the coordinates of two vectors: 

1

p

ij ik jk
k

d x x
=

= −∑
 

(2) 

In equation (2), i and j are the vectors to be compared and p is the number of co-
ordinates (dimension). We looked at other distance measures, but finally opted to 
use the city-block distance, because the mean distance per attribute is used during 
the clustering process to determine whether two elements are members of the 
same cluster. This mean distance per attribute is obtained straightforwardly by 
dividing the total distance dij by the number of attributes p. 

3. For each cluster from step 2 and as long as there are events from the two se-
ries in the cluster: 
3.1. Create all the possible event pairs (Ei,Ek) for which Ei ∈ A and Ek ∈ B. 
3.2. Select the event pair that minimizes distance (Ei,Ek). Equation (2) de-

scribes the distance to be used. 
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(This extracts the two events that are in the same cluster, belong to different time 
series and are the most alike) 
3.3. Delete events Ei  and Ek from the cluster. 
3.4. Return the pair (Ei,Ek) as an event common to both series.  

By the end of this process, we will have managed to extract the event pairs that are 
similar in the two series. This is a key point for the mechanism that establishes how 
alike the two time series being compared are. 

A common event, Ci is a pair Ci = (Ei,Ek) | Ei ∈ A, Ek ∈ B, output by step 3.4 of the 
algorithm. If E = {Ej, j=1..n} is the set of all events present in A or in B (output by 
step 1 of the algorithm) and C={Ci, i=1..m} is the set of common events present in 
both series, A and B, then the similarity can be obtained by comparing the amount of 
the time series that is common to the two time series (Ci) with the total amount of the 
time series of interest (E). The more events the series to be compared have in com-
mon, the closer the similarity will be to 1. 

4   Results 

The system implementing the described method has been evaluated by running a bat-
tery of tests. These tests were done on time series generated by a posturographic de-
vice. The study focused on the data from the UNI test. For this test, the events of  
interest are falls that take place at times when the patient suffers a severe loss of bal-
ance leading him or her to put down the leg that he or she should be lifting. 

We received support for the evaluation from the High Council for Sports, an insti-
tution attached to the Ministry of Education and Science, responsible for coordinating 
sporting activities in Spain. This institution provided times series for 10 top-
competition athletes of different sexes, ages and sports for this study. Note that each 
time series is composed of four dimensions. At this early stage of the project, 10 is a 
reasonable number of patients, taking into account how difficult is to obtain this in-
formation due to the shortage of top-competition athletes, the complexity of the tests 
and the fact that there is no public posturographic database. An expert from the above 
institution helped to validate the results generated by implementing the proposed 
method. We had to rely on only one expert because stabilometry is a very new field 
and there are not many experts in this area. In actual fact, there are only a couple of 
stabilometric devices in use in Spain.  

The evaluation of the research focused on one point: Are the comparisons made by 
the system of similar quality to those made by the expert? 

To evaluate this point, all time series were compared with each other (if there are 
10 time series, and each time series is compared with all the others except itself, we 
have a total of 45 comparisons). For each of the above comparisons, the similarity rat-
ing generated by the method was checked against the similarity score determined by 
the expert. In each comparison, the expert was asked to determine a similarity rating 
from the following: {Not at all similar, Not very similar, Moderately similar, Fairly 
similar, Very similar}. 

The rating Not at all similar would correspond to a similarity in between the inter-
val [0, 0.2), the rating Not very similar would correspond to the interval [0.2, 0.4), and 
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so on up to the rating Very similar, which would correspond to a similarity score in 
[0.8, 1]. 

When evaluating a comparison, the agreement between the expert and the method 
could be Total if the similarity interval is the same in both cases, Very High if the in-
terval determined by the system and by the expert are adjacent, and Low in any other 
case. 

The results of the comparisons by the expert and the system were also good, as, 
agreement between the system and the expert was Total or Very High in 39 out of 45 
cases. Only 6 of the cases showed some differences between the results generated by 
the system and the ratings determined by the expert. 

5   Conclusions 

We have developed a method to compare time series by matching up their relevant 
events. This method is suitable for domains where the relevant information is focused 
on specific regions of the series, called events, and where the remaining regions are 
not relevant. 

The method was evaluated on time series for top-competition athletes. After per-
forming the different evaluation tests, the results were considered very satisfactory for 
both the research team and the expert physicians, boosting their will to develop fur-
ther cooperation in this field. 

This project is at a very early stage. The method we have developed is a prelimi-
nary version. In the future we intend to refine the method using other distance meas-
ures, and apply this method to time series from some other domains. 
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