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Abstract

This paper describes the participation of the MIRAC consortium at the ImageCLEF
Photographic Retrieval task of ImageCLEF 2008.his is new participation of the group, our
first purpose is to evaluate our own tools for #eased retrieval and for content-based retrieval
using different similarity metrics and the aggrégatOWA operator to fuse the three topic
images.

From the MIRACLE last year experience, we impleradria new merging module combining the
text-based and the content-based information ieethtifferent ways: FILTER-N, ENRICH and
TEXT-FILTER. The former approaches try to improve ttext-based baseline results using the
content-based results lists. The last one was tosselect the relevant images to the content-based
module. No clustering strategies were analyzed.

Finally, 41 runs were submitted: 1 for the textdmhdaseline, 10 content-based runs, and 30
mixed experiments merging text and content-bassditee Results in general can be considered
nearly acceptable comparing with the best resultstioer groups. Obtained results from text-
based retrieval are better than content-based.iNghpth textual and visual retrieval we improve
the text-based baseline when applying the ENRIClging algorithm although visual results are
lower than textual ones.

From these results we were going to try to imprmerged results by clustering methods applied
to this image collection.

Categories and subject descriptors

H.3[Infor mation Storage and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.2 Infation Storage;
H.3.3 Information Search and Retrieval; H.3.4 Systand Software; H.3.7 Digital librarigs.2 [Database
Management]: H.2.5 Heterogeneous Databgde® [Data Stor age Repr esentations].
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1 Introduction

MIRACLE is a research consortium formed by reseagcbups of three different universities in Madrid,
Universidad Politécnica (UPM), Universidad Auténoarad Universidad Carlos Ill, along with DAEDALUS, a
small/medium size enterprise (SME) founded in 189& spin-off of UPM.

This paper describes our participation (Mir-Fl,nets for Miracle subgroup at Facultad de Informatathe
ImageCLEF Photographic Retrieval task of ImageCPBB8. The goal of this task was fully described yeesr
in [6]. The reference database is the IAPR TC-18dRenark [7, 8].

This year our experiments were due to evaluateoour tools for text-based and content-based retriduze
text-based technique is based in the classicalov&pace Model (VSM) with TF-IDF weights and thelttor
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image-based retrieval includes different image icalud texture descriptors [9, 10]. In addition, lweeve applied
some merging algorithms to fuse together both t#xnd visual results in order to evaluate if ihiprove our
baseline. All the 41 experiments and results aptainxed in the following sections.

2 System Description

We have a tool implementing different techniquesifeage-based retrieval, based on several compsbat
allow different configurations in order to easilyegute sequentially text-based, content-based landherge of
the results. Fig. 1 presents an overview of théesyarchitecture.
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Fig. 1. System overview

Our main goal was to evaluate both textual andalisetrieval baselines and the experimentation ditferent
combinations of them. Thus, the system is builfram three main different components: Text-basddenal
module, Image-content based retrieval module aadvtbrging module that is in charge of combine #wults
lists from textual and visual retrieval using difat approaches. A more detailed explanation ikided in
section 2.1 and 2.2.

2.1 Textual Retrieval

MIRACLE-FI textual retrieval is based on the VSMpapach using weighted vectors based on the TF-IDF
weight. Applying this approach, a representing @eetill be calculated for each one of the imageations
provided by the IAPR TC-12. The textual retrievak architecture can be seen in the Figure 1. Baetof the
components takes care of a specific task. Thegke tifl be sequentially executed:

- Text Extractor. Is in charge of extracting the text from the diffet files. It uses the JDOM Java API
to identify the content of each of the tags of #mmotations files. This APl has problems with some
special characters (accents), so it is neededrtp cat a pre-process of the text to eliminate them

- Preprocess. This component process the text in two ways:
0 Special characters deletion: characters with ritsstal meaning, like punctuation marks.
0 Stopword detection: exclusion of semantic emptydsor

- Annotations/Topics Tags Selection. With these components, it is possible to selegtdésired XML
tags of the annotations/topics files, which willngmound the associated text describing each
image/query. In the annotations files there arétedifferent tags (DOCNO, TITLE, DESCRIPTION,
NOTES, LOCATION, DATE, IMAGE and THUMBNAIL) and irthe topics ones there are seven
(NUM, TITLE, CLUSTER, NARR, and 3 IMGAGE). In allur experiments, the selected tags from the
annotations files had been four: TITLE, DESCRIPTIONDTES and LOCATION. In the case of the
topics, the selected tags were two: TITLE and NARR.



- MirFi-VSM Index. This module indexes the selected text associatddeach image. All the weights
values of each vector will be normalized using Eheclidean distance between the elements of the
vector.

- MirFi-VSM Search. For the query text is also calculated his weigleistor. To measure the proximity
between two vectors we use the cosine. Then, alirttages will be ranked in descending order with
respect to this value. This ranked list is thet fiesults list.

These methods are executed sequentially and absiresults list for the textual run submitted. Toal of our
experiments is to evaluate how good the resultaisireg just textual retrieval, and to see if thergeewith any
of the visual ones can improve it in any way.

It takes less than 20 minutes to extract the texinfthe provided annotations files, to delete tpecsl
characters, and to exclude stopwords. To build sade the vector space with all the weights vectors
corresponding to each annotation file, it takesosin? hours of processing in this first version.

2.2 Visual Retrieval

This campaign MIRACLE team joined the VISION-Tearh the Computer Science Department of the
University of Valencia who has its own CBIR systamainly used for relevance feedback algorithms eatan
[9,10]. The low-level features of the original CB#igstem have been adapted to be used at the Imé&ggBbto
for image retrieval and for merging image and tefdrmation retrieval.

We use different low-level features describing cobnd texture to build a vector of features with 68
components:

e Color information: a feature vector of 30 components representsdlwe information. Each of these
components represents a bin on a HS (hue-saturiistogram of size 10 x 3. For this databasedke |
10 histogram (the highest saturated) where elirathab that their values where almost zero. Thezefor
a feature vector of 20 components has been usekfiarcting color information.

» Texture information: six feature textures have been computed for régi®sitory respectively. The
first three ones use code from the implementationedby Smith and Burn in Meastex [13]; the rest
have been implemented by the authors. The totaxdiire features builds a vector of 48 components.

0 Gabor Convolution Energies [5].

0 Gray Level Coocurrence Matrix also known as Sp&@ialy Level Dependence [4].

0 Gaussian Random Markov Fields [2].

0 The granulometric distribution function, first piaged by Dougherty [3]. We have used here
not the raw distribution but the coefficients thegult of fitting its plot with a B-spline basis.

o Finally, the Spatial Size Distribution [1]. We hawsed two different versions of it by using as
the structuring elements for the morphological afien that get size both a horizontal and a
vertical segment.

The second step is to calculate the similarityadise between the feature vectors from each imagthen
database to the three topic images. We have usedistance metrics on the experiments: the Eualidesl the

Mahalanobis distance. Therefore, three similarisgashces from each image on the repository tohheetquery

images are calculated so that only a content-basage list is needed.

Mathematical aggregation operators transform aefimumber of inputs into a single output and play a
important role in image retrieval. We decided te tise so-called OWA operators to aggregate thee thne-
level feature vectors of the topic images. Thesratprs were introduced in [16].

With the OWA operator no weight is associated witly particular input; instead, the relative magtétof the
input decides which weight corresponds to eachtinpuour application, the inputs are similaritys@inces to
each of the three topic images and this propertyery interesting because we do not know, a prighich

image of the three will provide us with the begbimation.

The goal of the content-based image system isdtuate the three different aspects used in coritased image
retrieval system: the low-level features, the OWggrgation methods, and the different distance ioseto

measure the similarity. About the time of executitre most demanding task is feature extractiohithdone

just once and then the values are stored on tlabase. Therefore, it takes less than 5 minutesatoelation of
the content-based list for all the questions.



2.3 Merging

Textual and image results lists will be merged wo tdifferent ways, using the textual results li§f§ as
principal list and the image ones () as a suplisirt

FILTER-N. This way of merging the image and textual redlidts consists on checking which results in the T
list are also included in the N first results oé thlist. The value of N indicates the number &ules taken into
account from the I list when narrowing down theisE. IThe resulting merged list will have a maximofi.000
results for each query to follow the ImageCLEFpHhattications.

This merging strategy tries to eliminate from thaimlist those results that are not consideredicgefitly
relevant according to the support list. We consttiat a result is important in the support listt ifs ranked in
the N firsts positions. The value of N can be miedito demand a higher degree of relevancy in tippart list.

ENRICH. This kind of merging also uses two results list, main list and the support list. If a concretsute
appears in both lists for the same query, the aglew of this result in the merged list will be eased in the
following way:

newRel = mainRel +LR@I
(posRel +1)
where
newRel: relevance value in the merged list malnfeéevance value in the main list
supRel: relevance value in the support list paightesition in the support list

Relevance values will be then normalized from @.to

Every results appearing in the support list butinahe main one (for each query), will be addethatend of
the results for each query. In this case, relevantges will be normalized according with the lowatue in this
moment. In the submitted experiments this additibthe results from the support list not appeaiinthe main
list seems not working correctly. Algorithm hasealdy been modified to add these results in thegoro@y.
The merged lists resulting will be limited to themse number of results per query (1000), to follbe task
indications.

TEXT-FILTER. In this kind of experiments the text-based modsl@applied to the complete database and
those images that have a relevance value aboveazerpassed to the content-based image modulghisn
experiment, the content-based image module onhksvaith the images filter by the text module. Thére
content-based image module calculates the sinyilafieach feature vector of the text-filter imagesach of
the query images. Moreover, this three relevandeegaare merged with the different OWA aggregation
operators as mentioned in section 2.2.

3 Experimentsand Results

Finally it was sent one text-based run, 10 conpasted runs and 30 mixed runs using a combinatidvotf.
The name of the runs identifiers indicate the défe configurations applied. All the names of thas begin
with EN-EN-AUTO because the used language is Engdisd all of them are fully automatic, avoiding any
manual intervention.

The text-based run identifiev)irFlbaseline is based on the vector space model using the HaBight.

There are 10 content-based experiments, built coimipidifferent distances for calculating similarftpm each
feature vector to the topic, and different aggregatOWA operators for combining the three topictfea
vectors for each topic image. The two similaritgtdhnces are Euclidean and Mahalanobis, and fiveeggtion
OWA operators for combining the three topic images used (max, min, med, 03, 07). The name of the 1
content-based runs indicates which distance anceggtion operator has been used in each case.arhe will
beMirFldistmerge wheredist = {euc, maha} andnerge = {max, med, min, 03, 07}.

The combination of the results obtained from bk textual and visual retrieval will form a set3#f mixed
runs. FILTER-10000 and ENRICH have been used teemgea the first 20 runs. The last 10 runs have been
obtained by the TEXT-FILTER method.



The following table shows all the submitted runanitifiers built for this edition of ImageCLEFphoto.

Table 3. Submitted experiments.

Run Identifier Textual Visual Retrieval Merge
Retrieval “pistance Merge topics

TXT-MirFIbaseline SVM -- -- --
IMG-MirFleucmax -- euc max -
IMG-MirFleucmed -- euc med --
IMG-MirFleucmin -- euc min --
IMG-MirFleuc03 -- euc o3 --
IMG-MirFleuc07 -- euc o7 --
IMG-MirFImahamax -- maha max --
IMG-MirFImahamed -- maha med --
IMG-MirFImahamin -- maha min --
IMG-MirFImahao3 -- maha 03 --
IMG-MirFImahao7 -- maha o7 --
TXTIMG-MirFlcribal0000eucmax SVM euc max FILTER-10D
TXTIMG-MirFlcribal0000eucmed SVM euc med FILTER-T@D
TXTIMG-MirFlcribal0000eucmin SVM euc min FILTER-100
TXTIMG-MirFlcribal0000euco3 SVM euc 03 FILTER-10000
TXTIMG-MirFlcribal0000euco? SVM euc o7 FILTER-10000
TXTIMG-MirFlcribal0000mahamax SVM maha max FILTEREGDO
TXTIMG-MirFlcribal0000mahamed SVM maha med FILTEBODO
TXTIMG-MirFlcribal0000mahamin SVM maha min FILTERXQO00
TXTIMG-MirFlcribal0000mahao3 SVM maha 03 FILTER-T@D
TXTIMG-MirFlcribal0000mahao7 SVM maha o7 FILTER-T@D
TXTIMG-MirFImergeO6eucmax SVM euc max ENRICH
TXTIMG-MirFImergeO6eucmed SVM euc med ENRICH
TXTIMG-MirFImerge0O6eucmin SVM euc min ENRICH
TXTIMG-MirFImerge0O6euco3 SVM euc 03 ENRICH
TXTIMG-MirFImergeO6euco? SVM euc o7 ENRICH
TXTIMG-MirFImergeO6mahamax SVM maha max ENRICH
TXTIMG-MirFImergeO6mahamed SVM maha med ENRICH
TXTIMG-MirFImergeO6mahamin SVM maha min ENRICH
TXTIMG-MirFImergeO6mahao3 SVM maha 03 ENRICH
TXTIMG-MirFImergeO6mahao7 SVM maha o7 ENRICH
TXTIMG-MirFleucmax SVM euc max TEXT-FILTER
TXTIMG-MirFleucmed SVM euc med TEXT-FILTER
TXTIMG-MirFleucmin SVM euc min TEXT-FILTER
TXTIMG-MirFleuco3 SVM euc 03 TEXT-FILTER
TXTIMG-MirFleuco7 SVM euc o7 TEXT-FILTER
TXTIMG-MirFImahamax SVM maha max TEXT-FILTER
TXTIMG-MirFImahamed SVM maha med TEXT-FILTER
TXTIMG-MirFImahamin SVM maha min TEXT-FILTER
TXTIMG-MirFimahao3 SVM maha o3 TEXT-FILTER
TXTIMG-MirFimahao7 SVM maha o7 TEXT-FILTER

After the evaluation by the task organizers, oladinesults for the different experiments are priesem the
following tables. Each table shows the run idegitjfthe mean average precision (MAP), the preciatdh, 10,
20 and 30 first results, and the number of releimages retrieved (out of 2401 relevant images).

Obtained results with the textual-based retrievatinfe can be considered acceptable, having intouatdhat
no linguistic processes were applied. The MAP (83}2s higher than the average MAP taken from thst 4
runs for each participating group (0.2187).

For the content-based image module was testingameobserve that the Mahalanobis distance outpesfone
Euclidean distance, and the best aggregation méthbdth metrics is the minimum (AND), followed liye
orness(W)_0.3 that is a smoothed AND. Our bestlirésuthis group of experiments is the combinatafrthe
Mahalanobis metrics with orness(W) 0.3 with a MABR13) and a P20(0.0679). Our best result is
considerably lower than the best result for thisugr



Table4. Results for text-based and content-based expetime

Run I dentifier P5 P10 P20 P30 MAP  RelRet
EN-EN-AUTO-TXT-MirFlbaseline 0.3179 0.2923 0.2846 0.2701 0.2253 1783

EN-EN-AUTO-IM G-MirFleucmax 0.0256 0.0128 0.0103 0.0128 0.0042 274
EN-EN-AUTO-IMG-MirFleucmed 0.0667 0.0487 0.0282 0.0214 0.0073 358
EN-EN-AUTO-IMG-MirFleucmin 0.1179 0.0667 0.0487 0.0376  0.0137 345
EN-EN-AUTO-IMG-MirFleuco3 0.0923 0.0615 0.0359 0.0299 0.0110 366
EN-EN-AUTO-IMG-MirFleuco? 0.0154 0.0077 0.0077 0.0077  0.0033 328
EN-EN-AUTO-IMG-MirFImahamax  0.0410 0.0256 0.0244  0.0205 0.0050 296
EN-EN-AUTO-IMG-MirFImahamed  0.0359 0.0333 0.0308 0.0291  0.0067 392
EN-EN-AUTO-IM G-Mir Flmahamin 0.1744 0.1026 0.0679 0.0556  0.0213 371
EN-EN-AUTO-IM G-Mir FIlmahao3 0.0615 0.0462 0.0385 0.0350 0.0105 385
EN-EN-AUTO-IM G-Mir Fl mahao? 0.0359 0.0256 0.0269  0.0222  0.0057 350

Table5. Results for the FILTER-10000 merge method expeanisie

Run I dentifier P5 P10 P20 P30  MAP ReRet
EN-EN-AUTO-TXT-MirFlbaseline 0.3179 0.2923 0.2846 0.2701 0.2253 1783
EN-EN-AUTO-TXTIM G-MirFlcribal0000eucmax 0.3385 0.3077 0.2821 0.2573 0.1674 1216
EN-EN-AUTO-TXTIM G-MirFlcribal0000eucmed 0.3282 0.3179 0.2936 0.2692 0.1764 1277
EN-EN-AUTO-TXTIM G-MirFlcribal0000eucmin 0.3641 0.3231 0.3154 0.2803 0.1887 1309
EN-EN-AUTO-TXTIMG-MirFlcribal0000euco3 0.3282 0.3154 0.2936 0.2735 0.1820 1301
EN-EN-AUTO-TXTIMG-MirFlcribal0000euco? 0.3231 0.3077 0.2846 0.2590 0.1698 1252

EN-EN-AUTO-TXTIMG-MirFl cribal0000mahamax 0.3385 0.3333 0.2962 0.2735 0.1846 1306
EN-EN-AUTO-TXTIMG-MirFlcribal0000mahamed 0.3436 0.3359 0.3038 0.2769 0.1875 1316
EN-EN-AUTO-TXTIM G-MirFlcribal0000mahamin 0.3487 0.3231 0.3179 0.2769 0.1936 1312
EN-EN-AUTO-TXTIM G-MirFlcribal0000mahao3 0.3538 0.3231 0.3115 0.2778 0.1890 1307
EN-EN-AUTO-TXTIM G-MirFlcribal0000mahao? 0.3231 0.3231 0.2962 0.2769 0.1814 1320

The FILTER-10000 merge algorithm improves the hasein the precision at low values (5, 10) but meve
improves the MAP value nor the number of relevardges retrieved.

Table 6. Results for the ENRICH merge method experiments.

Run I dentifier P5 P10 P20 P30 MAP  RelRet
EN-EN-AUTO-TXTIM G-M irFl mer geO6eucmax 0.3128 0.2949 0.2808 0.2701 0.2264 1785
EN-EN-AUTO-TXTIM G-MirFl mer geO6eucmed 0.3231 0.3026 0.2897 0.2744 0.2271 1790
EN-EN-AUTO-TXTIM G-MirFl mer geO6eucmin 0.3538 0.3231 0.2987 0.2855 0.2343 1789
EN-EN-AUTO-TXTIMG-MirFl mergeO6euco3 0.3282 0.3128 0.2936 0.2778 0.2291 1790
EN-EN-AUTO-TXTIM G-MirFl merge06euco? 0.3077 0.2923 0.2821 0.2684 0.2252 1787
EN-EN-AUTO-TXTIMG-MirFImergeO6mahamax  0.3179 0.2949 0.2833 0.2701 0.2246 1785
EN-EN-AUTO-TXTIMG-MirFImergeO6mahamed  0.3128 0.2949 0.2872 0.2735 0.2268 1787
EN-EN-AUTO-TXTIM G-MirFImergeO6mahamin  0.3744 0.3436 0.3090 0.2915 0.2401 1789
EN-EN-AUTO-TXTIM G-Mir Fl mer gegO6mahao3 0.3026 0.3000 0.2923 0.2769 0.2266 1791
EN-EN-AUTO-TXTIM G-Mir Fl mer geO6mahao? 0.3231 0.3000 0.2885 0.2718 0.2266 1785

ENRICH merge method improves the baseline expetirrethe MAP value and in the number of relevant
images retrieved. Best MAP value (0.2401) is addemerging the textual results with the visualsawtetd



using the Mahalanobis distance and the AND operdtois value is quite bigger than the average Malkeh
from the best 4 runs from each participating gr(ug187).

Table 7. Results for the TEXT-FILTER merge method experitaen

Run I dentifier P5 P10 P20 P30 MAP RelRet
EN-EN-AUTO-TXTIM G-MirFleucmax 0.0410 0.0462 0.0500 0.0521 0.0342 841
EN-EN-AUTO-TXTIMG-MirFleucmed 0.1077 0.0821 0.0718 0.0778 0.0446 921
EN-EN-AUTO-TXTIM G-MirFleucmin 0.2000 0.1462 0.1090 0.0949 0.0530 937
EN-EN-AUTO-TXTIMG-MirFleuco3 0.1590 0.1051 0.0859 0.0795 0.0488 947
EN-EN-AUTO-TXTIMG-MirFleuco? 0.0410 0.0462 0.0615 0.0598 0.0377 895
EN-EN-AUTO-TXTIMG-MirFImahamax 0.1026 0.0846 0.0692 0.0598  0.0393 877
EN-EN-AUTO-TXTIMG-MirFImahamed 0.1077 0.1077 0.0897 0.0812  0.0466 956
EN-EN-AUTO-TXTIMG-MirFImahamin ~ 0.2410 0.1821 0.1385 0.1188 0.0656 943
EN-EN-AUTO-TXTIM G-MirFlmahao3 0.1590 0.1282 0.1128 0.1026  0.0544 961
EN-EN-AUTO-TXTIM G-Mir Fl mahao? 0.1026 0.0872 0.0782  0.0658  0.0432 923

Applying this merge strategy, obtained results etffpm the content-based ones in terms of bothigicecand
MAP. Again, the best results correspond to the exgnts which use the Mahalanobis distance andAthib
operator.

4 Conclusions and Future Work

In this participation in the task, results in gextaran be considered by us acceptable comparirtg thét best
results of all the groups.

The MAP value obtained for the text-based basedixgeriments was 0.2253, higher than the average MAP
(0.2187) calculated from the best 4 runs from geanticipating group.

For the content-based image retrieval, the resialt® not been very successful. Our results arerltivean the
best top ten. However, our challenge this year todsst their different parameters such as theuwdtst metrics
and the aggregation methods. The most interestinglagsion in that the Mahalanobis distance workseb¢han
the Euclidean one, and the best aggregation meshibd AND operator. For following editions morevdevel

features based on local color descriptors and stlegeriptors will be included.

Merged results show that the ENRICH algorithm inyavery lightly the baseline. This is importarker into
account the poor results obtained from the vise#iaval. So if we achieve to improve these conbasted
results, may be better merged results using tigigrihm will be obtained. FILTER-10000 algorithmpnoves
the textual baseline results in terms of precisiblow values.
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