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Abstract 

This paper examines a multi-period capacity expansion problem for rapid transit network design. The capacity expan­
sion is realized through the location of train alignments and stations in an urban traffic context by selecting the time periods. 
The model maximizes the public transportation demand using a limited budget and designing lines for each period. The 
location problem incorporates the user decisions about mode and route. The network capacity expansion is a long-term 
planning problem because the network is built over several periods, in which the data (demand, resource price, etc.) are 
changing like the real problem changes. This complex problem cannot be solved by branch and bound, and for this reason, 
a heuristic approach has been defined in order to solve it. Both methods have been experimented in test networks. 
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1. Introduction 

Increasing mobility and longer journeys due to the growth of cities, traffic congestion in city centres and in 
entrance corridors are some of the reasons why during the last few years new lines of rail transit systems 
(metro, light rail, etc.) have been constructed or extended. 

The transit network design problem considers at upper level the location decisions and at lower level the 
routing user decisions. At upper level the maximum coverage of the demand for public network is the main 
goal, taking a list of potential rapid transit corridors and stations and budget into account. At lower level the 
user traffic behaviour is considered. The way of selecting and comparing these network alternatives is per­
formed by considering that the demand chooses path and mode depending on the network supplied, consid­
ering the traffic costs. 

Bruno et al. (2002) maximize the travel coverage by public network. Bruno et al. (1999) and Laporte et al. 
(2005) incorporate the model data of the origin-destination matrix. The papers of Laporte et al. (2002) and 



Hamacher et al. (2001) deal with the problem of locating stations on a given alignment. Garcia and Marin 
(2001, 2002) study the transit network design problem using bilevel programming. They consider the multi­
modal traffic assignment problem with combined mode at lower level. 

Laporte et al. (in press) extends on the previous models by incorporating the station location problem, the 
alternative of several lines and denning the model using the maximum coverage of the public demand as an 
objective function and the budget constraints as side constraints. Marin (in press) is an extension of the above, 
where the train lines are not initially given and the lines do not have fixed origins and destinations. 

The capacity expansion is a long-term planning problem and its necessary extension must be carefully 
studied given that the infrastructure construction is expensive and produces significant disturbance in city life, 
therefore it is realized in stages over several years. During this long-term planning period the problem data can 
change a great deal from beginning to end: construction price, inflation, travel demand, etc. These changes 
cannot be ignored in a real model. 

The paper is organized as follows: In Section 2 the rapid transit network design capacity expansion 
(RTNDCE) model is discussed. Because of its large scale, it is difficult to solve the expansion model for 
medium-sized cities. In Section 3 we define a heuristic to reduce the computational time. In Section 4 different 
test networks are denned in order to implement the experiments comparing the use of classical algorithms such 
as branch and bound and the previous heuristic. Both methods are compared for different parameters. Finally 
the conclusions and the references are considered. 

2. Rapid transit network design capacity expansion model 

The rapid transit network design capacity expansion, RTNDCE, model is an extension of the RTND prob­
lem denned in Laporte et al. (in press) and Marin (in press). Its formulation is based on considering the 
decisions during certain periods of time, t, belonging to the planning set T— {1, . . . , |T |} . Each period refers 
to the unit of time from time point t to (t + 1). It is assumed that the nodes and edges can be installed at any 
point in time within a certain time period. However, the costs incurred during this time are assumed to take 
place at the commencement of the time period in which the changes take place. RTND studies the locations of 
stations and alignments connecting them with a finite number of transit lines: L — {/ = 1, . . . , \L\}, where the 
lines do not have predetermined origins and destinations and the number of lines is a variable but the 
maximum number of lines \L\ is fixed. 

2.1. Data 

The data required for the model are as follows: 

1. For key stations, the set of potential locations is N= {i — 1, . . . , /}. From that the set E of feasible (bidi­
rectional) edges linking the key stations N is defined. Therefore, we have a potential network (N, E) from 
which the optimum rapid transit network is selected. Let us denote by N(i) — {i: 3a e E,a — (i,j)} the set of 
nodes adjacent to node i. 

2. Each feasible edge has an associated length d — (dp). The length of the edges usually corresponds to the 
Euclidean distance between pairs of nodes (i,j) if the system is underground, and street distance if it is 
at grade. However, forbidden regions will increase the distance and d can also be interpreted as the genera­
lized cost of using the arc a. 

3. The demand is given by the origin/destination (o,d) pairs of nodes. The demand at pair w at period t is 
given by the matrix: G' = (gw) : w = (o,d) e W \/t e T, where W is the set of ordered pair of demands. 

4. Let c''j and c\' be the cost of constructing a section of line / in edge ij and a station on line / at node i at 
period t. The upper bound to construction costs at each period t is a budget of c j ^ . 

5. The generalized cost of satisfying the demand of pair w through the private and the public network at 
period t are MP"-' and up^b(t), respectively. Note that the latter cost is a variable that depends on the final 
topology of the public network and therefore on the edges that are selected, meanwhile u^1'' are input 
data. 



2.2. Variables 

The decisions would be considered to be temporally disaggregated, which are described by 

y\(t) = 1, if line / e L is located using the node i at period t, 0 otherwise. 
x\j(t) = 1, if line / e L is denned using the edge ij at period t, 0 otherwise. 
hi(t) — 1, if the line / has at least a link located at period t, 0 otherwise. 
fij(t) = 1, if the demand of the pair w uses edge ij at period t, 0 otherwise. 
pw(t) — 1, if the demand w uses the public mode at period t, 0 otherwise. 

2.3. Objective function 

The RTND objective function z = J2t€Tz(t) is the combination of the objective function at each period t. 
The objective function is denned by the following adimensionalized terms: 

• To maximize the public demand (pubd) covering: 

Zpubd W = ^ • ( l j 

• To minimize the routing costs (re): zm(t) = ^ w e i r ^—F
t
w

pd, — , where the public cost is denned by 

" T b ( 0 = p E W W Vwerv^er , (2) 
ij€A 

where X' is the average velocity of the vehicles at transit edges and ji' is a factor that represents the 
congestion. 

• To minimize the location costs (lc): z\a{t) = Zjf^- Vt e T, where the terms zioc(t) are denned by 

z,oc« = E ( E ^ W - ^ - ^ + E ^ ' W - ^ - i ) ) ] v<er, t>i, 
' 6 i \{ij)€A;i<j i€N J 

*ioc(i) = E ( E ^jW^+E^ 1 ^ 1 ) ) ) -
' 6 i \(ij)€A;i<j i& J 

(3) 

(4) 

To minimize the number of private demand (prid): 

T /.N Ewg^C1 -Py.it)) / « 
zpnd(0= |̂ Fj • (5) 

RTND at each period t minimize the objective function denned by 

z{t) = -t]zvubd(t) + ( — l ) Z r c ( 0 + (—— )zlc(t) + (^-)zvnd(t), (6) 

where i\ is a number close to 1, because the public trip covering, zpuhd(t) is the main component of the objective 
function. The other terms are included to adequately simulate the routing user behaviour, and that the loca­
tion of any facility is not free of cost. 

2.4. Constraints 

• Construction cost constraints (CCC). The CCC bounds the construction cost at each period as follow: 

CCC(t): z l o c (0<4ax VtET. (7) 

http://-Py.it


• Routing demand constraints (RDC). The multi-commodity flow conservation at each node is assumed, for 
each demand and for each period as follow: 

RDC(i, w,t): Y •/£(<) - E - O T = *"-(') WeNVweWVte T, (8) 
k€N(i) j€N(i) 

where 

-1 if i = o : \f(o,d) = w e F. 

iw(t) = { 1 if i = d : V(o, d) = w e W } Vz e N Vw e W Vz e T. 

0, otherwise 

In all the constraints the disaggregated level is shown between parentheses. 
• The Line location constraints (LLC(/, tj) axe as follow: 

4 ( 0 <y\{t) V(i,j) eA, i<j\/leL\/teT, (9) 

4 ( 0 ^ 4 ( 0 v(1'--/) e A> i<jWeLVte T, (10) 
E 4(0 + E 4(0 < 2 VieN VleLVteT, (11) 

j€N(i),i<j j€N(i)J<i 

h,(t) + Y 4(0 = E4(0 V/e iV^r , (12) 
(i,j)€A i€N 

Y 4(0 < MMt) VleLVteT, (13) 

•<j 

Y 4(0 > H*) VleLVteT, (14) 

Y E4'(0 ^ 1̂1 - 1 v s C N, \B\^2WleL, t= T. (15) 

LLQ7, 0 is separable by lines / and periods t. The constraints (9) and (10) ensure that the links are not located 
if their origin and destination nodes are not previously located. The constraints (11) require that each node in 
the line does not have more than two incident edges. The constraints (12)—(14) ensure that a line is activated if, 
at least, a link is constructed within it. M! is a large enough number: M1 ^ \A\. 
The constraints (15) require that the lines do not make cycles. This last constraint is not explicitly assumed in 
the model, however when a cycle appears in the optimal solution, an explicit constraint is added and the model 
is run again. B is any subset of N. 
• The mode demand splitting constraints (MDSC) produce an all or nothing mode assignment: if MP"-' is 

inferior or equal to up^b(t), the demand is assigned to mode PRI (pw (?) — 0) and if not, it is assigned to 
PUB (pw {t) = 1): 

MDSC(w, i) : u^°{t) - f/u^1'1 - M2(l -pw(t)) < 0 MweW \lteT, (16) 

where M2 is a large enough number: 

• The location-allocations constraints (LAC) are as follow: 
LAC(ij,w,t): 

file:///lteT


f?j{t) +fj(t) < ^ 4 ( 0 V(i,j) eA, i< j , VweWVteT, (17) 

/?(0 < X>,'(0> V/ = d, if (o, d) = w ; VweffV<e r. (19) 
l€L 

RTNDCE considering the above constraints is separable by period time, but some additional constraints 
establish the relations between the separated RTNDCE(z% they are the logical constraints (LogC), so if a 
station or a link is located in a period, they are obligatory located in future periods. 

LogC(Z) : y]{t) ^ y]{t - \) VieN VleLVteT, t>l, (20) 

xl{t) > x'^t - 1) V(i,j), i<j VleLVteT, t>l, (21) 

ti{t)^h\t-\) VleLVteT, t>l. (22) 

2.5. RTNDCE shortly formulation 

The RTNDCE may be expressed in terms of the above constraints as follows: 

Min z = y^z(t) 
x,y,h,f,p€{0,l} j ^ 

subject to : CCC(0, RDC(i, w, t), LLC(Z, f), MDSC(w, t), LAC(i/, w, 0, LogC(/). 

3. Heuristic methodology 

The problem of RTNDCE is its large size. It is easy to calculate the number of RTND variables for a net­
work like that of Seville, which will be introduced in the next section. For this network with data set: \N\ — 24, 
\E\ — 264, \W\ — 552, \L\ = 5, |T| = 5, the number of variables is 735325 and the number of constraints is 
1153 575, without taking into account the anti-cycle constraints. For these large size problems, branch and 
bound cannot obtain the optimal solution and a heuristic approach is justified. 

RTNDCE is time separable if the constraints LogC(/) are not considered, so a heuristic has been denned in 
order to relax them. For each period t, we define a relaxed RTND, RRTND(f) model with the above con­
straints (1) (19) considering the input of each model the set of the installed lines at previous periods. This 
set is updated in each period t with the optimal lines \y'*,x'*} installed in the previous one. 

Io(0 = {leL: y'*(t - 1) = l,x'*(t - 1) = l } . (23) 

In the first period, L0(t) is denned with the initial installed lines if some exists. At each period a new model 
RRTND(z) is denned using the updated L0(t) as a reference. We try to locate the node and link forming lines, 
but we consider that some lines have already been located. At each period some previous lines can be extended 
or new lines can be assigned. At each period t, L(t) is updated as: L(t) <— L0(t) U Li(t), where L0(t) is the 
above set and L1 (t) is the set of the alternative lines to be located at period t. 

At RRTND(?) initial lines are data: y\ = 1 and x'-j = 1 for all /' belong to L0(t), and the following variables 
are decision variables, denned in the set of the alternative lines: 

• y\(t) = 1, if line / e Li(t) is located using the node i, 0 otherwise. 
• xl(t) = 1, if line I e Li(t) is located using the edge ij, 0 otherwise. 

RRTND(z) is denned from the above RTNDCE considering L(t) instead of the previous L, and considering 
the modified LAC as follows: 



LAC : f;{i) +fj(t) < E 4 + E 4 V('^') e A> i<J^eWWte T, 
l€Li(t) /'eio(') 

^^ Ey'j + E 4 Vi' = °<if (°>J) = w; V w ^ V / e r -
/eii(r) /'eio(') 

• / ^ E *' + E 4 V/ = J< if (° ' J) = w> Vwe r V^e r . 
/eii(r) /'eio(') 

RRTND(f) parameters must be adequately modified according to its evolution over time 

3.1. Heuristic algorithm 

With the previous considering the heuristic algorithm is defined as follows: 

1. Initialization: Define the data to be used during the capacity expansion period t: c1
j
1
J,c

1
j',c'miLX,u^1'',g'w,n'. 

Define an initial Lo(0) by the lines initially located. 
2. Do for each t until | T\: 

Redefine L0(t) taking as data the last y1*,^*. 
Run RRTND(?) using branch and bound. Let y1*,^* be the optimal solution. 

End Do. 

4. Computational experiments 

In the computational experiments the model RTNDCE is tested to verify its utility and the RTNDCE and 
heuristic solutions are compared. 

Branch and bound is used to solve RTNDCE and each RRTND(?) in the Heuristic algorithm. Branch and 
Bound have been implemented with the help of Gams 21.7 which calls CPLEX 9.0, using a laptop with a pro­
cessor AMD Athlon 64 x 2 Dual, 4200+, 2.22 GHz, 2.00 GB RAM memory. 

In the RTNDCE the annual parameter changes have been defined by the following exponential growth 
factors: 

• Fca: alignment construction cost uniform incremental factor. 
• Fen: station construction cost uniform incremental factor. 
• Fb: budget uniform incremental factor. 
• Fg: demand uniform incremental factor. 

In each period t, the alignment construction costs are defined by: c'.j = Fca'_1cj;.. The station construction 
costs are: c\' = Fcn'^c ' . The construction budget is:c'mi}, = Fb'_1cmax. The demand is defined by: g'w = Fg'^1gw-
The private user cost is affected by the congestion incremental factor by u^' = Fb'_1wPn. In all cases the value 

(3) & 1 1) O) 

(2V {1.7, 0.5) ff-5J 

Fig. 1. Test network Rl . 

(24) 

(25) 

(26) 



in the first period is taken as reference. In the computational experiments the values are as follows: Fca = 1.03, 
Fen = 1.03, Fb = 1/0.95, Fg = 1.025. The congestion factor is fi — 1.05. In these experiments, the relative 
weight of the first term of the objective function in relation to the others has been taken as t] — 0.96. 

A first experiment uses the network previously used by Laporte et al. (2004). This network is denoted by Rl 
and has six nodes and nine edges. This network is shown in Fig. 1. Each node has an associated initial con­
struction cost ct and each edge a pair (cy, dy) of weights: the construction cost and the distance. 

The origin-destination demand gw in the first period is given by the following matrix G: 

G 

(- 9 26 19 13 12^ 

11 - 14 26 7 18 

30 19 - 30 24 8 

21 9 11 - 22 16 

14 14 8 9 - 20 

\26 1 22 24 13 -/ 

The private user cost matrix u^1 in the first period is defined by the following matrix C "̂1: 

lPn = 

/ - 1.6 0.8 2 2.6 2 .5\ 

2 - 0.9 1.2 1.5 2.5 

1.5 1.4 - 1.3 0.9 2 

1.9 2 1.9 - 1.8 2 

3 1.5 2 2 - 1.5 

\2 .1 2.7 2.2 1 1.5 - / 

A second larger network R2 has also been defined. The network R2 has nine nodes and 16 edges. The network 
Rl is obtained from R2 by deleting the nodes 7, 8 and 9 and their adjacent edges. The network R2 is shown in 
Fig. 2. 

As in R l , in R2 each node i has an associated initial construction cost ct and each edge ij a pair (cy,dy) of 
weights: the initial construction cost Cy and the distance dy. The origin-destination demand gw for each w e W 
in the first period is defined by the matrix G: 

(3 )2 (3,1.1) 4 

(1.7, 0.5) 

(2.2) 

(2.8, 0.4) 

(2.7, 0.5) 

(3.1) 

Fig. 2. Test network R2. 



G = 

Upn 

( - 9 26 

11 - 14 

30 19 -

21 9 11 

14 14 8 

26 1 22 

8 6 9 

9 2 14 

\ 8 7 11 

19 

26 

30 

-

9 

24 

23 

20 

22 

cost wPn for each 

/ - 1.6 

2 -

1.5 1.4 

1.9 2 

3 1.5 

2.1 2.7 

2.8 2.3 

2.8 2.2 

î  1 1.5 

0.8 

0.9 

-

1.9 

2 

2.2 

1.5 

2 

1.1 

13 

7 

24 

22 

-

13 

6 

18 

27 

12 

18 

8 

16 

20 

-

13 

16 

17 

w £ Win 

2 

1.2 

1.3 

-

2 

1 

1.8 

1.1 

2.7 

2.6 

1.5 

0.9 

1.8 

-

1.5 

0.9 

1.5 

1.9 

13 8 1 1 \ 

3 6 12 

15 12 5 

25 21 23 

16 22 21 

16 14 12 

- 11 11 

1 1 - 4 

8 12 - ) 

the first period is defir 

2.5 3 2.5 0.8 \ 

2.5 2.7 2.4 1.8 

2 1.6 2.3 0.9 

2 1.9 1.2 2 

1.5 1.1 1.8 1.7 

- 0.9 0.9 2.9 

0.8 - 1.3 2.1 

0.8 1.9 - 0.3 

1.8 2.4 3 - / 

Finally a network representing the city of Seville (Spain) has been defined. The network of Seville is a medium-
large size with 24 nodes, 264 edges, and up to 552 demands. A reduced Seville network is shown in Fig. 3. 

For the Seville network, as in previous networks, the initial data are defined. 

4.1. Experiment comparing integral and heuristic solutions for the network Rl 

The experiments try to prove the high performance of the model in order to reproduce the multi-period 
capacity expansion problem, and to compare the integral and the heuristic solutions to study their computa­
tional efficiency. The RTNDCE solutions in the computational tests are referred to as "Integral". 

Fig. 3. Seville's test network. 



Table 1 
Comparing Integral and heuristic solutions, network R1 with 30 demands and two periods 

Budget 

8 

10 

12 

14 

16 

20 

Phase 

1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 

PUBdem/dem 

Integral Heuristic 

0.11 
0.44 
0.19 
0.6 
0.23 
0.69 
0.28 
0.9 
0.44 
0.95 
0.6 
1 

0.11 
0.28 
0.19 
0.44 
0.23 
0.69 
0.28 
0.9 
0.44 
0.95 
0.6 
1 

LocCost/budget 

Integral Heuristic 

0.86 
0.88 
0.96 
0.96 
0.92 
0.91 
0.89 
1 
0.89 
0.99 
0.98 
0.82 

0.86 
0.93 
0.96 
0.66 
0.92 
0.91 
0.89 
1 
0.89 
0.99 
0.98 
0.82 

AdimRouting cost 

Integral Heuristic 

0.98 
0.78 
0.89 
0.83 
0.89 
0.73 
0.96 
0.7 
0.79 
0.61 
0.85 
0.57 

0.98 
0.95 
0.89 
0.78 
0.89 
0.73 
0.96 
0.7 
0.79 
0.61 
0.85 
0.57 

Objective 

Integral 

—0.32 

—0.57 

—0.69 

—0.93 

— 1.13 

— 1.35 

function 

Heuristic 

—0.17 

—0.42 

—0.69 

—0.93 

— 1.13 

— 1.35 

Relative 

Integral 

0 

0 

0 

0 

0 

0 

gap 

Heuristic 

0 

0 

0 

0 

0 

0 

Computat 

Integral 

335.8 

1340.47 

3275.28 

3573.05 

663.94 

147.64 

ional time 

Heuristic 

3 

5.56 

5.36 

10.1 

4.72 

25 



Table 2 
Comparing integral and heuristic solutions, network R1 with 30 demands and three periods 

Budget Phase PUBdem/dem LocCost/budget AdimRouting cost Objective function Relative gap Computational time 

1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 

Integral 

0.11 
0.44 
0.69 
0.19 
0.6 
0.79 
0.23 
0.69 
0.95 
0.28 
0.9 
1 
0.44 
0.95 
1 
0.6 
1 
1 

Heuristic 

0.11 
0.28 
0.46 
0.19 
0.44 
0.69 
0.23 
0.69 
0.9 
0.28 
0.9 
1 
0.44 
0.95 
1 
0.6 
1 
1 

Integral 

0.86 
0.88 
0.88 
0.96 
0.96 
0.66 
0.92 
0.87 
0.66 
0.89 
1 
0.63 
0.89 
0.99 
0.51 
0.99 
0.82 
0 

Heuristic 

0.86 
0.93 
0.72 
0.96 
0.66 
0.7 
0.92 
0.91 
0.55 
0.89 
1 
0.82 
0.89 
0.99 
0.51 
0.99 
0.82 
0 

Integral 

0.98 
0.78 
0.75 
0.89 
0.83 
0.78 
0.89 
0.77 
0.59 
0.96 
0.7 
0.54 
0.79 
0.61 
0.54 
0.85 
0.57 
0.54 

Heuristic 

0.98 
0.95 
0.83 
0.89 
0.78 
0.75 
0.89 
0.73 
0.63 
0.96 
0.7 
0.54 
0.79 
0.61 
0.54 
0.85 
0.57 
0.54 

Integral Heuristic Integral Heuristic Integral Heuristic 

10 

12 

14 

16 

20 

—0.9 —0.51 0.31 

— 1.24 —0.98 0.17 

— 1.51 —1.47 0.13 

— 1.8 —1.8 

—2.01 —2.01 

—2.24 —2.24 

10800.11 3.86 

10800.13 6.75 

10800.11 5.75 

8987.23 10.33 

3691.58 4.83 

426.53 25.09 

8 

0 

0 

0 

0 0 

0 0 

0 0 



In the experiment of this Subsection, the solutions of the integral and heuristic solutions are compared with 
two and three periods, using the network Rl , with 30 demands and a maximum of four lines. In the problems 
with two phases the integral and heuristic results have been run up to obtain the optimal solution (relative 
gap = 0). In the first example for two periods, the results for six different maximum location costs: 8, 10, 
12, 14, 16, and 20 are compared in Table 1. 

The integral and the heuristic solutions have similar computational results. The heuristic objective function 
values are close to the integral values and for budget 12 or above the heuristic obtain the optimal solution. The 
advantage of the heuristic algorithm is that the solution is obtained in less computational time. The compu­
tational time is given in seconds for all the figures. Furthermore, the solutions have a correct behaviour: when 
the budget increases the location cost also increases, the public demand coverture increases, and the routing 
cost decreases. 

Fig. 4. PUB demand/demand vs budget network Rl , 30 demands, two phases. 

Fig. 5. PUB demand/demand vs budget network Rl , 30 demands, three phases. 



Table 3 
Comparing integral and heuristic in network R2 

Budget Phase PUBdem/dem LocCost/budget AdimRouting cost Objective function Relative gap Computational time 

1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 

Integral 

0.06 
0.31 
0.52 
0.14 
0.29 
0.75 
0.16 
0.52 
0.99 
0.17 
0.75 
0.99 
0.29 
0.99 
0.99 
0.32 
0.99 
0.99 
0.5 
0.99 
0.99 
0.51 
0.99 
0.99 
0.7 
0.99 
0.99 
0.7 
0.99 
0.99 
0.95 
0.99 
0.99 
0.99 
0.99 
0.99 

Heuristic 

0.06 
0.18 
0.32 
0.14 
0.31 
0.52 
0.17 
0.48 
0.75 
0.18 
0.74 
0.99 
0.31 
0.72 
0.99 
0.32 
0.91 
0.99 
0.5 
0.99 
0.99 
0.51 
0.99 
0.99 
0.7 
0.99 
0.99 
0.7 
0.99 
0.99 
0.95 
0.99 
0.99 
0.99 
0.99 
0.99 

Integral 

0.84 
0.99 
0.63 
0.96 
0.6 
0.99 
0.93 
0.75 
0.89 
0.93 
0.94 
0.35 
0.99 
0.98 
0 
0.87 
0.71 
0 
0.98 
0.7 
0 
0.92 
0.36 
0 
0.96 
0.19 
0 
0.87 
0.17 
0 
0.95 
0 
0 
0.93 
0 
0 

Heuristic 

0.84 
0.81 
0.71 
0.96 
0.64 
0.57 
0.96 
0.85 
0.9 
0.87 
0.99 
0.5 
0.99 
0.84 
0.63 
0.85 
0.89 
0.3 
0.98 
0.76 
0 
0.92 
0.46 
0 
0.96 
0.23 
0 
0.87 
0.21 
0 
0.95 
0 
0 
0.93 
0 
0 

Integral 

0.97 
0.83 
0.73 
0.9 
0.82 
0.64 
0.91 
0.74 
0.53 
0.95 
0.66 
0.53 
0.83 
0.56 
0.53 
0.86 
0.56 
0.53 
0.83 
0.53 
0.51 
0.79 
0.56 
0.53 
0.7 
0.56 
0.53 
0.7 
0.56 
0.53 
0.61 
0.56 
0.53 
0.56 
0.53 
0.51 

Heuristic 

0.97 
0.93 
0.87 
0.9 
0.83 
0.74 
0.93 
0.82 
0.62 
0.93 
0.66 
0.53 
0.86 
0.8 
0.51 
0.88 
0.66 
0.53 
0.83 
0.53 
0.51 
0.79 
0.56 
0.53 
0.7 
0.56 
0.53 
0.7 
0.56 
0.53 
0.61 
0.56 
0.53 
0.56 
0.53 
0.51 

Integral Heuristic Integral Heuristic Integral Heuristic 

10 

12 

14 

16 

20 

22 

25 

28 

31 

34 

40 

—0.57 —0.24 0.78 

—0.85 —0.66 0.69 

— 1.32 —1.05 0.24 

— 1.55 —1.55 0.18 

— 1.92 —1.66 

— 1.95 —1.87 0.02 

—2.11 —2.11 

—2.14 —2.14 0.07 

—2.33 —2.33 

—2.34 —2.33 

—2.57 —2.57 

—2.62 —2.62 

0.1 

10800 

10800 

10800 

10800 

10800 

30.28 

52.7 

50.11 

106.88 

581.56 65.38 

10800 3423.72 

2465.7 113.77 

447.2 

4980.7 820.42 

10800 6032.51 

8241.4 239.11 

58.78 3.36 

8 

0 

0 

0 

0 

0 0 

0 

0 0 

0 

0 0 

0 

0 0 

0 0 



In Table 2 the computational results for Rl and 30 demands are run with three periods. In these experi­
ments the time limit to obtain integral solutions was 10800 seconds; meanwhile for heuristic and each of 
the phases the optimal solution is obtained (gap = 0). 

The integral and the heuristic solutions also have similar computational results. The heuristic objective 
function values are close to the integral values, for budget 14 or above the heuristic obtain the optimal solu­
tion. The advantage of the heuristic algorithm is that the solution is obtained in much less computational time, 
so the heuristic solution represents a good approach to the integral solution. 

In the same way as in the example with two periods, the results for three periods have a correct behaviour: 
when the budget increases the location cost also increases, the public demand covertures increase, and the 
routing costs decrease. The example with three periods uses more computational time than using two periods, 
but the use of three periods is closer to the necessity of algorithms to help the decision takers. In the following 
experiments only the results for three periods will be shown. 

Figs. 4 and 5 show the curves PUB demand/demand versus Budget to the Integral and heuristic solutions, 
for R l , 30 demands and two and three phases, corresponding to the previous Tables 1 and 2. 

The sections of the curves with more pendants give an idea of the most beneficial budget to plan the net­
work design, so we obtain practical information about the percentage of public demand increases by budget 
unit. A criterion may be that this pendant must be superior to 0.1. 

In Fig. 4 the sections of the "integral" curves with more pendants are from 12 to 14 of the budget, this sec­
tion has a pendant of 0.105. If we make the same calculation for the heuristic the sections of more pendants are 
from 10 to 14 (both with pendant superior to 0.1), but the first section from 10 to 12 is included because the 
heuristic does not give the optimal solution, so we must take careful consideration of the results obtained using 
only the heuristic. Normally this optimum interval is bigger in the heuristic than in the integral. 

Fig. 5 corresponds to three phases; the section of the "integral" curve with maximum pendant is from 10 to 
12 with a pendant of 0.08. In the heuristic curve two sections, from 8 to 12, have a pendant superior to 0.1, but 
for the same reason (the error of the heuristic solution) we must take into careful consideration the maximum 
interval obtained by the heuristic. 

4.2. Experiment comparing integral and heuristic solutions for the network R2, with 42 demands and four lines 

In these experiments the solutions of the integral and the heuristic methods are compared with three periods 
using the network R2, 42 demands and a maximum of four lines. In this problem the integral and heuristic 
results have been run up to obtain the optimal solution or with a time limit of 10800 seconds if the relative 
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Fig. 6. PUB demand/demand vs budget network R2, 42 demands, three phases. 



Table 4 
Comparing Integral and heuristic solutions in the Seville network 

Budget Phase PUB demand/demand 

Integral Heuristic 

Location cost/budget AdimRouting cost 

Integral Heuristic 

Objective function Relative gap Computational time 

Integral 

1.35 
1.05 
0.92 
1.62 
1.01 
0.95 
1.57 
0.98 
0.92 
1.58 
0.98 
0.92 
1.72 
0.99 
0.92 
1.59 
0.98 
0.92 
1.60 
0.98 
0.92 
1.59 
0.98 
0.92 
1.59 
0.98 
0.92 

Heuristic 

1.62 
1.14 
1.07 
1.61 
1.12 
1.00 
1.56 
1.07 
1.00 
1.55 
1.07 
1.00 
1.55 
1.07 
1.00 
1.58 
1.07 
1.00 
1.55 
1.07 
1.00 
1.56 
1.01 
0.95 
1.63 
1.01 
0.95 

Integral Heuristic Integral Heuristic Integral Heuristic 

2700 

3000 

3400 

3800 

4000 

6000 

10000 

12000 

15000 

0.29 
0.92 
1.00 
0.41 
0.92 
0.94 
0.47 
0.97 
1.00 
0.48 
0.97 
1.00 
0.39 
0.97 
1.00 
0.49 
0.97 
1.00 
0.49 
0.97 
1.00 
0.49 
0.97 
1.00 
0.49 
0.97 
1.00 

0.39 
0.85 
0.89 
0.43 
0.89 
0.94 
0.48 
0.90 
0.94 
0.49 
0.90 
0.94 
0.49 
0.90 
0.94 
0.47 
0.90 
0.94 
0.49 
0.90 
0.94 
0.51 
0.94 
0.97 
0.49 
0.94 
0.97 

0.86 
0.91 
0.00 
0.99 
0.96 
0.00 
0.96 
0.64 
0.00 
1.00 
0.37 
0.02 
0.96 
0.62 
0.13 
0.99 
0.03 
0.00 
0.61 
0.00 
0.07 
0.46 
0.00 
0.01 
0.35 
0.02 
0.00 

1.00 
0.77 
0.00 
1.00 
0.70 
0.00 
0.96 
0.60 
0.00 
0.86 
0.53 
0.00 
0.82 
0.51 
0.00 
0.54 
0.34 
0.00 
0.33 
0.20 
0.00 
0.34 
0.12 
0.00 
0.25 
0.10 
0.00 

—2.06 —1.98 

—2.12 —2.12 

—2.29 —2.17 

—2.27 —2.19 

—2.21 —2.19 

—2.33 —2.17 

—2.32 —2.20 

—2.33 —2.28 

—2.33 —2.26 

0.3000 0.5100 108000 69 897 

0.3086 108000 47 814 

0.0018 108000 106100 

0.0011 108000 20943 

0.0011 108000 21948 

0.0100 0.0114 22351 2127 

0.0096 0.0009 8163 2012 

0.0584 0.0007 280007 2590 

0.0160 0.0006 280007 1640 



gap is not zero. This experiment compares the results for 12 different budget costs between eight and 40. The 
solutions are represented in Table 3. 

As in the previous examples, the computational results have a correct behaviour. The same as in the above 
experiments, in this experiment for high budgets, the integral and the heuristic algorithms have similar optimal 
solutions. The advantage of the heuristic algorithm is that the solution is obtained in less computational time. 
In this example an effect is that when the budget increases the location costs tend to be concentrated in the first 
phase, so when the budget is above 34 only the first phase is used. For inferior budgets the three phases are 
used, which is desirable. From this point of view, it is recommended to use budgets 8-14, where the invest­
ments are well distributed through the periods. 

In Fig. 6, the curves PUB demand/demand versus Budget corresponding to Table 3 show the Integral and 
Heuristic solutions. The sections of the integral curve with maximum pendant are from 8 to 12 with a pendant 
above 0.1. In the heuristic curve three sections, from 8 to 14, have a pendant above 0.1, but because of the 
error in the heuristic solution we must take into careful consideration the maximum interval obtained. From 
both points of view, we can conclude that the period from 8 to 14 is the most advantageous with regard to the 
efficient of the resource investment. 

4.3. Experiment comparing integral and heuristic solutions for the Seville network, with 72 demands and four lines 

Table 4 and Fig. 7 show the results of the heuristic and integral models for the Seville network, considering 
only 72 of the 552 possible demands, three periods, budget values between 2700 and 15000 monetary units, 
and using the same parameters defined in Rl and R2. Budgets with values inferior to 2700 give unfeasible 
solutions. 

The heuristic finds solutions within the above budget range, but the relative gaps are lower than 0.1 only for 
budget values above 3400. Computational times are high (around 30 hour) for low budget values but, for bud­
get values greater than 3800, the heuristic finds a solution in a few hours. 

After 30 hour of running time, the integral model only finds feasible solutions (in the limit of 30 computa­
tional hours) for budget values above 2700, and these results have high relative gaps. For the budget range and 
under these conditions, the results of the heuristic are close to the integral model, in particular for budget val­
ues higher than 12000. 

As Fig. 7 shows, the slope of the heuristic model curve is steepest for budget ranges from 500 to 1500. We 
cannot determine the steepest part of the integral model's curve because the model does not find valid results 
for the whole budget range. 

From the results above, we can infer that the results of the heuristic model are more practical than those of 
the integral model: the heuristic model finds solutions for all values in the budget range; in the low-budget 
range, some of these solutions are sub-optimal, with high relative gaps. The integral model, by contrast, is 
not able to find solutions for the lowest budget values and on average, its solutions have high relative gaps. 
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When the budget is high, the heuristic model finds good solutions, with relative gaps equal to zero, whereas the 
integral model finds acceptable solutions, with relative gaps between 0.05 and 0.01. 

With this experiment the difficulty in solving medium/large real networks using the integral model is clear. 
For these real networks only the heuristic may be used. This result is no surprise given that the static RTND 
(several times inferior in size) cannot obtain solutions with more than nine nodes using branch and bound. 

5. Conclusions 

A first version of the capacity expansion problem of the rapid transit network design has been defined. 
Some constraint alternatives and capacity extensions have been discussed. The model finds a long-term expan­
sion plan for the urban rapid network implemented by phases. Planning is based on the time evolution of 
demand, prices, congestion and available resources. The problem must be analyzed using different phases 
because the large network construction investments must be optimally distributed in order to consider the 
changes through time of budget availability, price of the money, demand and traffic. These factors are very 
important and the expansion of the infrastructure should be taken into account. They must be programmed 
efficiently and coherently according to the evolution of these variables through time. 

The capacity expansion of the rapid transit network design model is a mixed integer programming model. 
Basically it is a large scale problem due to the high number of variables and constraints, which is difficult to 
solve. Some first computational tests have been run using branch and bound but the algorithm requires high 
computational time and only offers solutions with high relative gaps. This requires us to define a heuristic; the 
heuristic algorithm obtains a feasible coherent local optimum, which represents a good and practical alterna­
tive for the solution to the problem as it can reach solutions near to the exact solution in much less time. 

Further research may be explored to efficiently solve the model: Firstly, the model can be strengthened in a 
number of ways. They include the addition of valid inequalities, reduction of coefficients and the incorpora­
tion of redundant cut constraints. The goal will be to find a set of constraints which are effective in improving 
the lower bound value with a reasonable computational effort. Secondly, the model may be solved using meta-
heuristic algorithms and/or decomposition methods with the capacity to explore the internal mathematical 
structures of the model. 
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