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#### Abstract

Given a bounded operator $A$ on a Banach space $X$ with Drazin inverse $A^{D}$ and index $r$, we study the class of group invertible bounded operators $B$ such that $I+A^{D}(B-A)$ is invertible and $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$. We show that they can be written with respect to the decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}\left(A^{r}\right)$ as a matrix operator, $B=\left(\begin{array}{cc}B_{1} & B_{12} \\ B_{21} & B_{21} B_{1}^{-1} B_{12}\end{array}\right)$, where $B_{1}$ and $B_{1}^{2}+B_{12} B_{21}$ are invertible. Several characterizations of the perturbed operators are established, extending matrix results. We analyze the perturbation of the Drazin inverse and we provide explicit upper bounds of $\left\|B^{\sharp}-A^{D}\right\|$ and $\left\|B B^{\sharp}-A^{D} A\right\|$. We obtain a result on the continuity of the group inverse for operators on Banach spaces.


## 1. Introduction

Let $\mathcal{B}(X)$ be the Banach algebra of all bounded linear operators on a complex Banach space $X$. For $A \in \mathcal{B}(X)$ we write $\mathcal{N}(A)$ for its kernel and $\mathcal{R}(A)$ for its range.

An operator $A \in \mathcal{B}(X)$ is Drazin invertible if there exists $C \in \mathcal{B}(X)$ such that

$$
\begin{equation*}
A C=C A, \quad C A C=C, \quad A^{2} C-A \text { is nilpotent. } \tag{1.1}
\end{equation*}
$$

In this case $C$ is called a Drazin inverse of $A$. If $A$ is Drazin invertible, then $A$ has an unique Drazin inverse and is denoted by $A^{D}$. The Drazin index of $A$, ind $(A)$, is equal to $r$ if $A^{2} C-A$ is nilpotent of index $r$. If ind $(A)=1$, the $A^{D}$ is denoted by $A^{\sharp}$ and is called the group inverse of $A$ (see $[2,14]$ ).

It is well known that $A \in \mathcal{B}(X)$ is Drazin invertible with ind $(A)=r \geqslant 1$ if and only if $\alpha(A)=\delta(A)=r$, where $\alpha(A)$ and $\delta(A)$ stand for the ascent and the descent of $A$, respectively. In this case the subspaces $\mathcal{R}\left(A^{r}\right)$ and $\mathcal{N}\left(A^{r}\right)$ are closed and $X$ admits a topological decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}\left(A^{r}\right)$.

We write $\sigma(A), \rho(A)$ and $r(A)$ for the spectrum, the resolvent set and the spectral radius of $A$, respectively. For $\lambda \in \rho(A)$ we denote the resolvent $(\lambda I-A)^{-1}$ by $R(\lambda, A)$. If 0 is an isolated point of $\sigma(A)$, then the spectral projection of $A$ associated with $\{0\}$ is defined by

$$
A^{\pi}=\frac{1}{2 \pi i} \int_{\gamma} R(\lambda, A) d \lambda,
$$

where $\gamma$ is a small circle surrounding 0 and separating 0 from $\sigma(A) \backslash\{0\}$.
If $A$ is Drazin invertible, $\operatorname{ind}(A)=r$, the following well-known properties hold:
(i) $\mathcal{R}\left(A^{D}\right)=\mathcal{R}\left(A^{r}\right)$ and $\mathcal{N}\left(A^{D}\right)=\mathcal{N}\left(A^{r}\right)$.
(ii) $A^{\pi}=I-A A^{D}$, and so $\mathcal{N}\left(A^{\pi}\right)=\mathcal{R}\left(A^{r}\right)$ and $\mathcal{R}\left(A^{\pi}\right)=\mathcal{N}\left(A^{r}\right)$. In the particular case that ind $(A)=1$ then $A A^{\pi}=0$.

In [2] is shown that $A \in \mathcal{B}(X)$ is Drazin invertible and $\operatorname{ind}(A)=r \geqslant 1$ if and only if $R(\lambda, A)$ has a pole of order $r$ at $\lambda=0$. In this case we have

$$
\begin{equation*}
R(\lambda, A)=\sum_{n=1}^{r} \frac{A^{n-1} A^{\pi}}{\lambda^{n}}-\sum_{n=0}^{\infty} \lambda^{n}\left(A^{D}\right)^{n+1} \tag{1.2}
\end{equation*}
$$

in the region $0<|\lambda|<\left(r\left(A^{D}\right)\right)^{-1}$.
There are certain kinds of bounded operators $T$ ("simply polaroid" [8]) for which every time $0 \in \sigma(T)$ is an isolated point it is a simple pole: for example the paranormals for which $\|T x\|^{2} \leqslant\left\|T^{2} x\right\|\|x\|$, in particular hermitian and normal operators on Banach spaces, and hyponormal operators on Hilbert spaces [18].

Operators with rational resolvents are Drazin invertible; necessary and sufficient to be group invertible is that 0 is at worst a simple pole of the resolvent.

We introduce the class of group invertible operators $B \in \mathcal{B}(X)$ such that

$$
\begin{equation*}
I+A^{D}(B-A) \text { is invertible, } \quad \mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\} \tag{1.3}
\end{equation*}
$$

In terms of the spectral projections associated with $\{0\}$, they can be described by the condition

$$
\begin{equation*}
I-B^{\pi}-A^{\pi} \text { invertible. } \tag{1.4}
\end{equation*}
$$

Under an equivalent assumption, the perturbation of the spectral projections in the setting of elements of Banach algebras was investigated in [6] with an approach different from the one given in this work. The particular case $B^{\pi}=A^{\pi}$ for closed operators was considered in [4]. A related paper is [7], which contains characterizations of bounded operators with equal projections related to their outer or inner generalized inverse.

The class of operators that we study induce the following space decompositions:

$$
X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}(B), \quad X=\mathcal{R}(B) \oplus \mathcal{N}\left(A^{r}\right)
$$

If we assume that $X$ is a Hilbert space of finite dimension, then these conditions turn out to be equivalent to

$$
\mathcal{R}\left(A^{r}\right) \cap \mathcal{N}(B)=\{0\}, \quad \mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\} .
$$

The class of matrices which satisfy the above relations was studied in [5]. The purpose of this paper is to extend the perturbation analysis of Drazin inverses for matrices to bounded operators. Some of the results are new even in the case of matrices. The continuity and the perturbation of the Drazin inverse for linear operators and elements of Banach algebras were investigated in $[3,10,15,16,20]$.

The paper is organized as follows. In Section 2 we deal with operators acting on the Banach space $X=X_{1} \oplus X_{2}$ with matrix form as follows:

$$
T=\left(\begin{array}{cc}
T_{1} & T_{12}  \tag{1.5}\\
T_{21} & T_{21} T_{1}^{-1} T_{12}
\end{array}\right), \quad T_{1} \text { invertible in } X_{1} .
$$

Our aim is to characterize the operator matrices of the above form which are group invertible and derive a formula for the group inverse of $T$. With this in mind we develop a representation for the resolvent of $T$.

In Section 3, we give several characterizations of the class of group invertible operators $B \in \mathcal{B}(X)$ which verify the conditions in (1.3). Apart from the facts we have mentioned before, we see that $\left(I+A^{D}(B-A)\right)^{-1} A^{D}$ is an algebraic generalized inverse of $B$. We show that the perturbed operator $B$ can be written with respect to the topological decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}\left(A^{r}\right)$ as a matrix operator in the form (1.5), where the entries satisfy, in addition, that $B_{1}^{2}+B_{12} B_{21}$ is invertible.

In Section 4 we analyze the perturbation of the Drazin inverse. The results developed in the previous sections, Theorems 2.2 and 3.4, are used to obtain upper bounds of $\left\|B^{\sharp}-A^{D}\right\|$ and $\left\|B B^{\sharp}-A^{D} A\right\|$. As an application of the previous results we give a necessary and sufficient condition for the continuity of the group inverse for bounded operators.

In $[1,12,13]$ is showed that the group inverse plays an important role in the analysis of Markov chains. Recently, in [19] is showed that the group inverse provides a unifying framework for discrete-time Markov chains with kernels treated as bounded linear operators between spaces of measures. Our results could be applied to the perturbation theory of the Markov chains with kernels defined by bounded operators.

We finish this introduction giving some basic facts about algebraic generalized inverses which will be used in the paper (see [14]).

Let $T \in \mathcal{B}(X)$. An operator $T^{g} \in \mathcal{B}(X)$ is called an inner inverse of $T$ if $T T^{g} T=T$ and an outer inverse if $T^{g} T T^{g}=T^{g}$. If $T^{g}$ is both an inner and an outer inverse of $T$, the $T^{g}$ is called an algebraic generalized inverse or AG-inverse.

Recall that $T \in \mathcal{B}(X)$ has an AG-inverse $T^{g} \in \mathcal{B}(X)$ if and only if $\mathcal{N}(T)$ and $\mathcal{R}(T)$ are closed and have topological complements in $X$. In this case, we have:
(i) $T T^{g}$ and $T^{8} T$ are bounded projectors such that

$$
\mathcal{R}\left(T T^{g}\right)=\mathcal{R}(T), \quad \mathcal{R}\left(T^{g} T\right)=\mathcal{R}\left(T^{g}\right), \quad \mathcal{N}\left(T T^{g}\right)=\mathcal{N}\left(T^{g}\right), \quad \mathcal{N}\left(T^{g} T\right)=\mathcal{N}(T) ;
$$

(ii) $X=\mathcal{N}(T) \oplus \mathcal{R}\left(T^{g}\right), X=\mathcal{N}\left(T^{g}\right) \oplus \mathcal{R}(T)$.

## 2. The group inverse of a class of bounded operator matrices

In this section we deal with operator matrices $T=\left(\begin{array}{l}T_{1} \\ T_{12} \\ T_{2}\end{array}\right)$ considered on the Banach space $X=X_{1} \oplus X_{2}$. The operator $T_{i}$ acts on the Banach space $X_{i}, i=1,2$, and the operator $T_{12}$ (respectively $T_{21}$ ) acts from $X_{2}$ to $X_{1}$ (respectively from $X_{1}$ to $X_{2}$ ). We assume that all entries are bounded linear operators between the corresponding spaces.

Theorem 2.1. Assume that $T \in \mathcal{B}(X)$ has the operator matrix form $T=\left(\begin{array}{c}T_{1} \\ T_{21} \\ T_{12}\end{array}\right)$, where $T_{1}$ is invertible and $T_{2}=$ $T_{21} T_{1}^{-1} T_{12}$, and let $\Psi=I+T_{1}^{-1} T_{12} T_{21} T_{1}^{-1}$. Then $\rho\left(T_{1}\right) \cap \rho(T)=\rho\left(T_{1}\right) \cap \rho\left(\Psi T_{1}\right) \backslash\{0\}$ and for any $\lambda$ in this set

$$
R(\lambda, T)=\left(\begin{array}{cc}
\lambda^{-1}\left(I+T_{1} R\left(\lambda, \Psi T_{1}\right)\right) & \lambda^{-1} T_{1} R\left(\lambda, \Psi T_{1}\right) T_{1}^{-1} T_{12}  \tag{2.1}\\
\lambda^{-1} T_{21} R\left(\lambda, \Psi T_{1}\right) & \lambda^{-1}\left(I+T_{21} R\left(\lambda, \Psi T_{1}\right) T_{1}^{-1} T_{12}\right)
\end{array}\right) .
$$

Proof. For any $\lambda \in \rho\left(T_{1}\right)$, let $S(\lambda)=\lambda-T_{2}-T_{21} R\left(\lambda, T_{1}\right) T_{12}$ and let $\rho(S)$ denote the set of all $\lambda \in \mathbb{C}$ such that $S(\lambda)^{-1}$ is a bounded linear operator in $X_{2}$. By [9, Proposition H], we have $\rho\left(T_{1}\right) \cap \rho(T)=\rho(S)$ and for any $\lambda$ in this set

$$
R(\lambda, T)=\left(\begin{array}{cc}
R\left(\lambda, T_{1}\right)\left(I+T_{12} S^{-1}(\lambda) T_{21} R\left(\lambda, T_{1}\right)\right) & R\left(\lambda, T_{1}\right) T_{12} S^{-1}(\lambda)  \tag{2.2}\\
S^{-1}(\lambda) T_{21} R\left(\lambda, T_{1}\right) & S^{-1}(\lambda)
\end{array}\right) .
$$

Using the hypothesis $T_{2}=T_{21} T_{1}^{-1} T_{12}$, we can rewrite $S(\lambda)$ in the form

$$
S(\lambda)=\lambda-T_{21} T_{1}^{-1} T_{12}-T_{21} R\left(\lambda, T_{1}\right) T_{12}=\lambda\left(I-T_{21} R\left(\lambda, T_{1}\right) T_{1}^{-1} T_{12}\right) .
$$

We claim that $\rho\left(T_{1}\right) \cap \rho(T)=\rho\left(T_{1}\right) \cap \rho\left(\Psi T_{1}\right) \backslash\{0\}$ and for any $\lambda$ in this set

$$
\begin{equation*}
S(\lambda)^{-1}=\lambda^{-1}\left(I+T_{21} R\left(\lambda, \Psi T_{1}\right) T_{1}^{-1} T_{12}\right) . \tag{2.3}
\end{equation*}
$$

Indeed, from the matrix operator identity

$$
\left(\begin{array}{cc}
\lambda-T_{1} & -T_{12} \\
-T_{21} & \lambda-T_{2}
\end{array}\right)=\left(\begin{array}{cc}
I & -T_{1}^{-1} T_{12} \\
O & I
\end{array}\right)\left(\begin{array}{cc}
\lambda-T_{1}-T_{1}^{-1} T_{12} T_{21} & O \\
-T_{21} & \lambda
\end{array}\right)\left(\begin{array}{cc}
I & T_{1}^{-1} T_{12} \\
O & I
\end{array}\right)
$$

it follows that $\rho(T)=\rho\left(\Psi T_{1}\right) \backslash\{0\}$. For any $\lambda \in \rho\left(T_{1}\right) \cap \rho\left(\Psi T_{1}\right) \backslash\{0\}$, let $Z(\lambda)=\lambda^{-1}\left(I+T_{21} R\left(\lambda, \Psi T_{1}\right) T_{1}^{-1} T_{12}\right)$. Now, we easily check that

$$
R\left(\lambda, \Psi T_{1}\right)-R\left(\lambda, T_{1}\right)=R\left(\lambda, T_{1}\right) T_{1}^{-1} T_{12} T_{21} R\left(\lambda, \Psi T_{1}\right)
$$

Hence

$$
S(\lambda) Z(\lambda)=I+T_{21}\left(R\left(\lambda, \Psi T_{1}\right)-R\left(\lambda, T_{1}\right)-R\left(\lambda, T_{1}\right) T_{1}^{-1} T_{12} T_{21} R\left(\lambda, \Psi T_{1}\right)\right) T_{1}^{-1} T_{12}=I
$$

Analogously, using that $R\left(\lambda, \Psi T_{1}\right)-R\left(\lambda, T_{1}\right)=R\left(\lambda, \Psi T_{1}\right) T_{1}^{-1} T_{12} T_{21} R\left(\lambda, T_{1}\right)$, we show that $Z(\lambda) S(\lambda)=I$. Therefore, $Z(\lambda)=S(\lambda)^{-1}$. Finally, by substituting (2.3) in (2.2) we obtain (2.1).

We now consider the group inverse of an operator with a matrix representation as in Theorem 2.1. The following result is a generalization of [1, Theorem 7.7.7] which was established for partitioned matrices.

Theorem 2.2. Let $T \in \mathcal{B}(X)$ with the operator matrix form $T=\left(\begin{array}{cc}T_{1} & T_{12} \\ T_{21} & T_{2}\end{array}\right)$, where $T_{1}$ is invertible and $T_{2}=T_{21} T_{1}^{-1} T_{12}$. Let $\Psi=I+T_{1}^{-1} T_{12} T_{21} T_{1}^{-1}$. Then $T$ is group invertible if and only if $\Psi$ is invertible. In this case,

$$
T^{\sharp}=\left(\begin{array}{cc}
\left(\Psi T_{1} \Psi\right)^{-1} & \left(\Psi T_{1} \Psi\right)^{-1} T_{1}^{-1} T_{12}  \tag{2.4}\\
T_{21} T_{1}^{-1}\left(\Psi T_{1} \Psi\right)^{-1} & T_{21} T_{1}^{-1}\left(\Psi T_{1} \Psi\right)^{-1} T_{1}^{-1} T_{12}
\end{array}\right)
$$

and

$$
T^{\pi}=\left(\begin{array}{cc}
I-\Psi^{-1} & -\Psi^{-1} T_{1}^{-1} T_{12}  \tag{2.5}\\
-T_{21} T_{1}^{-1} \Psi^{-1} & I-T_{21} T_{1}^{-1} \Psi^{-1} T_{1}^{-1} T_{12}
\end{array}\right)
$$

Proof. By Theorem 2.1 we have that, for any $\lambda \in \rho\left(T_{1}\right) \cap \rho(T)=\rho\left(T_{1}\right) \cap \rho\left(\Psi T_{1}\right) \backslash\{0\}$, the resolvent $R(\lambda, T)$ has the matrix operator representation (2.1). Suppose that $T$ is group invertible, ind $(T)=1$. Using (1.2), we have

$$
\begin{equation*}
R(\lambda, T)=\frac{1}{\lambda}\left(I-T T^{D}\right)-\sum_{n=0}^{\infty} \lambda^{n}\left(T^{D}\right)^{n+1} \tag{2.6}
\end{equation*}
$$

in the region $0<|\lambda|<\left(r\left(T^{D}\right)\right)^{-1}$. On the other hand, since $0 \in$ iso $\sigma(T)$ and $T_{1}$ is invertible, there exists a punctured disk $D_{r_{0}}=\left\{\lambda \in \mathbb{C}: 0<|\lambda|<r_{0}\right\}$ such that $D_{r_{0}} \subset \rho(T) \cap \rho\left(T_{1}\right)=\rho\left(T_{1}\right) \cap \rho\left(\Psi T_{1}\right) \backslash\{0\}$. Hence either $0 \in \rho\left(\Psi T_{1}\right)$ or $0 \in$ iso $\sigma\left(\Psi T_{1}\right)$. Therefore,

$$
R\left(\lambda, \Psi T_{1}\right)=\sum_{n=-\infty}^{\infty} \lambda^{n} X_{n}
$$

for $\lambda \in D_{r_{0}}$ and $X_{n}$ are defined as usual in Laurent series development. Using the expansion (2.6) in the left-hand side of (2.1) and the above expansion in the right-hand side of the same identity we deduce that $X_{-n}=0$ for all $n \geqslant 1$ and, thus, $\Psi T_{1}$ is invertible.

Conversely, suppose that $\Psi T_{1}$ is invertible. Then we have the expansion

$$
R\left(\lambda, \Psi T_{1}\right)=-\sum_{n=0}^{\infty} \lambda^{n}\left(\left(\Psi T_{1}\right)^{-1}\right)^{n+1}
$$

in the region $\left.|\lambda|<r\left(\Psi T_{1}\right)\right)$. Using this together with (2.1) we see that 0 is a simple pole of $R(\lambda, T)$ and taking coefficient of $\lambda^{0}$ and $\lambda^{-1}$ we deduce the representation of $T^{\sharp}$ and $T^{\pi}$ given in (2.4) and (2.5), respectively.

## 3. Characterizations of group invertible perturbations

The following well-known result will be used throughout this paper.
Lemma 3.1. Let $S, T \in \mathcal{B}(X)$. Then $I+S T$ is invertible in $\mathcal{B}(X)$ if and only if $I+T S$ is invertible in $\mathcal{B}(X)$.

We begin with a characterization of an $A G$-inverse of the perturbation of a Drazin invertible operator for further use.

Theorem 3.2. Let $A \in \mathcal{B}(X)$ be Drazin invertible with $\operatorname{ind}(A)=r$. The following assertions on $B \in \mathcal{B}(X)$ such that $I+A^{D}(B-A)$ is invertible are equivalent:
(a) $Z=\left(I+A^{D}(B-A)\right)^{-1} A^{D}=A^{D}\left(I+(B-A) A^{D}\right)^{-1}$ is an $A G$-inverse of $B$.
(b) $B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} B=0$.
(c) $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$.
(d) $X=\mathcal{N}(B)+\mathcal{R}\left(A^{r}\right)$.
(e) $\mathcal{R}\left(B A^{D}\right)=\mathcal{R}(B)$.
(f) $\mathcal{N}\left(A^{D} B\right)=\mathcal{N}(B)$.
(g) $A^{\pi}(\mathcal{N}(B))=\mathcal{N}\left(A^{r}\right)$.

Proof. (a) $\Leftrightarrow$ (b) Observe first that $A^{\pi}\left(A^{\pi}+A^{D} B\right)^{-1}=A^{\pi}$ and thus

$$
Z B Z=\left(A^{\pi}+A^{D} B\right)^{-1}\left(A^{D} B+A^{\pi}-A^{\pi}\right)\left(A^{\pi}+A^{D} B\right)^{-1} A^{D}=Z .
$$

Further,

$$
B Z B=B-B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=B-A^{\pi}\left(I+A^{D}(B-A)\right)^{-1} B .
$$

Hence $B Z B=B$ if and only if $B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=A^{\pi}\left(I+A^{D}(B-A)\right)^{-1} B=0$. The equivalence between (a) and (b) is established.

Now, assume (a), or, equivalently, (b). Then $B Z$ is a projection, $\mathcal{R}(B Z)=\mathcal{R}(B)$ and $\mathcal{N}(B Z)=\mathcal{N}(Z)$. Furthermore, we have $X=\mathcal{R}(B Z) \oplus \mathcal{N}(B Z)=\mathcal{R}(B) \oplus \mathcal{N}(Z)$. Clearly, $\mathcal{N}(Z)=\mathcal{N}\left(A^{D}\right)=\mathcal{N}\left(A^{r}\right)$. Consequently $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$. Using that $\mathcal{R}(B Z)=\mathcal{R}\left(B A^{D}\right)$ we also conclude that $\mathcal{R}\left(B A^{D}\right)=\mathcal{R}(B)$. The necessity of (c) and (e) is established. Similarly, we have that $Z B$ is a projection, $\mathcal{R}(Z B)=\mathcal{R}(Z)=\mathcal{R}\left(A^{D}\right), \mathcal{N}\left(A^{D} B\right)=$ $\mathcal{N}(Z B)=\mathcal{N}(B)$ and $X=\mathcal{R}(Z B) \oplus \mathcal{N}(Z B)=\mathcal{R}\left(A^{D}\right) \oplus \mathcal{N}(B)$. The necessity of (d) and (f) is proved. Let $x \in \mathcal{N}\left(A^{r}\right)=\mathcal{N}\left(A^{D}\right)$. Write $x=A^{D} y+z$ relative to the direct sum $X=\mathcal{R}\left(A^{D}\right) \oplus \mathcal{N}(B)$. Then $x=A^{\pi} x=A^{\pi} z$ with $z \in \mathcal{N}(B)$. This proves (g).

Conversely, first assume (c). We have

$$
\begin{equation*}
A^{D} B\left(I+A^{D}(B-A)\right)^{-1}=\left(A^{D} B+A^{\pi}-A^{\pi}\right)\left(I+A^{D}(B-A)\right)^{-1}=I-A^{\pi} . \tag{3.1}
\end{equation*}
$$

Therefore for arbitrary $x \in X$ we have $B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi} x \in \mathcal{R}(B) \cap \mathcal{N}\left(A^{D}\right)$. Hence

$$
B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi} x=0 \quad \text { for each } x \in X .
$$

This proves (b). Assume (d) and let $x \in X$ be written as $x=A^{D} y+z$ relative to the sum $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}(B)$. Then

$$
A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} B x=A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} B A^{D} y=0 .
$$

If (e) holds, then, for arbitrary $x \in X$, we have $B x=A^{D} B y$, for some $y \in X$. Therefore

$$
A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} B x=A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} A^{D} B y=0 .
$$

This proves (b). If (f) holds, in view of equality in (3.1), we conclude $B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=0$.
Assume (g). For arbitrary $x \in X$ we have $A^{\pi} x=A^{\pi} u$ with $u \in \mathcal{N}(B)$. Then

$$
B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi} x=A^{\pi}\left(I+(B-A) A^{D}\right)^{-1} B u=0
$$

and, thus, (b) holds. The proof is finished.
Lemma 3.3. (See [11, Theorem 5.2, (i) $\Leftrightarrow$ (ii)].) Let $F, G \in \mathcal{B}(X)$ be oblique projections. Then
$F-G$ is invertible $\Leftrightarrow X=\mathcal{R}(F) \oplus \mathcal{R}(G) \quad$ and $\quad X=\mathcal{N}(F) \oplus \mathcal{N}(G)$.

The following theorem is the principal result in this section.
Theorem 3.4. Let $A \in \mathcal{B}(X)$ be Drazin invertible with $\operatorname{ind}(A)=r$. The following assertions on $B \in \mathcal{B}(X)$ such that $B$ is group invertible are equivalent:
(i) $I+A^{D}(B-A)$ is invertible and $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$.
(ii) Relative to the space decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}\left(A^{r}\right), B$ has the matrix operator form

$$
B=\left(\begin{array}{cc}
B_{1} & B_{12}  \tag{3.2}\\
B_{21} & B_{21} B_{1}^{-1} B_{12}
\end{array}\right), \quad B_{1}, I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1} \text { invertible in } \mathcal{B}\left(\mathcal{R}\left(A^{r}\right)\right) .
$$

(iii) $I-A^{\pi}-B^{\pi}$ is invertible.
(iv) $X=\mathcal{N}(B) \oplus \mathcal{R}\left(A^{r}\right)$ and $X=\mathcal{R}(B) \oplus \mathcal{N}\left(A^{r}\right)$.
(v) $B^{\pi}+A^{D} B$ is invertible and $\mathcal{N}(B) \cap \mathcal{R}\left(A^{r}\right)=\{0\}$.
(vi) $\mathcal{R}\left(A^{D}\right)=\mathcal{R}\left(A^{D} B A^{D}\right), \mathcal{N}\left(A^{D} B\right)=\mathcal{N}(B)$ and $\mathcal{N}(B) \cap \mathcal{R}\left(A^{D}\right)=\{0\}$.

Proof. (i) $\Rightarrow$ (ii). Write $A=\left(\begin{array}{cc}A_{1} & 0 \\ 0 & A_{2}\end{array}\right)$ and $B=\left(\begin{array}{cc}B_{1} & B_{12} \\ B_{21} & B_{2}\end{array}\right)$, with respect to the space decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus$ $\mathcal{N}\left(A^{r}\right)$. Then

$$
I+A^{D}(B-A)=\left(\begin{array}{cc}
A_{1}^{-1} B_{1} & A_{1}^{-1} B_{12} \\
0 & I
\end{array}\right) .
$$

Since $I+A^{D}(B-A)$ is invertible in $\mathcal{B}(X)$, it follows that $B_{1}$ is invertible in $\mathcal{B}\left(\mathcal{R}\left(A^{r}\right)\right)$. Moreover, $\left(I+A^{D}(B-A)\right)^{-1}=\binom{B_{1}^{-1} A_{1}-B_{1}^{-1} B_{12}}{0}$. Using this representation, we obtain

$$
B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=\left(\begin{array}{cc}
B_{1} & B_{12} \\
B_{21} & B_{2}
\end{array}\right)\left(\begin{array}{cc}
0 & -B_{1}^{-1} B_{12} \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & B_{2}-B_{21} B_{1}^{-1} B_{12}
\end{array}\right) .
$$

Now, note that under assumption (i) the relation $B\left(I+A^{D}(B-A)\right)^{-1} A^{\pi}=0$ also holds by Theorem 3.2, equivalence of (b) and (c). Consequently, $B_{2}=B_{21} B_{1}^{-1} B_{12}$. Further, since $B$ is group invertible, it follows from Theorem 2.2 that $I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1}$ is invertible in $\mathcal{B}\left(\mathcal{R}\left(A^{r}\right)\right)$.
(ii) $\Rightarrow$ (iii). Let $\Psi:=I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1}$. Applying Theorem 2.2, formula (2.5), we obtain

$$
I-A^{\pi}-B^{\pi}=\left(\begin{array}{cc}
\Psi^{-1} & \Psi^{-1} B_{1}^{-1} B_{12} \\
B_{21} B_{1}^{-1} \Psi^{-1} & -I+B_{21} B_{1}^{-1} \Psi^{-1} B_{1}^{-1} B_{12}
\end{array}\right) .
$$

Further,

$$
\left(I-A^{\pi}-B^{\pi}\right)\left(I+A^{D}(B-A)\right)^{-1}=\left(\begin{array}{cc}
\Psi^{-1} B_{1}^{-1} A_{1} & 0 \\
B_{21} B_{1}^{-1} \Psi^{-1} B_{1}^{-1} A_{1} & -I
\end{array}\right) .
$$

From this identity we conclude that $I-A^{\pi}-B^{\pi}$ is invertible.
(iii) $\Leftrightarrow$ (iv). Under assumption that $B$ is group invertible, the spectral projection associated with $\{0\}, B^{\pi}$ is defined and verifies $\mathcal{R}\left(B^{\pi}\right)=\mathcal{N}(B)$ and $\mathcal{N}\left(B^{\pi}\right)=\mathcal{R}(B)$. Since $I-A^{\pi}$ is the oblique projection with $\mathcal{R}\left(I-A^{\pi}\right)=\mathcal{R}\left(A^{r}\right)$ and $\mathcal{N}\left(I-A^{\pi}\right)=\mathcal{N}\left(A^{r}\right)$, this equivalence follows applying Lemma 3.3 with $F=I-A^{\pi}$ and $G=B^{\pi}$.
(iv) $\Rightarrow(\mathrm{v})$. First, we note that the operator $I+B^{\pi} A^{D} B$ is invertible in $\mathcal{B}(X)$. Now, by the identity

$$
\begin{equation*}
B^{\pi}+A^{D} B=\left(B^{\pi}+B^{\sharp} B A^{D} B\right)\left(I+B^{\pi} A^{D} B\right) \tag{3.3}
\end{equation*}
$$

it follows that $B^{\pi}+A^{D} B$ is invertible if and only if $B^{\pi}+B^{\sharp} B A^{D} B$ is invertible. To prove that $B^{\pi}+B^{\sharp} B A^{D} B$ is one-to-one, suppose that $\left(B^{\pi}+B^{\sharp} B A^{D} B\right) x=0$. Then $B^{\pi} x=-B^{\sharp} B A^{D} B x$ and hence we derive that $B^{\pi} x=0$ and $B A^{D} B x=0$. From the latter relation it follows that $A^{D} B x \in \mathcal{N}(B) \cap \mathcal{R}\left(A^{r}\right)$ and, thus, $A^{D} B x=0$. But now $B x \in \mathcal{R}(B) \cap \mathcal{N}\left(A^{D}\right)$ and so $B x=0$. This together with $B^{\pi} x=0$ gives $x=B^{\pi} x+B^{\sharp} B x=0$.

To prove that $B^{\pi}+B^{\sharp} B A^{D} B$ is onto, let $x \in X$ be arbitrary. Since $X=\mathcal{N}(B) \oplus \mathcal{R}\left(A^{r}\right), x=z+A^{D} y$ with $z \in \mathcal{N}(B)$ and $y \in X$. Thus $B^{\sharp} B x=B^{\sharp} B A^{D} y$. Further, since $X=\mathcal{R}(B) \oplus \mathcal{N}\left(A^{r}\right)$, we can write $y=B u+v$ with $u \in X$ and $v \in \mathcal{N}\left(A^{r}\right)$. Therefore, $B^{\sharp} B x=B^{\sharp} B A^{D} y=B^{\sharp} B A^{D} B u$ and

$$
x=B B^{\sharp} x+B^{\pi} x=\left(B^{\pi}+B^{\sharp} B A^{D} B\right)\left(B^{\sharp} B u+B^{\pi} x\right) .
$$

$(\mathrm{v}) \Rightarrow($ vi $)$. Since $\mathcal{R}\left(A^{D}\right)=\mathcal{R}\left(A^{r}\right)$, the relation $\mathcal{N}(B) \cap \mathcal{R}\left(A^{D}\right)=\{0\}$ is clear. To prove the inclusion $\mathcal{N}\left(A^{D} B\right) \subseteq$ $\mathcal{N}(B)$, suppose $x \in \mathcal{N}\left(A^{D} B\right)$. Then $\left(B^{\pi}+A^{D} B\right) B B^{\sharp} x=A^{D} B x=0$. Hence it follows that $B B^{\sharp} x=0$ and, thus, $x \in \mathcal{N}(B)$. The inclusion $\supseteq$ is obvious. It remains to prove that $\mathcal{R}\left(A^{D}\right) \subseteq \mathcal{R}\left(A^{D} B A^{D}\right)$ because the converse inclusion is clear. Let $x \in \mathcal{R}\left(A^{D}\right)$. Then there is $y \in X$ for which $x=\left(B^{\pi}+A^{D} B\right) y$. Hence $B^{\pi} y \in \mathcal{N}(B) \cap \mathcal{R}\left(A^{D}\right)$ and, thus $B^{\pi} y=0$. This implies that $x=A^{D} B y=A^{D} B\left(B^{\pi}+A^{D} B\right) z=A^{D} B A^{D} B z$ with $z=\left(B^{\pi}+A^{D} B\right)^{-1} y$, so that $x \in \mathcal{R}\left(A^{D} B A^{D}\right)$.
(vi) $\Rightarrow$ (i). In view of the identity

$$
\begin{equation*}
A^{\pi}+A^{D} B=\left(I+A^{D} B A^{\pi}\right)\left(A^{\pi}+A^{D} B A^{D} A\right) \tag{3.4}
\end{equation*}
$$

it is enough to prove that $A^{\pi}+A^{D} B A^{D} A$ is invertible because $I+A^{D} B A^{\pi}$ is invertible in $\mathcal{B}(X)$. So we will prove that

$$
\mathcal{N}\left(A^{\pi}+A^{D} B A^{D} A\right)=\{0\} \quad \text { and } \quad \mathcal{R}\left(A^{\pi}+A^{D} B A^{D} A\right)=X
$$

In view of (3.4), and using $\mathcal{N}\left(A^{\pi}\right) \cap \mathcal{N}\left(A^{D} B\right)=\{0\}$, we conclude $\mathcal{N}\left(A^{\pi}+A^{D} B A^{D} A\right)=\mathcal{N}\left(A^{\pi}+A^{D} B\right)=\{0\}$.
Towards the second identity let $x \in X$ be arbitrary. Since $\mathcal{R}\left(A^{D}\right)=\mathcal{R}\left(A^{D} B A^{D}\right)$, we can write $A^{D} A x=A^{D} B A^{D} y$ for some $y \in X$ and, then

$$
x=A^{\pi} x+A^{D} A x=\left(A^{\pi}+A^{D} B A^{D} A\right)\left(A^{\pi} x+A^{D} y\right)
$$

Further, by Theorem 3.2, equivalence of (f) and (c), it follows that $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$.

Next, we state an auxiliary result, which will be used in the next section to give a condition for the continuity of the group inverse.

The following characterization of group invertible elements is due to C. Schmoeger [17, Theorem 3.3].
Lemma 3.5. $T \in \mathcal{B}(X)$ is group invertible $\Leftrightarrow$ for some inner inverse $S$ of $T$ the operator $I-T S-S T$ is invertible in $\mathcal{B}(X)$.

Lemma 3.6. Let $A \in \mathcal{B}(X)$ be Drazin invertible, with $\operatorname{ind}(A)=r$, and $B \in \mathcal{B}(X)$ such that $I+A^{D}(B-A)$ is invertible and $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$. Then
$B$ is group invertible $\Leftrightarrow I+A^{D}\left(B^{2}-A^{2}\right) A^{D}$ is invertible in $\mathcal{B}(X)$.
Proof. By Theorem 3.2 we have that $Z=\left(I+A^{D}(B-A)\right)^{-1} A^{D}=A^{D}\left(I+(B-A) A^{D}\right)^{-1}$ is an $A G$-inverse of $B$. Since

$$
\left(A^{\pi}-A^{D} B\right)(I-B Z-Z B)\left(A^{\pi}+B A^{D}\right)=A^{\pi}+A^{D} B^{2} A^{D}
$$

it follows that $I-A^{D}\left(B^{2}-A^{2}\right) A^{D}$ is invertible if and only if $I-B Z-Z B$ is invertible. Now assume that $B$ is group invertible. Then $X=\mathcal{R}(B) \oplus \mathcal{N}(B)=\mathcal{N}(I-B Z) \oplus \mathcal{N}(Z B)$. On the other hand, we have $X=\mathcal{R}\left(A^{D}\right) \oplus \mathcal{N}\left(A^{D}\right)=$ $\mathcal{R}(I-B Z) \oplus \mathcal{R}(Z B)$. By Lemma 3.3 we conclude that $I-B Z-Z B$ is invertible and, thus, $I+A^{D}\left(B^{2}-A^{2}\right) A^{D}$ is invertible. The converse part follows from Lemma 3.5.

## 4. Perturbation bounds for Drazin inverses and spectral projectors

First we establish an error bound for Drazin inverses of the class of perturbations that we study in terms of the norm of the difference of the spectral projections associated with $\{0\}$. We observe that condition $\left\|A^{D}(B-A)\right\|<1$ implies that $I+A^{D}(B-A)$ is invertible.

Lemma 4.1. Let $A, B \in \mathcal{B}(X)$ be Drazin invertible. If $\left\|B^{\pi}-A^{\pi}\right\|<1$, then $\mathcal{N}\left(B^{\pi}\right) \cap \mathcal{N}\left(I-A^{\pi}\right)=\{0\}$.
Proof. Since $\left\|A^{\pi}-B^{\pi}\right\|<1$, we derive that $I-A^{\pi}+B^{\pi}$ is invertible. Now, assume that $x \in \mathcal{N}\left(B^{\pi}\right) \cap \mathcal{N}\left(I-A^{\pi}\right)$. Then $\left(I-A^{\pi}\right) x=B^{\pi} x=0$, and thus $\left(I-A^{\pi}+B^{\pi}\right) x=0$. Hence $x=0$ and the implication is proved.

Theorem 4.2. Let $A, B \in \mathcal{B}(X)$ be Drazin invertible and group invertible, respectively, and let $E=B-A$. If $\left\|A^{D} E\right\|+\left\|B^{\pi}-A^{\pi}\right\|<1$, then

$$
\begin{equation*}
\frac{\left\|B^{\sharp}-A^{D}\right\|}{\left\|A^{D}\right\|} \leqslant \frac{\left\|A^{D} E\right\|+2\left\|B^{\pi}-A^{\pi}\right\|}{1-\left\|A^{D} E\right\|-\left\|B^{\pi}-A^{\pi}\right\|} . \tag{4.1}
\end{equation*}
$$

Proof. By Lemma 4.1, we have $\mathcal{N}\left(B^{\pi}\right) \cap \mathcal{N}\left(I-A^{\pi}\right)=\{0\}$ or, equivalently, $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$ with $r=\operatorname{ind}(A)$. By the hypothesis we also have that $I+A^{D} E$ is invertible. Therefore, we can apply Theorem 3.4 and from the equivalence of (i) and (v) it follows that $B^{\pi}+A^{D} B$ is invertible in $\mathcal{B}(X)$. Now, note that the following identity holds:

$$
B^{\sharp}=\left(B^{\pi}+A^{D} B\right)^{-1} A^{D}\left(I-B^{\pi}\right)=\left(I+A^{D} E+B^{\pi}-A^{\pi}\right)^{-1} A^{D}\left(I-B^{\pi}+A^{\pi}\right) .
$$

This yields that

$$
B^{\sharp}-A^{D}=-\left(A^{D} E+B^{\pi}-A^{\pi}\right)\left(B^{\sharp}-A^{D}+A^{D}\right)-A^{D}\left(B^{\pi}-A^{\pi}\right),
$$

and, hence,

$$
\left\|B^{\sharp}-A^{D}\right\| \leqslant\left(\left\|A^{D} E\right\|+\left\|B^{\pi}-A^{\pi}\right\|\right)\left\|B^{\sharp}-A^{D}\right\|+\left(\left\|A^{D} E\right\|+2\left\|B^{\pi}-A^{\pi}\right\|\right)\left\|A^{D}\right\| .
$$

Using assumption $\left\|A^{D} E\right\|+\left\|B^{\pi}-A^{\pi}\right\|<1$, we derive the upper bound (4.1) from this estimate.
The bound (4.1) can be combined with an explicit upper bound for $\left\|B^{\pi}-A^{\pi}\right\|$. Indeed, if $\Delta$ is an upper bound of $\left\|B^{\pi}-A^{\pi}\right\|$ such that $\left\|A^{D} E\right\|+\Delta<1$, then

$$
\begin{equation*}
\frac{\left\|B^{\sharp}-A^{D}\right\|}{\left\|A^{D}\right\|} \leqslant \frac{\left\|A^{D} E\right\|+2 \Delta}{1-\left\|A^{D} E\right\|-\Delta}, \tag{4.2}
\end{equation*}
$$

which follows by repeating the argument for the proof of the above theorem.
An estimate for the norm of the difference of two idempotents operators in terms of the gap between their null spaces and ranges was obtained in [3, Proposition 2.2].

The rest of this section is devoted to formulations of explicit error bounds for the spectral projection associated with $\{0\}$ and the Drazin inverse. Our analysis will be based on the matrix form of the perturbed operator provided by Theorem 3.4.

We start by giving a technical result which will be used in the sequel.
Lemma 4.3. Let $A \in \mathcal{B}(X)$ be Drazin invertible. Assume that $B \in \mathcal{B}(X)$ has a matrix operator form as in (3.2), and let $E=B-A$, then

$$
\begin{align*}
& \mathcal{U}_{E}:=\left(I+A^{D} E\right)^{-1} A^{D} E A^{\pi}=\left(\begin{array}{cc}
0 & B_{1}^{-1} B_{12} \\
0 & 0
\end{array}\right), \\
& \mathcal{L}_{E}:=A^{\pi} E A^{D}\left(I+E A^{D}\right)^{-1}=\left(\begin{array}{cc}
0 & 0 \\
B_{21} B_{1}^{-1} & 0
\end{array}\right), \\
& \left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}=\left(\begin{array}{cc}
\left(I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1}\right)^{-1} & 0 \\
0 & I
\end{array}\right) . \tag{4.3}
\end{align*}
$$

If $\max \left\{\left\|A^{D} E\right\|,\left\|E A^{D}\right\|\right\}<\frac{1}{1+\sqrt{\| A^{\pi}} \|}$, then

$$
\begin{array}{ll}
\left\|\mathcal{U}_{E}\right\| \leqslant \frac{\left\|A^{D} E A^{\pi}\right\|}{1-\left\|A^{D} E\right\|}, \quad\left\|\mathcal{L}_{E}\right\| \leqslant \frac{\left\|A^{\pi} E A^{D}\right\|}{1-\left\|E A^{D}\right\|}, \\
\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\| \leqslant \frac{\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)}{\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)-\left\|A^{D} E A^{\pi}\right\|\left\|A^{\pi} E A^{D}\right\|} \tag{4.5}
\end{array}
$$

Proof. The matrix form of the operator $E=B-A$ with respect to the decomposition $X=\mathcal{R}\left(A^{r}\right) \oplus \mathcal{N}\left(A^{r}\right)$ is given by

$$
E=x\left(\begin{array}{cc}
B_{1}-A_{1} & B_{12}  \tag{4.6}\\
B_{21} & B_{21} B_{1}^{-1} B_{12}-A_{2}
\end{array}\right), \quad B_{1}, I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1} \text { invertible in } \mathcal{R}\left(A^{r}\right) .
$$

Then

$$
A^{D} E A^{\pi}=\left(\begin{array}{cc}
0 & A_{1}^{-1} B_{12} \\
0 & 0
\end{array}\right), \quad A^{\pi} E A^{D}=\left(\begin{array}{cc}
0 & 0 \\
B_{21} A_{1}^{-1} & 0
\end{array}\right)
$$

On the other hand,

$$
\left(I+A^{D} E\right)^{-1}=\left(\begin{array}{cc}
B_{1}^{-1} A_{1} & -B_{1}^{-1} B_{12}  \tag{4.7}\\
0 & I
\end{array}\right), \quad\left(I+E A^{D}\right)^{-1}=\left(\begin{array}{cc}
A_{1} B_{1}^{-1} & 0 \\
-B_{21} B_{1}^{-1} & I
\end{array}\right)
$$

Using the above representations we easily see that (4.3) hold.
Next we assume that $\max \left\{\left\|E A^{D}\right\|,\left\|A^{D} E\right\|\right\}<\frac{1}{1+\sqrt{\left\|A^{n}\right\|}}\left(\leqslant \frac{1}{2}\right)$. It follows from the two elementary estimates

$$
\left\|\left(I+A^{D} E\right)^{-1}\right\| \leqslant \frac{1}{1-\left\|A^{D} E\right\|}, \quad\left\|\left(I+E A^{D}\right)^{-1}\right\| \leqslant \frac{1}{1-\left\|E A^{D}\right\|}
$$

that the upper bounds of $\left\|\mathcal{U}_{E}\right\|$ and $\left\|\mathcal{L}_{E}\right\|$ in (4.4) hold.
Using the estimates (4.4), we derive that

$$
\left\|\mathcal{U}_{E} \mathcal{L}_{E}\right\| \leqslant \frac{\left\|A^{D} E A^{\pi}\right\|\left\|A^{\pi} E A^{D}\right\|}{\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)} \leqslant \frac{\left\|A^{D} E\right\|\left\|E A^{D}\right\|\left\|A^{\pi}\right\|^{2}}{\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)}<1,
$$

and, combining the inequality $\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\| \leqslant \frac{1}{1-\left\|\mathcal{U}_{E} \mathcal{L}_{E}\right\|}$ with the above upper bound of $\left\|\mathcal{U}_{E} \mathcal{L}_{E}\right\|$ we obtain the estimate (4.4).

Theorem 4.4. Let $A, B \in \mathcal{B}(X)$ be Drazin invertible and group invertible, respectively, and let $E=B-A$. If $\mathcal{R}(B) \cap$ $\mathcal{N}\left(A^{r}\right)=\{0\}$ with $r=\operatorname{ind}(A)$ and $\max \left\{\left\|A^{D} E\right\|,\left\|E A^{D}\right\|\right\}<\frac{1}{1+\sqrt{\left\|A^{T}\right\|}}$, then

$$
\begin{equation*}
B^{\pi}=\left(I+A^{D} E\right)^{-1}\left(A^{\pi}-\mathcal{L}_{E}\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\left(I+\mathcal{U}_{E}\right)\right) \tag{4.8}
\end{equation*}
$$

where $\mathcal{U}_{E}$ and $\mathcal{L}_{E}$ are defined as in (4.3) and

$$
\begin{equation*}
\left\|B^{\pi}-A^{\pi}\right\| \leqslant \frac{\left\|A^{D} E A^{\pi}\right\|}{1-\left\|A^{D} E\right\|}+\frac{\left\|A^{\pi} E A^{D}\right\|}{v(E)}\left(1+\frac{\left\|A^{D} E A^{\pi}\right\|}{1-\left\|A^{D} E\right\|}\right), \tag{4.9}
\end{equation*}
$$

where $\nu(E)=\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)-\left\|A^{D} E A^{\pi}\right\|\left\|A^{\pi} E A^{D}\right\|$.
Proof. According to Theorem 3.4, (i) $\Leftrightarrow$ (ii), $B$ has a matrix operator form as in (3.2). Further, by denoting $\Psi=$ $I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1}$, Theorem 2.2, formula (2.5), yields

$$
A^{\pi} B^{\pi}=\left(\begin{array}{cc}
0 & 0 \\
-B_{21} B_{1}^{-1} \Psi^{-1} & I-B_{21} B_{1}^{-1} \Psi^{-1} B_{1}^{-1} B_{12}
\end{array}\right)
$$

On the other hand, using (4.3) we see that

$$
A^{\pi}-\mathcal{L}_{E}\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\left(I+\mathcal{U}_{E}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & I
\end{array}\right)-\left(\begin{array}{cc}
0 & 0 \\
B_{21} B_{1}^{-1} & 0
\end{array}\right)\left(\begin{array}{cc}
\Psi^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
I & B_{1}^{-1} B_{12} \\
0 & I
\end{array}\right)=A^{\pi} B^{\pi}
$$

This, together with the fact that $\left(I+A^{D} E\right) B^{\pi}=A^{\pi} B^{\pi}$ because $B B^{\pi}=0$, proves (4.8). Now, we can write

$$
B^{\pi}-A^{\pi}=-A^{D} E\left(B^{\pi}-A^{\pi}+A^{\pi}\right) \mathcal{L}_{E}\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\left(I+\mathcal{U}_{E}\right) .
$$

Hence, taking norms and using the estimates (4.4) we derive

$$
\left\|B^{\pi}-A^{\pi}\right\| \leqslant \frac{\left\|A^{D} E A^{\pi}\right\|}{1-\left\|A^{D} E\right\|}+\frac{\left\|A^{\pi} E A^{D}\right\|\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\|}{\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)}\left(1+\frac{\left\|A^{D} E A^{\pi}\right\|}{1-\left\|A^{D} E\right\|}\right) .
$$

Finally replacing $\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\|$ by its upper bound defined in (4.5) we obtain (4.9).
An upper bound of $\left\|B^{\sharp}-A^{D}\right\| /\left\|A^{D}\right\|$ can be obtained by applying (4.2) with the right-hand side of (4.9) in place of $\Delta$. Next, we give a direct estimation for the relative error of the Drazin inverse.

Theorem 4.5. Let $A, B \in \mathcal{B}(X)$ be Drazin invertible and group invertible, respectively, and let $E=B-A$. If $\mathcal{R}(B) \cap$ $\mathcal{N}\left(A^{r}\right)=\{0\}$ with $\operatorname{ind}(A)=r$ and $\max \left\{\left\|A^{D} E\right\|,\left\|E A^{D}\right\|\right\}<\frac{1}{1+\sqrt{\left\|A^{\pi}\right\|}}$, then

$$
\begin{align*}
& B^{\sharp}=\left(I+A^{D} E\right)^{-1}\left(A^{D}+A^{D} \Sigma_{2}+\Sigma_{1} A^{D}+\Sigma_{1} A^{D} \Sigma_{2}\right),  \tag{4.10}\\
& \Sigma_{1}:=\mathcal{L}_{E}\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\left(I-\left(I+A^{D} E\right)^{-1} A^{D} E\right), \quad \Sigma_{2}:=\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1} \mathcal{U}_{E}\left(I-\mathcal{L}_{E}\right), \tag{4.11}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\left\|B^{\sharp}-A^{D}\right\|}{\left\|A^{D}\right\|} \leqslant \frac{\left\|A^{D} E\right\|}{1-\left\|A^{D} E\right\|}+\delta_{1}+\delta_{2}+\delta_{1} \delta_{2},  \tag{4.12}\\
& \delta_{1}:=\frac{\left\|A^{\pi} E A^{D}\right\|}{v(E)}\left(1+\frac{\left\|A^{D} E\right\|}{1-\left\|A^{D} E\right\|}\right), \quad \delta_{2}:=\frac{\left\|A^{D} E A^{\pi}\right\|\left(1-\left\|E A^{D}\right\|\right)}{\nu(E)\left(1-\left\|A^{D} E\right\|\right)}\left(1+\frac{\left\|A^{\pi} E A^{D}\right\|}{1-\left\|E A^{D}\right\|}\right), \tag{4.13}
\end{align*}
$$

where $\nu(E):=\left(1-\left\|A^{D} E\right\|\right)\left(1-\left\|E A^{D}\right\|\right)-\left\|A^{D} E A^{\pi}\right\|\left\|A^{\pi} E A^{D}\right\|$.
Proof. According to Theorem 3.4, (i) $\Leftrightarrow$ (ii), $B$ has a matrix operator form as in (3.2). Further, by denoting $\Psi=$ $I+B_{1}^{-1} B_{12} B_{21} B_{1}^{-1}$, Theorem 2.2, formula (2.4), yields

$$
B^{\sharp}=\left(\begin{array}{cc}
\left(\Psi B_{1} \Psi\right)^{-1} & \left(\Psi B_{1} \Psi\right)^{-1} B_{1}^{-1} B_{12}  \tag{4.14}\\
B_{21} B_{1}^{-1}\left(\Psi B_{1} \Psi\right)^{-1} & B_{21} B_{1}^{-1}\left(\Psi B_{1} \Psi\right)^{-1} B_{1}^{-1} B_{12}
\end{array}\right) .
$$

Hence, with $E=B-A$ written in the form (4.6), we obtain that

$$
\left(I+A^{D} E\right) B^{\sharp}=\left(\begin{array}{cc}
A_{1}^{-1} \Psi^{-1} & A_{1}^{-1} \Psi^{-1} B_{1}^{-1} B_{12}  \tag{4.15}\\
B_{21} B_{1}^{-1}\left(\Psi B_{1} \Psi\right)^{-1} & \left.B_{21} B_{1}^{-1}\left(\Psi B_{1} \Psi\right)\right)^{-1} B_{1}^{-1} B_{12}
\end{array}\right) .
$$

Using representations (4.3) and (4.7) provided by Lemma 4.3, we can write the operators $\Sigma_{1}$ and $\Sigma_{2}$, which have been defined in (4.11), in the form

$$
\begin{aligned}
& \Sigma_{1}=\left(\begin{array}{cc}
0 & 0 \\
B_{21} B_{1}^{-1} & 0
\end{array}\right)\left(\begin{array}{cc}
\Psi^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
B_{1}^{-1} A_{1} & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
B_{21} B_{1}^{-1} \Psi^{-1} B_{1}^{-1} A_{1} & 0
\end{array}\right), \\
& \Sigma_{2}=\left(\begin{array}{cc}
\Psi^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
0 & B_{1}^{-1} B_{12} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
-B_{21} B_{1}^{-1} & I
\end{array}\right)=\left(\begin{array}{cc}
-I+\Psi^{-1} & \Psi^{-1} B_{1}^{-1} B_{12} \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

We derive (4.10) seeing that the right-hand side of (4.15) is equal to the matrix operator which results after computing $A^{D}+A^{D} \Sigma_{2}+\Sigma_{1} A^{D}+\Sigma_{1} A^{D} \Sigma_{2}$ using the above representations.

Now, Eq. (4.10) implies

$$
B^{\sharp}-A^{D}=-A^{D} E\left(B^{\sharp}-A^{D}+A^{D}\right)+A^{D} \Sigma_{2}+\Sigma_{1} A^{D}+\Sigma_{1} A^{D} \Sigma_{2} .
$$

Hence,

$$
\left\|B^{\sharp}-A^{D}\right\| \leqslant\left\|A^{D} E\right\|\left\|B^{\sharp}-A^{D}\right\|+\left\|A^{D}\right\|\left(\left\|A^{D} E\right\|+\left\|\Sigma_{1}\right\|+\left\|\Sigma_{2}\right\|+\left\|\Sigma_{1}\right\|\left\|\Sigma_{2}\right\|\right),
$$

and, since $\left\|A^{D} E\right\|<1$, it follows that

$$
\begin{equation*}
\frac{\left\|B^{\sharp}-A^{D}\right\|}{\left\|A^{D}\right\|} \leqslant \frac{\left\|A^{D} E\right\|}{1-\left\|A^{D} E\right\|}+\frac{\left\|\Sigma_{1}\right\|+\left\|\Sigma_{2}\right\|+\left\|\Sigma_{1}\right\|\left\|\Sigma_{2}\right\|}{1-\left\|A^{D} E\right\|} . \tag{4.16}
\end{equation*}
$$

Now, using the bounds in (4.4) and (4.5), the terms $\Sigma_{1}$ and $\Sigma_{2}$ are estimated as follows:

$$
\left\|\Sigma_{1}\right\| \leqslant\left\|\mathcal{L}_{E}\right\|\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\|\left(1+\left\|\left(I+A^{D} E\right)^{-1} A^{D} E\right\|\right) \leqslant \frac{\left\|A^{\pi} E A^{D}\right\|\left(1-\left\|A^{D} E\right\|\right)}{v(E)}\left(1+\frac{\left\|A^{D} E\right\|}{1-\left\|A^{D} E\right\|}\right)
$$

and

$$
\left\|\Sigma_{2}\right\| \leqslant\left\|\left(I+\mathcal{U}_{E} \mathcal{L}_{E}\right)^{-1}\right\|\left\|\mathcal{U}_{E}\right\|\left(1+\left\|\mathcal{L}_{E}\right\|\right) \leqslant \frac{\left\|A^{D} E A^{\pi}\right\|\left(1-\left\|A^{D} E\right\|\right)}{\nu(E)}\left(1+\frac{\left\|A^{\pi} E A^{D}\right\|}{1-\left\|E A^{D}\right\|}\right) .
$$

Finally, the upper bound (4.12), with $\delta_{1}$ and $\delta_{2}$ defined as in (4.13), is inferred by substituting these estimates in (4.16).

We remark that hypothesis $\mathcal{R}(B) \cap \mathcal{N}\left(A^{r}\right)=\{0\}$ in the previous perturbation results can be replaced by any of the equivalent conditions given in Theorem 3.2.

From [15] we know that for $A_{n}, A \in \mathcal{B}(X)$ Drazin invertible operators such that $A_{n} \rightarrow A$, there is equivalence

$$
A_{n}^{D} \rightarrow A^{D} \quad \Leftrightarrow \quad A_{n}^{\pi} \rightarrow A^{\pi}
$$

Next, we give a necessary and sufficient condition for the continuity of the group inverse of bounded operators in Banach spaces.

Theorem 4.6. Let $A \in \mathcal{B}(X)$ be group invertible and let $A_{n} \in \mathcal{B}(X)$ operators such that $A_{n} \rightarrow A$. Then the following assertions are equivalent:
(a) $A_{n}$ has a group inverse for $n$ large enough and $A_{n}^{\sharp} \rightarrow A^{\sharp}$.
(b) $\mathcal{R}\left(A_{n}\right) \cap \mathcal{N}(A)=\{0\}$ for $n$ large enough.

Proof. Since $A_{n} \rightarrow A$, for $n$ large enough we have $\left\|A^{\sharp}\right\|\left\|A_{n}-A\right\|<1$ and $\left\|A^{\sharp}\right\|^{2}\left\|A_{n}^{2}-A^{2}\right\|<1$, thus, the operators $I+A^{\sharp}\left(A_{n}-A\right)$ and $I+A^{\sharp}\left(A_{n}^{2}-A^{2}\right) A^{\sharp}$ are invertible.

Assume (a). Since $A_{n}^{\sharp} \rightarrow A^{\sharp}$, then $A_{n}^{\pi} \rightarrow A^{\pi}$. Hence $\left\|A_{n}^{\pi}-A^{\pi}\right\|<1$ for $n$ large enough. Now, by Lemma 4.1, $\mathcal{N}\left(A_{n}^{\pi}\right) \cap \mathcal{N}\left(I-A^{\pi}\right)=\{0\}$ or, equivalently, $\mathcal{R}\left(A_{n}\right) \cap \mathcal{N}(A)=\{0\}$.

Assume (b). It follows from Lemma 3.6 that $A_{n}$ is group invertible for $n$ large enough. Also we have $\left\|A^{\sharp}\right\|\left\|A_{n}-A\right\|<\frac{1}{1+\sqrt{\left\|A^{\pi}\right\|}}$ for $n$ large enough and the estimate (4.12)-(4.13) given in Theorem 4.5 leads to $\left\|A_{n}^{\sharp}-A^{\sharp}\right\| \rightarrow 0$.
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