
Copyright is owned by the Author of the thesis.  Permission is given for 
a copy to be downloaded by an individual for the purpose of research and 
private study only.  The thesis may not be reproduced elsewhere without 
the permission of the Author. 
 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Massey Research Online

https://core.ac.uk/display/148644821?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Massey Unive sity 

Action-Selection in RoboCup Keepaway Soccer: 

Experimenting with Player Confidence 

A thesis presented in part ial fulfilment of the requirements for the degree of 

Masters of Science 

In 

Computer Science 

at Massey University, Albany, 

New Zealand . 

Samara Ann Neilson 

2006 



Copyright© 2006 

Samara Ann Neilson 

All Rights Reserved 



Abstract 

Through the investigation of collaborative multi-agent domains, in particular those of robot soccer 

and robot rescue, and the examination of many popular action-selection methodologies, this study 

identifies some of the issues surrounding entropy , action-selection and performance analysis . 

In order to address these issues, a meaningful method of on-field player evaluation , the confidence 

model , was first proposed then implemented as an action-selection policy. This model represented 

player skill through the use of percentages signifying relative strength and weakness and was 

implemented using a combination of ideas taken from Bayesian Theory, Neural Networks, 

Reinforcement Learning , Q-Learning and Potential Fields . 

Through the course of this study, the proposed confidence model action-selection methodology was 

thoroughly tested using the Keepaway Soccer Framework developed by Stone, Kuhlmann , Taylor 

and Liu and compared with the performance of its peers . 

Empirical test results were also presented, demonstrating both the viability and flexibility of this 

approach as a sound , homogeneous solution , for a team wishing to implement a quickly trainable 

performance analysis solution . 
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