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Abstract—The main existent tool to monitor chemical environ-
ments in a continuous mode is gas sensor arrays, which have been
popularized as electronic noses (enoses). To design and validate
these monitoring systems, it is necessary to make use of machine
learning techniques to deal with large amounts of heterogeneous
data and extract useful information from them. Therefore, enose
data present several challenges for each of the steps involved in
the design of a machine learning system. Some of the machine
learning tasks involved in this area of research include generation
of operational patterns, detection anomalies, or classification and
discrimination of events. In this work, we will review some of the
machine learning approaches adopted in the literature for enose
data analysis, and their application to three different tasks: single
gas classification under tightly-controlled operating conditions,
gas binary mixtures classification in a wind tunnel with two
independent gas sources, and human activity monitoring in a
NASA spacecraft cabin simulator.

I. INTRODUCTION

Gas sensors can detect changes in temperature, humidity,
air pressure, and, obviously, human presence. Ogawa and
Togawa [1] show that they are able to identify specific events
in a home like waking up, start to cook, have breakfast,
go out, come home, have supper, and go to bed. These
observations hinted at the use of chemical traces as a manner
to monitor homes [2], but the possibilities of environment
monitoring are immense since these sensors can be used to
monitor many other places such as hospitals or offices. In any
of these applications, the use of gas sensor arrays requires
gas sensor calibration. The calibration of a gas sensor array
consists on establishing the functional relationship between
measured values, analyte quantities and/or analyte identifi-
cation. Traditionally, calibration includes first, the selection
of the functional form of a computational model; second,
the estimation of the corresponding model parameters based
on a training dataset; and third, the model validation [3].
The resulting computational model is then used to predict
the analyte amount/class of new measurements. Therefore,
gas sensor calibration naturally translates to classification and
regression problems in machine learning, and the sequence of
steps involved in the design of a machine learning system must
be taken, namely: data collection, features and model (classifi-
cation/regression) selection, and training and evaluation [4]. In
this work, we will focus on machine learning methods used for
enose calibration in four different applications (I.1, I.2, II.1,
III.1) that make use of three sources of data (I-III):

I. Electronic nose data under tightly-controlled operating
conditions [5]. An array of 16 metal-oxide (MOX) gas
sensors is exposed to six different volatile organic com-
pounds at different concentration levels under tightly-
controlled operating conditions. An extensive dataset
was collected over a period of three years (13, 910
measurements). For each measurement, a 128-component
vector is processed from the sensors’ responses to extract
steady-state and transient features (Section III).
1. Active sensor calibration for the discrimination of

three gases [6]. This work investigates the optimal
experiment selection to calibrate a gas sensor array
to get the maximal possible performance in the clas-
sification of three different gases. It will be described
in more detail in Section II.

2. Sensor calibration for the discrimination of six gases
[7]. This work proposes a new pointwise Fisher
consistent multiclass hinge loss function, which is
used to efficiently calibrate an electronic nose and
classify six different gases.

II. Electronic nose data for turbulent gas mixtures [8]. In
order to reproduce more realistic environments, an elec-
tronic nose composed of 8 chemo-resistive gas sensors
was exposed to turbulent gas mixtures generated naturally
in a wind tunnel with two independent gas sources that
generate two gas plumes. The sensor array was exposed
to binary mixtures of ethylene with either methane or car-
bon monoxide. Volatiles were released at four different
rates to induce different concentration levels in the vicin-
ity of the sensor array. Each measurement is defined by 8
time series corresponding to MOX sensors’ conductivity
together with temperature and humidity information.
1. Sensor calibration for ethylene discrimination in bi-

nary gas mixtures [9]. This work proposes a sensor
calibration methodology to detect ethylene in a turbu-
lent and changing background composed of methane
or carbon monoxide on air (binary classification).

III. Electronic nose data from a NASA spacecraft cabin sim-
ulator. An electronic nose was installed and operated con-
tinuously while different volunteers (15 females and 47
males) were performed different daily activities (physical
exercise on fitness equipment, defrosting frozen dinners,
eating dinner, and hygienic activities). This dataset has
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sensor readings for four weeks: two weeks used for train-
ing and two weeks used for testing. Data are captured
at 0.05Hz and each pattern represents one-hour time
series. Therefore, the dataset is formed by 672 patterns.
Each measurement is defined in a 4, 320 dimensional
space associated with 24 180-dimensional time series
corresponding to 24 polymeric sensors’ responses in one
hour.
1. Sensor calibration for human activity monitoring

[10]. This paper performs enose calibration to predict
the number of people in the room (regression).

In the following sections, we will revisit some of the
machine learning approaches adopted in these applications
and involving different steps of a machine learning system.
In section II, the data collection procedure is analyzed to
demonstrate the impact that external control parameters (gas
concentrations) can have on the performance of a calibrated
system. Section III will describe different techniques for fea-
ture selection and extraction used to build the attribute space
that will serve as input to the classification/regression model.
Section IV will focus on presenting some of the classification
and regression models used for sensor calibration. Finally,
Section V will point out some further work directions.

II. DATA COLLECTION: OPTIMAL EXPERIMENT
SELECTION

A training dataset needs to be collected to perform the cali-
bration of an analytical system. The challenge facing engineers
building sensor arrays for event discrimination is that data
is not available until the particular experiment is conducted.
Moreover, each experiment carries a significant overhead that
has no guarantee of positively impacting calibration quality.
For example, each of the 13, 910 experiments in the chemical
gas sensor array dataset described in [5] requires 20 minutes
of sensor array exposure time to collect just one example
and, depending on the experiment, it may also carry health
risks to those in the lab. Additionally, systems based on
metal-oxide gas sensors are dynamic systems that need to
be periodically recalibrated [11]–[13]. These difficulties are
present in many applications including space travel [10], [12],
environmental monitoring of public spaces [1], and industrial
leak detection [14], making it fertile ground for the machine
learning community.

In order to alleviate the experimental cost and reduce
the frequency of the recalibrations, a methodology to select
the best training examples to calibrate the system without
modifying the configuration of the sensor array is proposed
in [6]. This approach differs from other approaches in the
literature focused on modulating sensors’ parameters such as
frequencies, operating voltages, or temperature in response to
environmental changes or application needs [15], [16]. In [6],
the focus is on sensor networks where one has has to calibrate
a device in controlled conditions and then deploy it for real
operation. Given an analyte discrimination problem in which
every training sample (measurement) is defined by a class
label (gas type) and a control parameter c (gas concentration),

the authors analyze which sampling distribution must follow
the control parameter in the next batch of experiments in
order to obtain the best calibration of the sensor array at each
time, so the classifier is trained sooner rather than later. Note
that the concentration level of each recording is not explicitly
provided to the classifier. The active sampling strategy focuses
on gas concentration selection since it is known that classifi-
cation performance is more heavily impacted by concentration
selection than gas label selection [17], [18]. They assume
a canonical sampling probability distribution over the space
of gas concentrations pκ(c) ∝ exp(−κc) with κ the rate
of the sampling distribution. This distribution allows biasing
the sampling towards lower (κ > 0) to higher (κ < 0)
concentrations, and it also recovers the uniform (uninformed)
distribution (κ = 0). The proposed active sampling strategy
works at batch level, and a fixed value for κ is set for each
batch of size B. Then, given the best sampling strategy in the
preceding batches and given the sampling distribution pκ(c),
the algorithm selects the optimal κ value for the following
batch experiments as that minimizing the cross-validation error
of an Inhibitory Support Vector Machine classifier (ISVM)
[19] defined by the cost parameter C and the inverse of the
kernel width γ. This classifier is described in more detail in
Section IV. Under this framework, the probability of sampling
at concentration c at the m-th batch given the sequence of the
optimal κi up to the m-th batch, {κ1, κ2, . . . , κm}, is given
by the following equation

pm (c|κ1, κ2, . . . , κm) =
1

m

m∑
i=1

exp(−κic)∑
c′∈C exp(−κic′)

, (1)

where C is the space of feasible values for the gas
concentrations. Each addend corresponds to the probabil-
ity at level c for one batch by having normalized the
sampling distribution exp(−κc) so that

∑
c′∈C p(c) =

1. Finally, the factor 1
m comes from the normaliza-

tion of the joint probability pm (c|κ1, κ2, . . . , κm) so that∑
c′∈C pm (c′|κ1, κ2, . . . , κm) = 1. The proposed algorithm

is shown in Algorithm 1. The algorithm is tested in a subset
of the enose Dataset I described in Section I (Application I.1.).
The final dataset has 1, 800 128-dimensional patterns of three
distinct pure gaseous substances, namely Ethanol, Ethylene
and Acetaldehyde, each dosed at concentration values ranging
from 2.5 µmol/mol (ppm) to 300 µmol/mol (ppm). The
uniform distribution of the conditional probabilities P (gas|c)
in this dataset ensures uninformative (random) sampling on
the label. The grid of κ values ranged from −0.03 to 0.03
with a stepwise resolution of 0.001. The results reported in
this work show that the active sampling strategy described
in Algorithm 1 can only improve an uninformed (random)
selection of samples. The best experimental configuration
yields a mean classification error of 0.5% as it will be shown
in Section IV. Additionally, Fig. 1 shows the classification
error in Algorithm 1 with κ = 0 as a function of the range of
concentrations used for training and testing the ISVM model.
As expected, the performance of the model is better when
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Fig. 1. Average error rate (%) in the classification of three gases when
the electronic nose is calibrated using 200 recordings using Algorithm 1
(κ = 0) in the range of concentrations [cmin, cmax] and tested (a) in the
same range of concentrations or (b) in a range of concentrations out of range
[cmin, cmax].

the range of concentrations in testing samples is the same as
that used for training the classifier. According to Fig. 1(a), the
lowest error rates for evaluations in the same range of con-
centrations are obtained when models are trained in a narrow
range of concentrations (around the diagonal). On the contrary,
Fig. 1(b) shows that the lowest error rates for evaluations of
recordings in a range of concentrations not used in training
correspond to scenarios when the sensor is calibrated using
the widest range of concentrations. Furthermore, not including
low concentrations during calibration significantly worsens the
classifier’s performance; this is not a surprising result as it
is generally believed that gases at higher concentrations are
easier to classify than those at lower concentrations.

Algorithm 1 Active sampling algorithm where the main input parameters
are the entire dataset U , the rate of the sampling distribution at the current
stage κ, the sequence of the optimal {κ1, κ2, . . . , κm} values for the previous
stages, and the batch size B. The output is the average error rate, µ and the
standard deviation, σ, for NCV draws using an ISVM as classifier. In all the
runs, NCV is set to 100.

Inputs: U , κ, {κ1, κ2, . . . , κm}, B, NCV .
Outputs: µ,σ
for C ← [0.1, 1, 10, 100, 1000, 5000, 10000, 50000] do

for γ ← [0.005, 0.01, 0.05, 0.1, 1.0, 5.0, 10.0] do
v← ~0
for t← 1 . . . NCV do
S ← sample (m+1)×B points according to Eq. 1.
T ← U \ S
Train the ISVM (C,γ) classifier on S.
vt ← test error on T

end for
µ̃C,γ ← mean(v)
σ̃C,γ ← std(v)

end for
end for
µ← min

C,γ
µ̃C,γ

σ ← min
C,γ

σ̃C,γ

Finally, it should be also remarked that this idea of optimally
selecting the next experiment to calibrate the sensor array

is in line with the active sampling algorithms proposed in
machine learning [20]. For a more detailed discussion about
the proposed algorithm, the experimental results, and the
relation between this work and active learning techniques in
machine learning , the reader is referred to [6].

III. FEATURE EXTRACTION AND SELECTION

A critical point for the success of a machine learning
system is the correct representation of the input space of
the machine learning model. When working with electronic
noses based on metal-oxide gas sensors, the sensor response
is given by the conductivity across the active layer of each
sensor [21]. The interaction processes between the sensor and
the analyte identity and/or concentration dosage define the
response profile, which allows machine learning algorithms
to perform different tasks such as sensor calibration for gas
discrimination or activity monitoring. Different strategies can
be found in the literature to represent the input space data.
Some of them directly use the raw time series provided by the
sensors and solve a multidimensional classification/regression
problem capable of dealing with the temporal structure of
the data [22]. Other approaches downsample the time series
to obtain a multivariate representation of the data, and then
apply a classification/regression algorithm that does not take
into account the temporal structure such as Support Vector
Machines with an Gaussian Kernel. This is the approach
adopted for sensor calibration in gas binary mixtures (Ap-
plication II.1) and human monitoring applications (Applica-
tion III.1) presented in Section I. Finally, new features can
be generated based on the sensors’ response time series.
For example, the sensor calibration problem under tightly-
controlled operating conditions introduced in Section I and
used in Section II generates eight features for each sensor:
two steady-state features and six features reflecting the sensor
dynamics. Let r[k] be the sensor resistance time profile, k
the discrete time indexing in the recording interval [0, T ], and
T the duration of the measurement, the steady-state feature
∆R is given by the difference of the maximal resistance
change and the baseline, ∆R = maxk r[k] − mink r[k]. Its
normalized version ||∆R|| = ∆R

mink r[k]
is also useful for gas

discrimination. On the other hand, six features based on the
the exponential moving average (emaα) reflect the sensor
dynamics of the increasing/decaying transient portion of the
sensor responses [23]. The emaα transform evaluates the ris-
ing/decaying portions of the sensor resistance by considering
the maximum/minimum values of a first-order digital filter
y[k] = (1 − α)y[k − 1] + α (r[k]− r[k − 1]), with y[0] = 0
and the smoothing parameter α ∈ [0, 1]. Different values
of α generate different features with information about the
transient response, so the six features are generated by setting
α = {0.1, 0.01, 0.001} for both the rising and the decaying
stages.

Besides the importance of setting a representative input
space, another common issue in electronic nose data is that gas
sensors are characterized by high correlation in their response
[24]. This redundancy can be used to extend the lifetime of



sensor arrays [25], [26] and to correct sensor drift [13], [27].
As an example, Fig. 2 shows the Pearson correlation for the
10 × 10 pairs of sensors utilizing the complete time series
captured for each sensor in Dataset II (Section I). From Fig. 2,
we can conclude that the sensors TGS2600 and TGS2602
are highly correlated among them, as well as the sensors
TGS2620, TGS2612, TGS2611, and TGS2610. Therefore, if
some of these sensors are not considered, the information pro-
vided by the rest of the sensor array is expected to be similar
to the complete sensor array. That is why, feature selection is
a common step in the design of a chemical detection system
[28]–[32]. One of the methods used for selecting the optimal
subset of sensors is the Quadratic Programming Feature Selec-
tion (QPFS) algorithm [33], a multivariate filter technique that
takes into account redundancy among features and relevance of
each feature with respect to the task to perform. This algorithm
is especially suitable for the problem here considered given
its computational efficiency and outstanding performance in
highly redundant databases. In particular, the QPFS feature
selection method in a M -dimensional space consists of min-
imizing a multivariate quadratic function subjected to linear
constraints as follows

min
w

1

2
(1− α)wTQw − αF Tw (2)

s.t. wi ≥ 0 for i = 1, 2, . . . ,M , (3)
‖w‖1 = 1 , (4)

where w is an M -dimensional vector, Q is a symmetric
positive semidefinite matrix in RM×M with non-negative
entries, and F is a vector in RM with non-negative entries.
Q represents the similarity among variables (redundancy), and
F measures the similarity of the features with the target (rele-
vance). The components of the solution vector w represent the
normalized positive weight of each feature. Thus, the goal of
Eqs. 2-4 is to select those features that provide a good trade-off
between relevance and redundancy. Finally, the real parameter
α ∈ [0, 1] enables to overweight the linear and the quadratic
term in Eq. 2. In other words, α regulates the trade-off between
relevance and redundancy. As an example, Pashami et al.
adapt the QPFS algorithm to select a subset of sensors for
detecting changes in the activity of a distant gas source from
the response of an array of metal-oxide gas sensors deployed
in an open sampling system. They use the Pearson correlation
to quantify redundancy among features (matrix Q), and they
use a measure based on the Fisher Index to determine the
relevance of each sensor (vector F ). Their results show that
selecting sensors with QPFS allows obtaining detection rates
comparable with those corresponding to the best single sensor,
while providing lower detection delays than the single sensor.
For more details, the reader is referred to [29], [33].

IV. SENSOR CALIBRATION AS A SUPERVISED LEARNING
PROBLEM

Enose technology offers immense possibilities for environ-
mental monitoring applications, but its proper calibration is
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Fig. 2. Correlation between pairs of sensors computed with the complete
time series in the dataset from chemical gas sensor array in turbulent wind
tunnel [8].

crucial to guarantee the applicability of the sensing technology
to the task that it is designed for. As stated in Section I, gas
sensor calibration can be easily identified with classification
and regression problems in machine learning, and during
these years a large variety of calibration techniques has been
investigated for chemical detection systems, including artificial
neural networks, linear discriminants, multilayer perceptrons,
k-NN classifiers, partial least square regressors, and more re-
cently, Support Vector Machines [15], [34]–[37]. This section
will review the classification/regression models and results in
sensor calibration for the four enose applications described
in Section I. The regression problem associated with the
prediction of the number of people in a NASA spacecraft
cabin simulator (Application III.1.) is addressed by applying
the well-known Support Vector Regression (SVR) model with
a RBF kernel [38]. The multiclass classification problems
in Table I use Inhibitory Support Vector Machines (ISVMs)
[19] and λ-Support Vector Machines, an extension of ISVMs.
ISVMs have shown good performance in calibrating sensor
arrays [6], [7], [9], [39] and their goal is to provide a simple
algorithm for multiclass classification by directly integrating
the concept of inhibition into the SVM formalism. However,
the use of the ISVM classifier in sensor calibration settings,
such as the one described in Algorithm 1, arises a fundamental
question of whether the successive inclusion of training points
leads to the optimal classifier. This point implies guaranteeing
the Bayes consistency of the ISVM model, which can be
addressed by analyzing the pointwise Fisher consistency (or
classification calibration) of the classifier as this property states
necessary and sufficient conditions to have Bayes consistency
when a classifier minimizes a surrogate loss function [40].
ISVM authors show the consistency of the ISVM model
for problems with two or three classes [19], such as the



active sensor calibration procedure (Application I.1) and the
classification calibration problem for binary gas mixtures
(Application II.1). However, when working with more than
three classes, the ISVM model cannot guarantee the Bayes
consistency of the classifier. That is why the λ-SVM model [7],
an extension of ISVM, is proposed as a universally pointwise
Fisher consistent multiclass classifier. The λ-SVM model is
defined by a real parameter λ representing the margin of the
positive points of a given class. The margin is set to 1 for
points belonging to other classes. The ISVM classifier is a
particular case of λ-SVM by setting λ = 1. Formally, given
a training set of N patterns, {xi}Ni=1, in which each point xi

belongs to a known class ŷi ∈ [1, L]N, the λ-SVM objective
function is defined as follows,

minw
1

2
‖w‖2 + C

N∑
i=1

L∑
j=1

ηij (5)

s.t. ηij ≥ 0 (6)

−1− (λ− 1)
yij + 1

2
+ fj(xi)yij + ηij ≥ 0 , (7)

where w is the concatenation of the hyperplanes of each class,
w = [w1,w2, . . . ,wL], {ηij} are the slack variables that
provide room to handle the noisy data, and yij takes the value
1 if the pattern xi belongs to class j (i.e. ŷi = j) and −1
otherwise. The cost parameter C ∈ [0,∞) establishes a trade-
off between the two objectives of the model: maximizing the
margin while classifying correctly as many training patterns
as possible. The key difference between λ-SVMs and standard
SVMs relies on λ-SVM’s decision function, which includes
an inhibitory term regulated by a scalar parameter µ. λ-
SVM’s decision function associated with the j-th class and
the input pattern xi is defined as fj(xi) = 〈wj ,Φ(xi)〉 −
µ
∑L
k=1 〈wk,Φ(xi)〉. It can be shown that the optimal value

for µ is 1
L , which can be directly obtained by minimizing

the Lagrangian in Eqs. 5-7 [7], [19]. The classification of a
data point x̃ is determined by the maximum of the evaluation
function for each class: y(x̃) = arg maxj fj(x̃). Finally,
the function Φ is a map from the input space to a higher
dimensional space where the optimal hyperplanes, wi, are
calculated. In the results here presented, the mapping function
Φ is that associated with the RBF kernel with compact
support. It can be shown that the multiclass classification
function defined in Eqs. 5-7 is pointwise Fisher consistent
for λ ∈ (−∞, 0) ∪ ((L − 2)/2, (L − 1)) [7]. This is the
first multiclass hinge-loss function capable of giving unlimited
weight to the positive examples without breaking the classifi-
cation calibration property, which is shown to be beneficial
in terms of classification accuracy and training times. In
fact, the optimal λ value for the sensors calibration problem
(Application I.2) is obtained in a classification calibrated
scenario with λ = 10, 000. For more detailed description and
analysis of the λ-SVM method, the reader is referred to [7]
and references therein.

A summary of data characteristics and sensor calibration
results is shown in Table I. Column Feature Type indicates
whether the input space for the classification/regression model
is defined either by the time series captured by the sensors or
by an aggregate of synthetic features (see Section III). Column
C/R shows if the sensor calibration problem is a classification
problem (C) or a regression (R) problem. In parenthesis, the
number of classes in the classification problem is shown.
Column ML Model indicates the machine learning model used
for sensor calibration. Column Err. shows the classification
error in the case of classification problems, and the mean
relative error for the regression problem. Column Ref. lists the
papers related to the corresponding dataset and application, in
which a detailed description of the experimental setup for each
application can be found. According to the results shown in
Table I, machine learning techniques applied to electronic nose
data analysis allow the design and development of effective
chemical detection systems.

V. FURTHER WORK

The works presented in this review show the capability of
machine learning techniques to properly calibrate sensors and
monitor environments, but they are mainly obtained in con-
trolled environments where data are correctly labelled. Future
lines of research in machine learning applied to electronic
nose data analysis should be focused on extending existing
algorithms or designing new ones to overcome some of the
challenges arising from the deployment of sensor arrays in
open and non-controlled environments. This scenario brings
up several challenges for the machine learning community
as many of the most popular machine learning algorithms
cannot be directly applied. Some of these difficulties include:
(i) high correlation between gas signals and environmental
variables such as humidity and temperature, which makes it
difficult to extract the chemical information captured by the
sensors; (ii) lack of labeled data or the presence of noise in
the labels, which makes it difficult to adopt machine learning
strategies without the supervision of an expert; (iii) existence
of drift when sensors are working for long periods of time,
which compromises the applicability of the machine learning
algorithms that assume distribution stationarity.
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