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A coupled atomistic spin and lattice dynamics approach is developed which merges the dynamics of these
two degrees of freedom into a single set of coupled equations of motion. The underlying microscopic model
comprises local exchange interactions between the electron spin and magnetic moment and the local couplings
between the electronic charge and lattice displacements. An effective action for the spin and lattice variables is
constructed in which the interactions among the spin and lattice components are determined by the underlying
electronic structure. In this way, expressions are obtained for the electronically mediated couplings between the
spin and lattice degrees of freedom, besides the well known inter-atomic force constants and spin-spin interac-
tions. These former susceptibilities provide an atomistic ab initio description for the coupled spin and lattice
dynamics. It is important to notice that this theory is strictly bilinear in the spin and lattice variables and pro-
vides a minimal model for the coupled dynamics of these subsystems and that the two subsystems are treated
on the same footing. Questions concerning time-reversal and inversion symmetry are rigorously addressed and
it is shown how these aspects are absorbed in the tensor structure of the interaction fields. By means of these re-
sults regarding the spin-lattice coupling, simple explanations of ionic dimerization in double anti-ferromagnetic
materials, as well as, charge density waves induced by a non-uniform spin structure are given. In the final
parts, a set of coupled equations of motion for the combined spin and lattice dynamics are constructed, which
subsequently can be reduced to a form which is analogous to the Landau-Lifshitz-Gilbert equations for spin
dynamics and damped driven mechanical oscillator for the ionic motion. It is important to notice, however,
that these equations comprise contributions that couple these descriptions into one unified formulation. Finally,
Kubo-like expressions for the discussed exchanges in terms of integrals over the electronic structure and, more-
over, analogous expressions for the damping within and between the subsystems are provided. The proposed
formalism and new types of couplings enables a step forward in the microscopic first principles modeling of
coupled spin and lattice quantities in a consistent format.

I. INTRODUCTION

The understanding of how spin and lattice degrees of free-
dom interact is of fundamental importance [1, 2]. Recently,
strong evidence was found for the existence of a significant
coupling between magnons and phonons for instance in bcc
Fe [3, 4] and the ferromagnetic semiconductor EuO [5]. Spin-
lattice coupling is central for seemingly disparate phenomena
such as the mechanical generation of spin currents by spin-
rotation coupling [6], the spin-Seebeck effect [7, 8], and the
driving of magnetic bubbles with phonons [9]. In the field
of multiferroic spin-lattice coupling is a central mechanism
for the coupling of (anti)ferromagnetic and (anti)ferroelectric
order parameters (magnetoelectric effect) [2, 10–12]. Spin-
lattice coupling also occur in ferroelastic and ferromagnetic
materials (magnetoelastic effect) [13]. There is also a growing
interest in including effects from mechanical degrees of free-
dom into theoretical models for ultrafast magnetization dy-
namics [14–16], since rapid ionic motion has shown to cause
non-trivial temporal fluctuations of the magnetic properties
[17–20].

Magnetization dynamics is conventionally understood in

∗Electronic address: Jonas.Fransson@physics.uu.se

terms of the phenomenological Landau-Lifshitz-Gilbert [21,
22] approach. A seminal step towards a formulation of atom-
istic magnetization dynamics from first principles was taken
by Antropov et al. [23] who started out from time-dependent
density functional theory and the Kohn-Sham equation and
considered also simultaneous spin and molecular dynamics,
however, incorporating energy dissipation and finite temper-
ature phenomenologically. The equation of motion for local
spin magnetic moments in the adiabatic limit have also been
worked out in Refs. [24, 25]. Effects of non-locality in space
and time were captured in the formalism communicated in
[26], including a complete basic principle derivation of the
atomistic magnetization dynamics equations of motion.

Recently, great effort has been devoted to improve the
Landau-Lifshitz-Gilbert approach by calculating the damping
tensor directly from the electronic structure [27–29]. The ad-
dition of other contributions, as for instance moment of inertia
[26, 30, 31] observed in Refs. [30, 32, 33], allows for dynam-
ics on shorter time scales. The basic principles of the moment
of inertia contributions to atomistic magnetization dynamics
were derived from a Lagrangian formulation [34]. In the adi-
abatic limit, the lattice degrees of freedom follow Newton dy-
namics [35] and can be derived from the effective action of
the system [36]. Hence, the uncoupled dynamics of spin and
lattice is well understood [36, 37].

There have been in the last years been several simulations
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FIG. 1: (Color online) Schematic figure of two atoms (gray balls)
with a magnetic moment (green arrows) and lattice vibrations (fading
gray and transparent balls) in a cloud of electrons (small red balls and
foggy environment)

with a combined Landau-Lifshitz-Gilbert and lattice dynam-
ics approach [38, 39]. They are based on an atomistic spin
model with position dependent exchange parameters which
for instance lead to a spin ordering dependent effective lattice
dynamics equations of motion. This spin and lattice coupling
then enter through the Taylor expansion of the magnetic ex-
change interactions in terms of ionic displacements around the
equilibrium positions.

To put spin and lattice degrees of freedom on the same
footing, however, bilinear order of spin-lattice coupling is re-
quired that seems forbidden from the naive argument of break-
ing the time reversal symmetry in the total energy. Thus, the
question remains about the lowest order in spin-lattice cou-
pling, conserving Newtons third law.

We notice that in the past there have been several consid-
erations of coupling magnetic and elastic degrees of freedom,
see for instance Refs. [40–42]. A bi-linear magneto-elastic
coupling, which has some similarities to the coupling derived
in this paper, has also been considered previously [40]. How-
ever, all these discussions were based on hydrodynamics ap-
proaches aiming towards phenomenological descriptions of
the macroscopic continuum and mechanisms for coupling be-
tween magnetic and elastic properties of solids. Such accounts
are accreditable only in the long wave length limit. We find
that there is an apparent lack in the literature of systematic de-
scriptions addressing the quantum mechanical nature of met-
als which is responsible for the effective couplings between
the degrees of freedom represented by the spins and lattice at
an atomistic length scale.

The purpose of this Paper is to derive from first principles
a theoretical framework for coupled atomistic magnetization
and lattice dynamics. In order to treat magnetic and mechani-
cal degrees of freedom on the same footing, our starting point
is to formulate the action of the system. From this action
we derive, to leading order, bilinear couplings between spins
and mechanical displacements, couplings which are of three
different types, namely spin-spin, displacement-displacement
and the novel bilinear spin-displacement coupling. Further-
more we obtain the coupled equations of motion for the me-

chanical displacement {Qi} and velocity {Vi}, and the mag-
netization {Mi} dynamics, thus providing a natural extension
of harmonic lattice dynamics, on the one hand, and the LLG
description of the magnetization dynamics of bilinear spin
Hamiltonians, on the other. The framework is applicable to
general out-of-equilibrium conditions and includes also retar-
dation mechanisms.

In general terms we address the question whether the elec-
trons in a metal that, on the one hand are influenced by the
ionic vibrations, or, phonons, through the electron-phonon
coupling and, on the other hand, couple to magnetic mo-
ments via exchange, thereby mediates an interaction between
the ionic vibrations and the magnetic moments. With this
question in mind, we derive a general minimal model for the
magnetic and mechanical degrees of freedom where the in-
teractions between the entities are mediated by the underly-
ing electronic structure. We show that the effective model
comprises both the well known bi-linear magnetic indirect ex-
change interaction as well as the electronic contribution to
the interatomic force constant. However, the derivation also
shows the existence of a bi-linear coupling between the mag-
netic and mechanical entities. The present paper is essentially
focused on this derivation and the properties of the bi-linear
spin-lattice coupling from microscopic theory.

The Paper is organized as follows. In Sec. II we derive
a complete and generalized spin-lattice model. The related
bilinear spin-lattice Hamiltonian and its inherent symmetries
of the are discussed in Secs. III and IV and a few numerical
examples are studied in Sec. V. In Sec. VI we make a brief
comparison to expanding the exchange parameters as function
of spatial coordinates. The dynamics of coupled spin-lattice
reservoirs are evaluated in Sec.VII and the paper is summa-
rized in Sec. VIII. Further details are given in the appendix.

II. DERIVATION OF EFFECTIVE SPIN-LATTICE MODEL

A. Effective action

The effective action for the coupled spin-lattice system is
constructed and analysed. In absence of any ad-hoc coupling
between the spin and lattice subsystems, we address the full
microscopic model of the material through the partition func-
tion

Z =eiS, (1)

where the total action S is given by

S =S0 +Slatt +SWZWN +SB +SE +

∮ (
HM +Hep

)
dt. (2)

Instead of expressing all components in mathematical terms
here, we discuss the physics involved in each contribution and
refer to Appendix A for details.

Accordingly, S0 accounts for the part of the electronic
structure that does not directly relate to the localized spin
moments M and lattice displacements Q, whereas Slatt pro-
vides the analogous components for the unperturbed lattice
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vibrations. As for the latter, we shall not make any assump-
tions about the model for the lattice dynamics but notice that
the mechanism for the coupling between the spin and lat-
tice subsystems does not depend on the specifics of the lat-
tice model. Accordingly, the intrinsic lattice vibrations can
be treated to any order of accuracy. Furthermore, the Wess-
Zumino-Witten-Novikov component SWZWN accounts for the
Berry phase accumulated by the spin motion, whereas SB and
SE comprise the coupling to the external magnetic and electric
fields, respectively. Finally, the Hamiltonian HM describes
the Kondo coupling between the itinerant electron spin ss ≡

ψ†σψ/2 and the localized spin moment M whileHep provides
the coupling between the electronic charge n = sc ≡ψ

†σ0ψ and
the lattice displacements Q, or in other words, the electron-
phonon coupling. Here, also ψ = (ψ↑ ψ↓)T is the electron
spinor, σ0 is the 2× 2 identity, and σ is the vector of Pauli
matrices.

Given the above structure we can address both equilibrium
and non-equilibrium problems by defining the quantities ap-
propriately either to a well defined ground state in the former
case or by expanding the time integration to the Keldysh con-
tour and relate the physics to some initial state defined in the
far past in the latter. We, therefore, keep the derivation as gen-
eral as possible and choose the latter approach as the generic
one. Despite the additional complexity this route entails, it is
justified since the equilibrium physics can always be retained
from the non-equilibrium description.

B. Dynamical bi-linear couplings

We obtain the effective action SMQ for the coupled magne-
tization and lattice dynamics through a second order cumulant
expansion of the partition function subsequently followed by
tracing over the electronic degrees of freedom. The resulting
model can be written

SMQ =−
1
2

∫ (
Q(x) · [Tcc(x, x′) ·Q(x′) +Tcs(x, x′) ·M(x′)]

+ M(x) · [Tsc(x, x′) ·Q(x′) +Tss(x, x′) ·M(x′)]
)
dxdx′,

(3)

where we have introduced the notation x = (r, t) and defined
the interaction tensor

Tpq(x, x′) =

∫
Ξp(r,ρ)Kpq(y,y′)Ξq(ρ′,r′)dρdρ′, (4a)

Kpq(y,y′) =(−i)〈Tsp(y)sq(y′)〉, y = (ρ, t), p,q = c, s. (4b)

Here, the parameters Ξc(r,r′) and Ξs(r,r′) define the electron-
phonon and Kondo coupling, respectively, and we have
adopted the notation where the subscript c refers to charge
and s to spin.

The effective model given in Eq. (3) can be reduced to an
analogous lattice model, the bi-linear Hamiltonian which can

be written as

HMQ =−
1
2

∑
i j

(
Qi · [T cc

i j ·Q j + T cs
i j ·M j]

+ Mi · [T sc
i j ·Q j + T ss

i j ·M j]
)
, (5)

where we denote the magnetic moment centered at the atomic
position i as Mi and the local atomic displacements as Qi,
where the here instantaneous lattice interactions tensors are
denoted as T pq

i j .
The effective model presented here, demonstrates the pres-

ence of a bilinear coupling Tsc/cs between the spin and lat-
tice subsystems. It also indicates that this coupling is me-
diated by the background electronic structure of the material
in analogous forms as the spin-spin interactions Tss as well
as the lattice-lattice coupling, or, the electronic contribution
to the interatomic force constant Tcc. Although this is not
surprising, given the set-up of the system, it is nonetheless
an important observation since it demonstrates the lowest or-
der of indirect exchange interaction between the spin and lat-
tice subsystems and, since it is generated by the same inter-
action field as the spin-spin and lattice-lattice couplings, it is
expected to have a non-trivial impact on certain classes of ma-
terials. It is therefore of utter importance to derive expressions
for the spin-lattice couplings in order to both compare to the
spin-spin/lattice-lattice interactions but also to enable a deeper
analysis and understanding of which condition that have to be
fulfilled to create finite spin-lattice couplings.

For the sake of argument we, therefore, decouple the prop-
agator Kpq into a product of two single electron Green func-
tions G, see Appendix A, which are defined by the back-
ground electronic structure, given by the Hamiltonian H0. It
is then straight forward to derive

Kpq(x, x′) =(−i)spσpG(x, x′)σqG(x′, x)/2δps+δqs , (6)

where sp denotes the trace over spin space and where σc = σ0
and σs = σ.

Next, since the Hamiltonian can be partitioned into charge
and spin components according toH0 =H

(0)
0 σ0 +H

(1)
0 ·σ, the

analogous partitioning can be made for the Green function G
in terms of charge and spin components G0 and G1, respec-
tively. Thus, we can write G = G0σ0 +G1 ·σ. Using these two
observations, one immediately obtains

spσpGσqG = spσp
(
G0 + G1 ·σ

)
σq

(
G0 + G1 ·σ

)
. (7)

By tracing over the spin degrees of freedom, the nature of the
lattice-lattice, spin-lattice, and spin-spin interactions can be
further analyzed in terms of the Green function components
that constitute the expressions.

As one of the purposes with this paper is to construct a co-
herent formalism for the coupled spin and lattice dynamics,
we present the results for all three types of couplings. The
details of the derivations can be found in Sec. III.
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C. Lattice-lattice coupling

Setting p = q = c in Eq. (7), the interaction tensor describes
the electronic contribution to the interatomic force constant
Φ(x, x′) ≡ Tcc(x, x′). Putting the coupling Ξc(r,r′) = λ(r,r′),
where λ(r,r′) is the local electron-phonon coupling, see Sec.
A 2 for more details, the interatomic force constant acquires
the form

Tcc(x, x′) =(−i)2
∫
λ(r,ρ)

(
G0(y,y′)G0(y′,y)

+ G1(y,y′) ·G1(y′,y)
)
λ(ρ′,r′)dρdρ′. (8)

The interatomic force constant is therefore a direct measure
of the total electronic structure to which the lattice vibrations
are coupled. Moreover, although there is no directionality
induced by the spin texture (G1) in the electronic structure,
its makes an important contribution to the overall interaction
strength. It can also be seen that the tensorial structure of
the interactions is governed by the structure factor λ of the
electron-phonon coupling, as the dyad λλ = λiλ j îĵ.

D. Spin-spin coupling

In case of the spin-spin coupling we put p = q = s in Eq.
(7), for which we obtain

M(x) ·Tss(x, x′) ·M(x′) =J(x, x′)M(x) ·M(x′)

+D(x, x′) ·
(
M(x)×M(x′)

)
+ M(x) · I(x, x′) ·M(x′), (9)

where the three contributions represent the isotropic Heisen-
berg, and the anisotropic Dzyaloshinskii-Moriya and Ising in-
teractions, respectively. The order of these contributions is
natural since they are the rank 0, 1, and 2 tensors emerging
from the general rank 2 tensor Tss. It should also be noticed
that the first (D) and second (I) rank tensors represent the
anti-symmetric and symmetric contributions to the exchange
[43]. Similarly as for the interatomic force constant Φ, we can
write

J(x, x′) =−
i
2

∫
ν(r,ρ)

(
G0(y,y′)G0(y′,y)

−G1(y,y′) ·G1(y′,y)
)
ν(ρ′,r′)dρdρ′, (10a)

D(x, x′) =
1
2

∫
ν(r,ρ)

(
G0(y,y′)G1(y′,y)

−G1(y,y′)G0(y′,y)
)
ν(ρ′,r′)dρdρ′, (10b)

I(x, x′) =−
i
2

∫
ν(r,ρ)

(
G1(y,y′)G1(y′,y)

+ [G1(y,y′)G1(y′,y)]T
)
ν(ρ′,r′)dρdρ′. (10c)

These expressions clearly illustrate that the Heisenberg in-
teraction is finite independently on whether the background
electronic structure has a spin texture (G1) or not, whereas

both the Dzyaloshinskii-Moriya and Ising interactions are fi-
nite only in materials with non-vanishing spin texture, that is,
either a simple spin-polarization and/or a non-collinear mag-
netic structure. Here, Ξs(r,r′) = ν(r,r′), where ν(r,r′) is the
direct exchange contribution from the Coulomb integral, see
Sec. A 2 for more details. Eq. (18b) is in agreement with the
expression for Dzyaloshinskii-Moriya in Ref. [44].

The anti-symmetric properties of D is also clearly illus-
trated by Eq. (18b), since interchanging the spatial coordi-
nates is accompanied by a sign change, that is, D(r,r′; t, t′) =

−D(r′,r; t, t′), which signifies the odd property under spa-
tial reversal. While this property can be obtained, e.g., in
structures with finite spin-orbit coupling, it can also be fi-
nite in general spatially inhomogeneous structures with non-
collinear magnetic texture [45]. These observations accord-
ingly suggest that a Dzyaloshinskii-Moriya interaction can be
engineered in hetero-structures and tunnel junctions [46–49].

The Ising interaction, finally, is the symmetric part of the
tensor and it is finite in materials with a finite spin-polarization
in the background electronic structure and both for a trivial or
non-trivial spin texture [45, 49–51]. Hence, a simple spin-
polarization along the ẑ-axis generates a finite Izzẑẑ while all
other components of I vanish. The contribution to the spin
model then is Izz(x, x′)S z(x)S z(x′), which is the usual Ising
model for collinear spins and the reason for calling it the Ising
interaction.

E. Spin-lattice coupling

Here, we finally discuss the new type of bi-linear interac-
tion that we propose in this paper, namely, the spin-lattice cou-
pling. Here, we set either p = c, q = s in Eq. (7), or the other
way around, and for completeness we write both forms given
by

Tcs(x, x′) =(−i)
∫
λ(r,ρ)

(
G0(y,y′)G1(y′,y) + G1(y,y′)G0(y′,y)

− iG1(y,y′)×G1(y′,y)
)
ν(ρ′,r′)dρdρ′, (11a)

Tsc(x, x′) =(−i)
∫
ν(r,ρ)

(
G0(y,y′)G1(y′,y) + G1(y,y′)G0(y′,y)

+ iG1(y,y′)×G1(y′,y)
)
λ(ρ′,r′)dρdρ′. (11b)

Here, we first notice that the electronically mediated spin-
lattice coupling exists only in materials with either broken
time-reversal symmetry and/or broken inversion symmetry,
which is manifest in the explicit dependence on G1. Sec-
ondly, it can be noticed that the first two contributions to Tcs
and Tsc are equal while the third contribution have opposite
signs to one another. This structure reflects the composition
of the tensor into one inversion symmetric and one inversion
anti-symmetric component.

It is, moreover, interesting that the inversion symmetric
component has an anti-symmetric time-reversal symmetry
while the opposite observation can be made for the inversion
anti-symmetric component. These properties are necessary
in order to maintain the even properties of the effective spin
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model under both inversion and time-reversal symmetry op-
erations. Hence, the result is that we can interchange the co-
ordinates in, say, the contribution Q(x) · Tcs(x, x′) ·M(x′) in
Eq. (3), and from the conclusions in this section it follows
that this contribution equals the other spin-lattice contribution,
such that it is only necessary to write 2Q(x) ·Tcs(x, x′) ·M(x′)
in the effective action. Therefore, the opposite signs of the
inversion anti-symmetric contributions to Tcs and Tsc ensures
that the correct symmetries are maintained for the spin-lattice
model.

Further aspects regarding the symmetry properties will be
discussed in Sec. IV.

III. STATIC BI-LINEAR COUPLINGS

The properties of the bilinear couplings Tpq(x, x′) that
we have introduced can be further analyzed in the static
limit (ω → 0), that is, T r

pq(r,r′) ≡ limω→0T
r
pq(r,r′;ω) =

limω→0
∫
Tpq(r,r; t− t′)eiω(t−t′)dt′. Then, the general static in-

teraction tensor can be written as

T r
pq(r,r′) =

∫
Ξp(r,ρ)Kr

pq(ρ,ρ′)Ξq(ρ′,r′)dρdρ′ (12a)

Kr
pq(r,r′) =−

2
2δps+δqsπ

spIm
∫

f (ε)σpGr(r,r′)σqGr(r′,r)dε,

(12b)

where the notation Gr(r,r′) ≡ Gr(r,r′;ε). This results is ob-
tained by noticing that in equilibrium, the retarded suscepti-
bility Kr

pq can be written as

Kr
pq(r,r′;ω) =

1
2δps+δqs

sp
∫

f (ε)− f (ε′)
ω−ε+ε′+ iδ

×σp
(
−2ImGr(r,r′)

)
σq

(
−2ImGr(r′,r)

)dε
2π

dε′

2π
.

(13)

Then, by application of the Kramers-Krönig relations, the re-
sult in Eq. (A9b) follows.

A tool that is convenient to introduce for further discussion
is a partitioning of the single electron Green functions accord-
ing to

G = G0σ0 + G1 ·σ = (G00 +G01)σ0 + (G10 + G11) ·σ . (14)

Here, the first superscript 0 (1) refers to charge (spin) quan-
tities, whereas the second superscript denotes whether the
Green function is even, 0, or odd, 1, under space reversal
or equivalently change of direction r � r′. Then the even
Green functions, G00 and G10, carry information about the
charge and spin densities, respectively, while the odd Green
functions, G01 and G11, are related to possible charge and
spin currents, respectively, that may occur in the system. This
means that only these Green functions may be finite under the
current operator ∼ ∇r −∇r′ in the limit r′ → r. In summary,
these four Green functions can be characterized in terms of
being even and/or odd under spin and space reversion as is il-
lustrated in Table I. In this Table we also summarize how they

TABLE I: Spin dependence and parity properties of the four compo-
nents in the expansion of the single electron Green function G.

Green function spin reversal space reversal time reversal
G00 even even even
G01 even odd odd
G10 odd even odd
G11 odd odd even

behave under time reversal. Under such an operation not only
the spin but also the currents change sign, so G00 and G11 are
invariant under time reversal while G01 and G10 change sign.

An advantage with this formalism is that it becomes straight
forward to study the effect of spin-orbit (spin-orbit) coupling.
This is because for topologically trivial magnetic systems in
equilibrium, the odd space reversal Green functions are odd
in the spin orbit coupling while the even functions are even.
Hence, in the absence of spin-orbit coupling only G00 and G10

will be finite.

This static interaction can for clarity and consistency with
earlier literature [52, 53] on bi-linear exchange couplings also
be expressed in a discrete atomic site or lattice formalism.
The ρ and ρ′ integrations in Eq. (12a) are then taken to be
over atomic sites i and j and the local interactions Ξp(r,ρ) are
assumed to be on-site only. In order to perform these inte-
grals we expand all quantities in local orbitals, e.g. spherical
or tesseral harmonics, which render all quantities to be matri-
ces in this orbital space, although the local interaction Ξ

p
i is

usually taken to be diagonal. Then we get a lattice represen-
tation of Eqs. (12a) or (A9b) as

T pq
i j =

1
2δps+δqs

sp tr Im
∫

f (ε)Ξp
i σp Gi jΞ

p
jσqG jidε , (15)

where the trace is now over both spin (sp) and orbital (tr )
space. In this matrix formalism the Green function is a ma-
trix over both spin and orbitals. Then when we decompose
it in the way of Eq. (14) each term is still a matrix over or-
bitals. This fact lead to that the decomposed Green functions
are not anymore simply even or odd under change of direction
or equivalently site exchange. Instead, in case of a real basis
we have that

G00
i j ={G00

ji }
T

G01
i j =−{G01

ji }
T

G10
i j ={G10

ji }
T

G11
i j =−{G11

ji }
T , (16)

where the matrix transpose is over the orbitals. For general
complex orbitals this relation will depend on the choice of ba-
sis, therefore we restrict to real basis in this paper and the ex-
pressions below for the interaction parameters are only valid
for this special case.

A. Lattice-lattice coupling
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Applying the introduced decomposition of the Green function to the interatomic force constant presented in Eq. (8) we obtain
the form

Φi j =−
4
π

tr Im
∫

f (ε)
(
λiG00

i j λ jG00
ji +λiG01

i j λ jG01
ji +λiG10

i j λ jG10
ji +λiG11

i j λ jG11
ji

)
dε , (17)

where the products between the Green functions G10 and G11

in the third and fourth term, respectively, should be consid-
ered as scalar products. The presence of the spin-dependent
components shows that also the spin texture in the material
can have a crucial influence on the lattice-lattice coupling in
the material, which lead to the well-known fact that the atomic
forces will be spin dependent for a magnetic system.

B. Spin-spin coupling

As displayed in Eq. (10) the indirect spin-spin exchange can
be partitioned into three contributions: isotropic Heisenberg,

anisotropic Dzyaloshinskii-Moriya and Ising interactions. By
application of the Green function decomposition introduced,
we find that these three interactions in the static limit can be
written as

Ji j =−
1

2π
tr Im

∫
f (ε)

(
νiG00

i j ν jG00
ji + νiG01

i j ν jG01
ji − νiG10

i j · ν jG10
ji − νiG11

i j · ν jG11
ji

)
dε, (18a)

Di j =−
2
π

tr Re
∫

f (ε)
(
νiG00

i j ν jG11
ji + νiG01

i j ν jG10
ji

)
dε, (18b)

Ii j =−
2
π

tr Im
∫

f (ε)
(
νiG10

i j ν jG10
ji + νiG11

i j ν jG11
ji

)
dε. (18c)

First, it is important to notice that the three contributions
are given as a scalar (J), vector (D), and a dyad (I), as would
be an expected partitioning of a second rank tensor. These
interactions are closely related to other expressions for J and
D in the literature [43, 53, 54], now expressed in decomposed
Green functions. Second, we notice that since G00 or G10

are always present in a magnetic systems, the Dzyaloshinskii-
Moriya interaction can be finite only when either G11 or G01

do not vanish. As mentioned above these two functions vanish
in the absence of spin-orbit coupling for topologically trivial
materials in equilibrium. Third, it is important to observe that

the Ising interaction in its most general form, as here, is repre-
sented by a dyad and due to its first term can be non-vanishing
also in the non-relativistic limit without spin-orbit coupling.

C. Spin-lattice coupling

Finally, the spin-lattice interactions in the static limit T cs
i j

derived from Eq. (11a), can in terms of the four Green func-
tions in Table I be written as

T cs
i j =−

4
π

tr Im
∫

f (ε)
(
λiG00

i j ν jG10
ji +λiG01

i j ν jG11
ji − iλiG10

i j × ν jG11
ji

)
dε. (19a)

It is easily seen that the tensor T sc is related to this tensor by
the transpose {

T sc
i j

}αβ
=

{
T cs

ji

}βα
, (20)

with the explicit Cartesian tensor components α and β. The
T cs tensor interactions can further be partitioned into two in-
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dependent terms, T cs = S+A, with

Si j =−
4
π

tr Im
∫

f (ε)
(
λiG00

i j ν jG10
ji +λiG01

i j ν jG11
ji

)
dε,

(21a)

Ai j =−
4
π

tr Re
∫

f (ε)λiG10
i j × ν jG11

ji dε. (21b)

Then it is noteworthy that the S interaction is even in the
spin-orbit coupling strength while the A in contrast is odd.
Hence, for systems with weak spin-orbit coupling, the first in-
teraction is expected to dominate if it is allowed by symmetry.
It is straight-forward from Eq. (21) to verify that the first term
is symmetric with respect to site exchange Si j = S ji while the
second is anti-symmetric Ai j = −A ji, by using the relations
for the decomposed Green functions of Eq. (16).

IV. SYMMETRIES

We want to study the symmetry of the spin-lattice part of
the static interaction Eq. (5), i.e. the heterogenous part

H sl
MQ =−

1
2

∑
i j

{
Qi ·T cs

i j ·M j + Mi ·T sc
i j ·Q j

}
. (22)

The fact that the two quantities entering this bi-linear form
have different symmetries might cause some confusion. The
lattice distortion Qi is even under time reversal θ but odd un-
der space inversion ι while the magnetic moment Mi is in-
variant with respect to space inversion but change sign under

operation of time reversal. Hence since the interaction en-
ergy is scalar, the interaction coefficients have to be odd under
both space inversion and time reversal which single out the
heterogenous bi-linear spin-lattice interaction compared to the
homogenous bi-linear spin-spin {T ss} and lattice-lattice {T cc}

interactions, that are both invariant under these operations.
However, when accepting this difference there is nothing that
forbid such heterogenous interactions, as will be demonstrated
below, first through derivation of explicit expressions for these
interaction parameters and then by considering the symmetry
of the interactions. The odd time reversal property is simply
stated as θT cs

i j = −T cs
i j while the space inversion has to be dis-

cussed in more details below.
First we notice for each pair {i j} of sites we have four inter-

action terms

Qi ·T cs
i j ·M j + Q j ·T cs

ji ·Mi + Mi ·T sc
i j ·Q j + M j ·T sc

ji ·Qi .

(23)

Then from the relation (20)

Qi ·T cs
i j ·M j + M j ·T sc

ji ·Qi = 2Qi ·T cs
i j ·M j , (24)

so the total spin-lattice interaction written as a sum over pairs
becomes

H sl
MQ =−

∑
{i j}

∑
αβ

(
{T cs

i j }
αβQα

i Mβ
j + {T cs

ji }
αβQα

j Mβ
i

)
. (25)

Now we can decompose the pair interaction into a part that is symmetric Si j and one that is antisymmetricAi j with respect to
interchange of sites, i.e. with T cs

i j = Si j +Ai j we have that T cs
ji = Si j−Ai j. Then Eq. (25) becomes

H sl
MQ =−

∑
{i j}

∑
αβ

[
{Si j}

αβ
(
Qα

i Mβ
j + Qα

j Mβ
i

)
+ {Ai j}

αβ
(
Qα

i Mβ
j −Qα

j Mβ
i

)]
=−

∑
{i j}

{
Qi ·Si j ·M j + Q j ·Si j ·Mi + Qi ·Ai j ·M j−Q j ·Ai j ·Mi

}
(26)

In contrast to the homogeneous bi-linear interactions these interaction parameters Si j andAi j are both general rank two tensors
in 3D space and can hence both be decomposed into three contributions, scalar (S i j and Ai j), vector (Si j and Ai j) and symmetric
second rank tensor interactions (S (2)

i j and A(2)
i j ). By first decomposing these interaction tensors into symmetric and anti-symmetric

parts Si j = sSi j + aSi j with respect to exchange of components, the interaction energy can be expressed as

H sl
MQ = −

1
2

∑
{i j}αβ

{
sS

αβ
i j

(
Qα

i Mβ
j + Qβ

i Mα
j + Qα

j Mβ
i + Qβ

j Mα
i

)
+ sA

αβ
i j

(
Qα

i Mβ
j + Qβ

i Mα
j −Qα

j Mβ
i −Qβ

j Mα
i

)
+

+ aS
αβ
i j

(
Qα

i Mβ
j −Qβ

i Mα
j + Qα

j Mβ
i −Qβ

j Mα
i

)
+ aA

αβ
i j

(
Qα

i Mβ
j −Qβ

i Mα
j −Qα

j Mβ
i + Qβ

j Mα
i

)}
=

= −
∑
{i j}

{
S i j

(
Qi ·M j + Q j ·Mi

)
+ Ai j

(
Qi ·M j−Q j ·Mi

)
+ Si j ·

(
Qi×M j + Q j×Mi

)
+ Ai j ·

(
Qi×M j−Q j×Mi

)
+ . . .

}
= −

∑
i j

(
Qi · (Si j +Ai j

)
·M j = −

∑
i j

(
S i j + Ai j

)
Qi ·M j−

∑
i j

(
Si j + Ai j

)
·Qi×M j−

∑
i j

Qi ·
(
S (2)

i j + A(2)
i j

)
·M j , (27)

where the dots refer to the for moment neglected second rank contributions and note that in the last line we do the full site
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sum again. Scalar and vector interactions have been intro-
duced in line with conventions. The scalar interactions are
related to the trace of the symmetric part of the tensors, while
the vector interactions are the dual form of the anti-symmetric
part of the tensors. So for the symmetric tensor Si j we de-
compose it in terms of

S i j =
1
3

Tr sSi j , (28)

and

S γ
i j = Si j · γ̂ =

1
2

∑
αβ

εαβγ aS
αβ
i j . (29)

where εαβγ is the anti-symmetric Levi-Civita symbol and γ̂ is
the unit vector along Cartesian axis γ. Finally the second rank
tensor interactions S (2)

i j is given as

S (2)
i j = sSi j−S i j1 , (30)

where 1 is the 3D unit matrix.
In order to discuss the symmetry under space inversion, let

us consider that the inversion operation ι brings site i to an
equivalent site i′ and correspondingly for site j. In Appendix
D it is shown that in this case both spin-lattice interaction ten-
sors are indeed odd under space inversion, i.e.,

ιSi j =−Si′ j′

ιAi j =−Ai′ j′ . (31)

For the special case where there exists a center of inversion at
the bond center in between sites i and j, inversion brings site
i to site j and

ιSi j =−S ji = −Si j

ιAi j =−A ji =Ai j , (32)

Hence in this case the interaction tensor Si j has to vanish. If
instead there exist a bond center invariant under the combined
operation of space inversion and time reversal ιθ, then instead

ιθSi j =S ji = Si j

ιθAi j =A ji = −Ai j , (33)

i.e.Ai j has to vanish.
This reminds about the fact that the Dzyaloshinskii-Moriya

interaction Di j of Eq. (18b), also vanishes if there is an in-
version symmetry at the bond center. However, a difference
is that the Dzyaloshinskii-Moriya interaction is even under
the inversion per se. It is the asymmetry under site exchange
which makes it vanish, ιDi j = D ji = −Di j.

In the full magnetic symmetry group the elements generally
consist of combined operations, e.g. rotations and inversion
or rotations and time reversal etc as illustrated in the exam-
ples below. The rotational part of this operation behaves as
expected, either on the full interaction tensor or the scalar and
vector interactions in its decomposition, while as noted both
inversion and time reversal operations are odd for the spin-
lattice interaction.

Finally it is important to remember that for the heteroge-
nous spin-lattice interaction the inter-site exchange symme-
try is unrelated to the symmetry of the tensor. So the inter-
action contribution that is symmetric in site exchange, Si j,
contributes both to the scalar interaction Qi ·M j as well as
the cross product interaction Qi ×M j. This is in contrast to
the homogeneous spin-spin interaction where the interaction
symmetric in sites, e.g. Heisenberg, only contributes to the
symmetric scalar interaction Mi ·M j etc. Anyhow we have
chosen to differ between the two contributions as they be-
have differently with the strength of the spin-orbit coupling.
The symmetric interaction Si j exists also in absence of spin-
orbit coupling while the anti-symmetricAi j is linear in a weak
spin-orbit coupling strength as shown by Eq. (21).

V. EXAMPLES

A. Numerical Details

The bilinear couplings (A9a) are implemented in our real
space tight binding code [92]. Here, we solve the non-
orthogonal eigenvalue problemHψ = εOψ where ψ is a linear
combination of atomic orbitals (LCAO ansatz) within a sp3d5
orbital basis set. The Hamiltonian H0 and the overlap ma-
trix O are build up from the Slater-Koster scheme [55], where
the Slater-Koster parameter are consider distance dependent
according to the formalism of Mehl et al. [56, 57]. The
full Hamiltonian H = H0 +Hsoc +Hmag includes also spin-
orbit coupling Hsoc = ξL ·S and magnetic exchange split-
ting Hmag = I

2M ·S, respectively. Both the spin-orbit cou-
pling parameter ξ and the Stoner excitation energy I are ob-
tained from fitting of the electronic structure to ab-initio band
structures obtained from a full-relativistic multiple scattering
Green’s function method (Korringa-Kohn-Rostoker method,
KKR)[58]. M = mes is the spin magnetic moment. Magnetic
moment rotations come from a unitary transformation of the
Hamiltonian with relativistic rotation matrices R, consisting
of rotations in spin and orbital space [59]. Variations of the
magnetic moment es = es(θ,φ) are addressed by ∂H/∂θi and
∂H/∂φi. A local approximation for λi is used by the deriva-
tive of the Hamiltonian ∂H/∂Qi due to lattice degrees of free-
domQi, obtained from Ref. [60]. In the simulations we focus
on low dimensional clusters of Fe, e.g., chains, with periodic
boundary conditions, where the tight binding parameters are
from Refs. [31, 61, 62].

Since pure spin and lattice exchange couplings [63–66] are
already well understood, we will focus in the following only
on the bilinear spin-lattice coupling mechanism, and then es-
pecially the influence on the lattice from the spin order.

B. Double anti-ferromagnetic lattice

It is discussed in literature [67] that the magnetic ground
state in fcc Fe is double anti-ferromagnetic. It is collinear with
all moments along, say, the ẑ-direction, where the variations
along, say, the x̂-direction, is ↑↑↓↓ and translations of this unit
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cell (cf. Fig. 2). The symmetry group for this spin structure is
{e, ι, θt2, ιθt2}⊗T , where T = {nt4;n ∈ Z} is all pure translations
of the unit cell and t2 is a non-trivial translation by two sites.
e, ι, and θ are the identity, inversion and the spin (time) rever-
sal operator, respectively. Note that this choice of symmetry
group is quantization axis free and, consequently, suitable for
non-relativistic treatment. The inversion center can be chosen
as in between atoms 1 and 2 or equivalently in between atoms
3 and 4 (see Section IV).

Without spin-orbit coupling, rotational variation of the
magnetic moment δθ,δφ makes ν(r,ρ) in Eq. (18) propor-
tional to the Pauli matrices σx,σy. Hence, they do not con-
tribute to spin-lattice coupling due to the spin-diagonal from
of the Green’s function. It turns out that for the double anti-
ferromagnetic structure T cs

i j is related to longitudinal fluctua-
tions of the magnetic moments, which is proportional to σz
(Fig. 2). To apply the group symmetry analysis, it is useful
to treat the couplings to be at the center of the bonds between
atoms (cf. Fig. 2). Here, the symmetric scalar interactions
S i j vanish at the bond centers 1-2 and 3-4, due to inversion.
However in between 4-1 and 2-3 they can exist and are re-
lated by θt2, i.e. S 41 = −S 23 = s. So there will be forces
Fi = −∂Hsl

MQ/∂Qi on all four atoms

F1 = −S 14m4 = +s
F2 = −S 13m3 = −s
F3 = −S 32m2 = +s
F4 = −S 41m1 = −s , (34)

which leads to a dimerization; atoms 1 and 2, respectively,
3 and 4, move towards each other (cf. Fig. 2 (a) - black
arrow). This was also approved numerically (Fig. 2 (a))
by comparing different collinear magnetic textures, a ferro-
magnetic (FM), anti-ferromagnetic (AFM), and double anti-
ferromagnetic (DAFM) structure.

Note that the magnetic moment length is set to 0.001µB
for a proper ground state description. T cs

i j scales linear the
moment length; thus the nearest neighbour coupling TNN is
≈ 10eV for the magnetic moment length m = 2.3µB for Fe.
In the first two cases, say FM and AFM, the exchange T cs

i j
is antisymmetric around zero and, consequently, no net-force
exists. However, it effects the dynamics of the spin and lattice
degree of freedom. Oscillations occur for the AFM structure
which is linked to the alternating spin state. T cs

i j in the DAFM
is not antisymmetric around the origin, but around the bond
center, described in our symmetry analysis. This originates an
alternating finite force of F = 0.39µeV/a.u. (F = 1.33eV/a.u.
for finite moment) between the atoms and causes dimerization
of the atoms.

C. Planar spin density waves

In the previous case we kept the crystal and spin structure
to be simple. If we extend the two magnetic structures to an
infinite spiral, represented by

Mi = Mzẑcos(qxi) + Meêsin(qxi) (35)
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FIG. 2: (Color online) (a) Magnetic moment structure (bold arrows)
and related forces (black arrows) coming from bilinear spin-lattice
coupling for the double antiferromagnetic. Atoms are indicated by
gray balls. The color of the magnetic moments indicate the orienta-
tion (ẑ - green arrow; −ẑ - red arrow). (b) Bilinear spin-lattice cou-
pling vs. distance along the variation ↑↑↓↓ for different magnetic
states: ferromagnetic (FM, green dots), anti-ferromagnetic (AFM,
red dotes), and double anti-ferromagnetic (DAFM, blue dotes).

where xi is the x-component of the position of atom i, ri, q is
the magnitude of the wave vector q = qx̂ and ê is either i) x̂
or ii) ŷ. For Me = 0 the magnetic structure would correspond
to a sinusoidal spin density waves (sSDW) (Fig. 3 a). Here,
two phases are possible, either with a belly or node at x0 = 0,
respectively. We notice that the symmetry groups for the si-
nusoidal spin density wave is for the belly

{
e,c2z, θc2x, θc2y

}
×

{e, ι} and for the node
{
e,c2z, θc2x, θc2y

}
× {e, iθ}. Here, cnν de-

fines the n-fold rotation axis along ν. Note that the sinusoidal
magnetic structure is invariant with respect to ι or ιθ for the
belly or nodal type, respectively.

Let us focus on the symmetric scalar interaction for the
belly sinusoidal SDW with a node at qx = 0 and a maximum at
qx = π/2. Thus (not shown here), the symmetric scalar inter-
action behaves as s j = ssinq(x j +d/2) and the force at atom j
due to its nearest neighbour interactions are,

F j = −
(
S j j−1M j−1 + S j j+1M j+1

)
= −2sM sin2qx j cosqd/2 , (36)

where d is the distance between two atoms. These forces os-
cillate with 2q, however they disappear for qd/2 = π/2, i.e. for
qd = π which correspond to a commensurate AFM, where the
variation of magnetic moments disappear, i.e. m j = 0. Note
that we recounter the double layered AF for qd = π/2 if the
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FIG. 3: (Color online) a) Magnetic moment structure (bold arrows)
for the planar spin density wave. b) Lattice forces at different po-
sition in a sinusoidal spin density wave calculated from the force
related to the bilinear spin-lattice coupling (blue triangles) and from
the Hellmann-Feynman theorem (red dots). The oscillation period
extends over 10 atoms, indicated by the vertical dotted line. Lines
are edit to guide the eye.

phase shift the sSDW with φ = −3d/2. This periodicity is also
recovered by our numerical method (3 b).

Note that the calculations are done for a finite magnetic mo-
ment of 2.23µB and all neighbours contribute to the summa-
tion needed to get the force from the bilinear coupling term.
This results in slight variation from the sin-like behavior of
the force observed from group symmetric analysis. The peri-
odicity of 2q, however, was reproduced. The obtained forces
are in good agreement with the forces obtained directly from
Hellmann-Feynman theorem. Disparities are due to higher
orders exchange couplings that are included in the Hellmann-
Feynman force as well as due to long-range exchange.

D. Cycloidal and helical spin density wave

Continuing the discussion about spiral spin configurations
(35), we set Mz = Me = M, which correspond to either a cy-
cloidal spiral ê = x̂ or helical spiral ê = ŷ, respectively, with
the symmetry groups

{
e,c2z, iθc2x, iθc2y

}
for the cycloid and{

e,c2z, θc2x, θc2y
}

for the helix state.
a. Cycloid For a general position of an atom j at r j,

the bond center to the nearest neighbour is conserved by the
group

{
e, ιθc2y

}
and allows both a scalar T cs;s

j j±1 and a vectorial
coupling along y, T cs;v

j j±1 × ŷ = 0. We assume the spiral to be
commensurate and point to the atomic position rn such that
qxn = π/2. Caused by the symmetry operation θc2z, the sign
of the nearest neighbour scalar interaction, T cs;s

nn+1 = −T cs;s
nn−1,

changes, while the nearest neighbour vector interaction does

FIG. 4: (Color online) Magnetic moment structure (bold arrows) for
the cycloidal spin wave.

not T cs;v
nn+1 = T cs;v

nn−1; it behaves opposite as around the point r0.
This can be explained only by an oscillatory behaviour of the
interaction parameters along the wave vector.

There are two possibilities, either the interactions are sym-
metric (see section IV), S j j+1 and S j j+1, or anti-symmetric,
A j j+1 andA j j+1. This gives rise to the following forces on the
atom at r j arising from nearest neighbour interactions due to
last part in Eq. (27):

F S s
j = −

(
S j j−1M j−1 + S j j+1M j+1

)
= −sMe(qx j)

[
2cos(qd)−1

]
cos(qd/2) (37a)

F S v
j = −

(
M j−1×S j j−1 +M j+1×S j j+1

)
= syM

{[
2cos(qd)−1

]
e(qx j) + ẑcos(qd)

}
cos(qd/2)

(37b)

F As
j = −

(
A j j−1M j−1 + A j j+1M j+1

)
= −aMe(qx j)

[
2cos(qd)−1

]
cos(qd/2) (37c)

F Av
j = −

(
M j−1×A j j−1 +M j+1×A j j+1

)
= −ayM

{
e(qx j)(2cos(qd) + 1) + ẑ

}
sin(qd/2), (37d)

where e(qx j) =
{
ẑcos(2qx j) + x̂sin(2qx j)

}
. Here, s and a are

the magnitude of the oscillating antisymmetric and symmet-
ric, scalar and vectorial couplings. The symmetric scalar force
(37a) does not vanish in the limit q→ 0. The symmetric vector
(37b) and anti-symmetric vector force (37d) vanishes in the
limit q→ 0, but has otherwise in addition to the oscillations
also a constant term in ẑ-direction, where the z-component
goes as {(2cosqd + 1)cos(2qx j) + 1}sinqd/2.

b. Helix For the helical spin spiral state, the anti-
symmetric interaction has two non-vanishing components,
since θc2xAi j = Ai j, and from the symmetry relations at
qx = 0 and qx = π/2 they have to exhibit also an oscillatory
behaviour. This leads to a force at atom j as

F Av
j = −

(
M j−1×A j j−1 +M j+1×A j j+1

)
= −M

{
(cosqd + 1)(ay + az)−ay

}
sin(qd/2)sin(2qx j)x̂ ,

(38)

which is also purely oscillatory.
To summarize, for the magnetic textures with wave vector

q discussed in Secs. V C and V D, we observe an oscillating
force with the double wave vector. In particular for the cy-
cloidal spin wave, we obtained a constant force in addition to
the oscillating force. When the conical wave has xz as the ro-
tational plane and x as propagating vector, this “offset force”
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will be along the z-direction. This is in good accordance with
the inverse Dzyaloshinskii-Moriya effect discussed by Kat-
sura et al. [68], Mostovoy [69], and Sergienko et al. [70], who
demonstrated that a cycloidal spiral gives rise to a polarization
P ∝ (ẑ× ê)×q with contributions both from electronic charge
displacement [68, 70] and from ionic displacement [69, 70].
This ferroelectric polarization for cycloidal spirals is unique,
since neither a helical spiral nor sinusoidal spin wave states
give rise to polarization.

VI. COMPARISON WITH EXPANSION OF SPIN
EXCHANGE PARAMETERS

As mentioned before this bilinear formulation of spin-
lattice coupling differ from the standard approach. In the stan-
dard formulation the effective model hamiltonian correspond-
ing to Eq. (5) takes the form

H̃MQ = −
1
2

∑
i j

(
Qi ·T cc

i j ·Q j + Mi · T̃ ss
i j [{Q}] ·M j

)
, (39)

where T̃ ss depend on all the ionic displacements {Q}. Such
an expression gives that there is a contribution Fsc

k to the total
force on site k from an effective spin lattice coupling,

Fsc
k =

1
2

∑
i j

Mi ·
∂T̃ ss

i j

∂Qk
·M j , (40)

which in general involves a double sum and can be fairly
cumbersome to calculate. However, physically such a deriva-
tive can be analyzed in some simple limits. First, in case of
pure Heisenberg exchange in nearest neighbor approximation
where the isotropic exchange J parameter is dependent on the
distance between the two atoms, the exchange tensor can be
written as

T̃ ss
i j [{Q}] = J(|Ri j + Qi−Q j|)1 , (41)

with the unit tensor 1. For such a model the force of Eq. (40)
is only non-vanishing for the two interacting atoms and leads
to a derivative

∂T̃ ss
i j

∂Qi
= −

∂T̃ ss
i j

∂Q j
≈ J′(|Ri j|)1R̂i j. (42)

The resulting force is in the direction as to gain in Heisenberg
exchange energy. Such a force give rise to qualitatively similar
results as the present method in the examples of double anti-
ferromagnet in V B and sinusoidal spin density wave in V C.
Second, in the case of the anisotropic Dzyaloshinskii-Moriya
interaction DDM between two magnetic sites i and j over a
bridging ligand site k, the interaction vector can in the super-
exchange approximation be written as [70]

DDM ≈ DRi j×Qk , (43)

which gives rise to a force on the ligand atom

Fsc
k =

1
2

DRi j×
(
Mi×M j

)
. (44)

This result is in qualitative agreement with the present result
of the cycloid in V D. In this case Ri j lies in the plane spanned
by Mi and M j and a resulting non-oscillating force would
be in the same plane but perpendicular to the bond direction,
i.e. what is called ẑ in the example above.

To conclude this section we note that in those insulat-
ing magnets where the spin texture simultaneously breaks
time and spatial reversion, third order spin lattice coupling in
Eq. (40) is commonly considered when describing ferroelec-
tric polarization and multiferroic phases [68–71], and also to
be responsible for the dynamic magneto-electric response in
the electromagnetic field driven dynamics in the GHz and THz
regime [11, 12, 72, 73]. Hopefully, we have here made plau-
sible that the same effects can also be treated in a bi-linear
spin-lattice coupling, but a more direct comparison of the two
different approaches is left for future studies.

VII. EQUATIONS OF MOTION

A. General dynamical equations

Here, we make a brief derivation of the equations of mo-
tion that can be obtained from the effective action in Eq. (3).
Hence, in order to access the physics in the spin-lattice sys-
tem we have to convert the time-integration on the Keldysh
contour to real times. While all steps in the conversion are
shown in Appendix B, we here notice that the transformation
leads to a natural introduction of slow and fast spin and lattice
variables which, in principle, have to be treated coherently
for a complete description. Nevertheless, here we will only
address the dynamics of the slow variables in presence of a
mean field generated by the fast variables. Accordingly, by
differentiating the effective action with respect to the fast vari-
ables we can retain a description solely in the slow variables.
The conversion to real times does, however, introduce contri-
butions to the model which are quadratic in the fast variables,
see Appendix B, such that there remain contributions in the
description explicitly depending on these even after differenti-
ating. The simplest solution to this problem is to neglect their
existence under the assumption that their overall contribution
to the dynamics is negligible. While this approach is some-
what uncontrolled and non-systematic, the equations of mo-
tion presented in the main text are obtained in this fashion. A
more sophisticated and controlled way to deal with this issue
is by application of the Hubbard-Stratonovich transformation,
see Appendix C, which leads to that the quadratic terms are
replaced by linear ones, however, at the cost of introducing
random fields corresponding to quantum fluctuations related
to the quadratic spin and lattice interactions.

Here, we adopt the former approach and refer to Appendix
C for the details concerning inclusion of the quadratic terms.
Our strategy can be justified from the perspective that we here
aim to address the general structure of the coupled equations
of motion for the spin-lattice system with focus on the con-
tribution that arise from the bi-linear coupling between these
subsystems. The resulting equations of motion can be gener-
alized to also include stochastic field of, e.g., Langevin type
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both addressing the quadratic interaction but also randomness
caused by temperature among others. We refer to Appendix
C for a discussion of quantum fluctuations caused by rapid
spin-spin correlations.

It should also be noticed that through the conversion into
real times the interaction fields Tpq are transformed into re-
tarded/advanced forms, T r/a

pq , which are naturally accessible
from electronic structure calculations in terms of the Green
functions, see Sec. II. In this form, we obtain a practical and
convenient method to systematically address spin and lattice
dynamics at the same level of sophistication and approxima-
tion.

Taking the saddle point solution of the total effective spin-
lattice action with respect to the fast spin and displace-
ment variables, see Appendix B for details, and requiring
∂t |M(x)|2 = 0 for the spin variable, we derive a set of coupled
equations of motion given by

Ṁ(x) =M(x)×
[
−γBext(x)

+

∫ (
T r

sc(x, x′) ·Q(x′) +T r
ss(x, x′) ·M(x′)

)
dx′

]
,

(45a)

MionQ̈(x) =γEEext(x) +

∫
Vrr′ ·Q(x′)δ(t− t′)dx′

+

∫ (
T r

cs(x, x′) ·M(x′) +T r
cc(x, x′) ·Q(x′)

)
dx′,

(45b)

in the presence of external magnetic and electric fields Bext
and Eext, respectively. Here, Ṁ ≡ ∂tM and Q̈ ≡ ∂2

t Q, whereas
the dyad Vrr′ ≡ ∇r(∇r′V0) represents the ionic contribution to
the interatomic force constants. The system in Eq. (45) for
M and Q provides a general framework for a coupled treat-
ment of magnetization and lattice dynamics. One should note
that Eq. (45) emphasizes that the temporal and spatial evolu-
tion of both Q and M depend non-locally on both the time-
dependent magnetization and ionic displacements for the en-
tire structure. The consequence of this non-local description
is that all retardation effects within the spin-lattice system that
are associated with their coupling to the electronic structure
are included in Eq. (45), despite the seemingly absence of
contributions arising from, e.g., damping and moment of iner-
tia [26]. Conceptually, these and other retardation effects are
included in the full integration over space and time, however,
as we shall see in Sec. VII B it can be shown that damping
and moment of inertia are related to temporal expansion of
the spin moments. Analogously, the spin-transfer torques can
be related to gradient expansion of the magnetization. In this
context it is interesting to observe that the time evolution of a
local mode [74], is non-locally influenced by the magnetiza-
tion at different points in space and time. Due to the coupling
it can, moreover, be concluded that the ionic dynamics can
be controlled by external magnetic fields, e.g., Bext(x), some-
thing that was experimentally demonstrated in Ref. [75], and
reciprocally that magnetic ordering can be driven by electric
fields, such as for instance when the electric component of a
THz electromagnetic pulse couple to a dipole active phonon

mode and excite electromagnons [11, 72, 73].
Here it is worth to point out that the uncoupled version of

Eq. (45b), which describes the ionic vibrations, or, phonons
is related to the linear response equations commonly used for
such calculations [76]. At first glance they look different, but
it easy to show that they are closely connected to one for-
mulation of linear response, the so-called dielectric approach
[77, 78].

The equations of motion presented in Eq. (45) represent
a generalized form of the equations of motion typically used
in practical simulations and we will address this issue in Sec.
VII B. Before entering the next level of approximations, how-
ever, it is useful to discuss the general structure of the derived
equations.

The first observation one can make is that one retains
the uncoupled equations of motion whenever the interaction
fields T r

sc/cs → 0. In this limit, respective descriptions for
lattice and spin dynamics are recovered, however, here pro-
vided in a more generalized form since the full retardation
(memory) is included in the equations of motion. Secondly,
we notice that the coupling terms

∫
T r

sc(x, x′) ·Q(x′)dx′ and∫
T r

cs(x, x′) ·M(x′)dx′ essentially add the effect of an addi-
tional magnetic and electric field to the respective equation.
These fields are, however, strongly dependent on the proper-
ties contained in the interaction tensors T r

sc/cs and their cou-
plings to the ionic displacements Q and magnetic moments
M. The meaning of the statement lies in the fact that these
fields may be possible to control through the properties of the
electronic structure. In effect, it also leads to that these in-
duced fields can be cancelled or amplified by appropriately
choosing and controlling the external electromagnetic fields.
Along with the first statement then, this should open for op-
portunities to make continuous transitions between coupled
and uncoupled dynamics by tuning the external fields [79]. As
a further implication of this transitioning between the coupled
and uncoupled regimes it should become possible to make di-
rect measurements of the frequencies of the uncoupled sys-
tems and frequency shifts associated with the coupled dynam-
ics.

B. Adiabatic limit

The temporal non-locality inherited in the equations of
motion, Eq. (45), is of principle value for investigations
of the dynamics as it carries the full memory of the time-
evolution. In this sense the equations of motion are non-
Markovian. Nonetheless, for practical simulations the non-
Markovian character presents undesired complications since
it requires integrations over all time in addition to keeping
track of the full memory of the past at each evaluation of the
time-evolution. Moreover, as the equations of motion given
in Eq. (45) are opaque regarding the physical interpretation,
the physical meaning of the dynamical exchange interactions
T r

pq(x, x′) is non-trivial to grasp. Therefore, it is meaningful
to resort to approximations in the time-domain, if not over all
space and time. As we remarked in Sec. II B, we shall refer
to the adiabatic limit in our discussions of slow temporal and
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spatial variations of the spin and lattice quantities.
Assuming a slow time-evolution of the spin and displace-

ment variables, we can Taylor expand in the temporal ar-
gument to linear order f (t′) ≈ f (t) − τ ḟ (t), where τ = t −
t′. We will, moreover, restrict to the case of small spin
fluctuations around a ferromagnetic ground state such that
Ṁ(r′, t) ≈ Ṁ(x), as well as slow variations in the displace-
ments such that Q̇(r′, t) ≈ Q̇(x). Finally, we assume that
the interaction tensors have a simple time-dependence, that
is, T r

pq(x, x′) = T r
pq(r,r′; t − t′) which allows to introduce

T r
pq(r,r′) = limω→0T

r
pq(r,r′;ω) ≡ limω→0

∫
T r

pq(x, x′)eiωτdt′.
Effecting these assumptions into Eq. (45), the result can be
written as

Ṁ(x) =M(x)×
(
−γB(x) + Ĝss(r) ·Ṁ(x) + Ĝsc(r) · Q̇(x)

)
,

(46a)

MionQ̈(x) =γEE(x) +

∫
Urr′ ·Q(r′, t)dr′

+ Ĝcc(r) · Q̇(x) + Ĝcs(r) ·Ṁ(x). (46b)

In this set of coupled equations we have introduced the ef-
fective magnetic and electric fields B and E which both con-
tain the corresponding external fields and while B also in-
cludes both mean fields induced by the surrounding spin and
displacement fields, the effective electric field E only addi-
tionally includes the mean field of the surrounding spin struc-
ture. The effective fields are given by

B(x) =Bext(x)−
1
γ

∫ (
T r

ss(r,r
′) ·M(r′, t)

+T r
sc(r,r′) ·Q(r′, t)

)
dr′, (47a)

E(x) =Eext(x) +
1
γE

∫
T r

cs(r,r
′) ·M(r′, t)dr′. (47b)

In this sense the effective magnetic field reduces to the con-
ventional definition in the uncoupled limit while effects of the
displacement induced pseudo-magnetic field is included in the
coupled regime. Simultaneously, the effective electric field is
in the coupled regime modified by the induced electric field
from the surrounding spins. Possible displacement induced
modifications to the electric field is not included in this con-
tribution. Instead we redefine the ionic contribution to the in-
teratomic force constant to include this field in the expression

Urr′ =Vrr′ +T
r
cc(r,r′). (48)

The dissipative contributions, comprising the rates of
change of the spin and displacement variables, can be col-
lected into four the different damping tensors

Ĝpq(r) =i lim
ω→0

∂ω

∫
T r

pq(r,r′;ω)dr′, p,q = s,c. (49a)

The properties of the indirect exchange T r
pq(r,r′) and damp-

ing Ĝpq(r,r′) can now be discussed in terms of the dynamical
interaction T r

pq(r,r′;ω) and employing the decoupling intro-

duced the in Sec. II B, we can express it as

T r
pq(r,r′;ω) =−

∫
f (ε)− f (ε′)
ω−ε+ε′+ iδ

Ξp(r,ρ)

2δps

Ξq(ρ′,r′)
2δqs

× spσpImGr(ρ,ρ′;ε)σqImGr(ρ′,ρ;ε′)
dε
2π

dε′

2π
dρdρ′.

(50)

Thus, taking the static limit, ω→ 0, we can write the exchange
interaction according to (see Appendix III for more details)

T r
pq(r,r′) =−

1
2

Imsp
∫

Ξp(r,ρ)

2δps

Ξq(ρ′,r′)
2δqs

× f (ε)σpGr(ρ,ρ′;ε)σqGr(ρ′,ρ;ε)
dε
2π

dρdρ′.

(51)

Analogously, we find the damping tensor given by

Ĝpq(r,r′) =−
1
2

sp
∫

Ξp(r,ρ)

2δps

Ξq(ρ′,r′)
2δqs

× f ′(ε)σpImGr(ρ,ρ′;ε)σqImGr(ρ′,ρ;ε)
dε
2π

dρdρ′.

(52)

Written in these forms it becomes clear that while the indirect
exchange interaction strongly depends both on the structure
of the electronic density of states as well as its occupation,
Fermi sea property, the properties of the damping is strongly
determined by the electronic structure near the Fermi surface,
Fermi surface property.

VIII. SUMMARY AND CONCLUSIONS

In summary we have constructed a formalism that merges
spin and lattice dynamics in a consistent form at the same con-
ceptual level. Starting from a microscopic model of a material,
comprising interactions between the delocalized electrons and
local magnetic structure, on the one hand, and the lattice dis-
tortions, on the other, we derive an effective model which
includes the well-known contributions for bi-linear spin-spin
and lattice-lattice interactions. The novel aspect of our effec-
tive model are contributions that summarize the interactions
between the spin and lattice degrees of freedom in a bi-linear
form. We, moreover, showed that the interactions are of ten-
sorial nature which preserve time-reversal and inversion sym-
metries between the spin and lattice subsystems.

Our findings provide a fundamental new and novel perspec-
tive in the theoretical modelling of coupled spin and lattice
reservoirs for both, dynamical and static properties. For this
purpose, multiple achievements were put into practise: i) both
spin and lattice reservoirs are treated on the same footing by
means of local couplings of the electronic structure with the
magnetization on one hand and with lattice distortions on the
other hand. These local couplings lead to an effective elec-
tron mediated spin-lattice coupling. Such type of spin-lattice-
coupling was obtained from the effective action of the system,
shown not to violate fundamental symmetry operations of the
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total energy. Couplings of this nature were, moreover, numer-
ically determined and analytically corroborated from model
electronic structure theory for certain magnetic textures, that
exists in nature and are already catalogued [67, 80–82]. On
the sidelines, a Green function formalism for pure spin-spin
and lattice-lattice second-order rank couplings in agreement
with already established methods [43, 65] was realised. ii)
The derived equations of motion account for the most gen-
eral dynamics of the coupled spin-lattice reservoir, including
space-time retardation that causes, for instance, energy dissi-
pation through the Gilbert damping [83, 84] as well as higher
order conservative forces as the moment of inertia [26, 31]. In
principle, also thermal microscopic fields beyond the white-
noise and Markovian ansatz [85, 86], due to the fluctuation-
dissipation theorem, are considered. The Gilbert damping
Ĝss, given in terms of multiple scattering was provided in
Ref. [26], but the corresponding ionic displacement damping
Ĝcc and the mixed spin-lattice damping tensors Ĝcs and Ĝsc,
are provided as generalizations of these expressions.

The proposed analytical formalism and first numerical re-
sults encourage for more detailed theoretical studies. In par-
ticular, it motivates to include bilinear spin-lattice coupling in
combined classical atomistic spin-lattice dynamics [38, 87],
but also to account for exact energy dissipations caused space-
time retardation in the equation of motion. All proposed terms
{T pq} and {Ĝpq}, p,q = s,c, can be implemented in first princi-
ples calculations in a similar manner as for the magnetic ex-
change interactions, which is nowadays a standard tool in var-
ious codes. A detailed materials-specific characterization of
bilinear spin-lattice couplings is necessary to propose classes
of materials with large {T cs}. The strong hybridisation of
the spin and lattice quasiparticle spectra caused by this type
of coupling and, thus, possibly enhanced group velocities of
the quasi-particles could lead to significant improvements in
magnonics and phononics applications.

In particular, finite temperature phenomena pertaining to
the bilinear spin-lattice coupling are highly interesting in,
for instance, how critical indices of magnetic or ferroelectric
phase transitions change or how phonon and spin tempera-
tures in terms of disorder in the system are affected.

Our study requests also novel experiments, as for instance
neutron scattering measurements, to approve the existence of
a bilinear spin-lattice coupling in the here proposed mag-
netic textures. Within the formalism, higher order interac-
tions, as three and four body interactions including lattice an-
harmonicity, are accessible in a systematic way, something
which would be of great value for deeper investigations of
non-equilibrium dynamics on ultrafast time-scales.
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Appendix A: Derivation of effective spin-lattice model

Throughout Secs. A – C the notation will refer to quantities
that are continuous in the spatial dimensions, that is, A = A(r),
where r denotes the spatial coordinates. While this is made
for mathematical convenience it is straight forward to reduce
to discrete lattice structures by defining the quantity A on the
lattice through A(r) =

∑
m Aδ(r− rm), where rm denotes the

lattice coordinate.

1. Microscopic model

We model the magnetic interactions by assuming that the
magnetization M(r) interacts with the surrounding spin den-
sity ss(r) via the interaction Hamiltonian

HM =−

∫
v(r,r′)M(r) · ss(r′)drdr′. (A1)

Here, ss(r) ≡ ψ†(r)σψ(r)/2 is defined in terms of the spinor
ψ(r) = (ψ↑(r) ψ↓(r))T , whereas v(r,r′) = v(r′,r) corresponds
to the direct exchange contribution from the Coulomb inte-
gral.

The charge n(r) = sc(r) ≡ ψ†(r)ψ(r) is subject to the po-
tential φ(r) =

∫
φ(r,Q(r′))dr′ due to electron-ion interactions,

where Q(r) is the ionic displacement from its equilibrium
position. Here, we do not assign any specific nature of the
displacement. For small displacements, we employ the ex-
pansion φ(r,Q(r′)) ≈ φ0(r) + Q(r′) · ∇r′φ0(r), where φ0(r) =

limQ→0φ(r), which gives the interaction between the charge
and lattice vibrations

Hep =

∫
Q(r′) ·λ(r,r′)n(r)drdr′, (A2)

where the electron-phonon coupling is denoted by λ(r,r′) =

limr′→r∇r′φ0(r′).

2. Effective action

Given the general non-equilibrium conditions in the system,
e.g. temporal fluctuations and currents, we define the corre-
sponding action on the Keldysh contour [26, 45, 48, 49, 88–
90] according to

S =

∫
(HM +Hep)dt +SB +SWZWN +Slatt +SE . (A3)

Here,

SB =−γ

∫
Bext(x) ·M(x)dx, (A4)
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x = (r, t), describes the Zeeman coupling to the external mag-
netic field Bext(x), whereas

SWZWN =

∫ ∫ 1

0

M(x;τ)
|M(r)|2

·
[
∂τM(x;τ)×∂tM(x;τ)

]
dτdx

(A5)

accounts for the Berry phase accumulated by the spin. The
free lattice is represented by, e.g.,

Slatt =

∫ {[
iQ(x) ·∂tQ(x)−

Mion

2
{∂tQ(x)}2

]
δ(r− r′)

−Q(x) ·Vrr′ ·Q(r′, t)
}
dr′dx, (A6)

with the ionic mass Mion and the dyad Vrr′ = ∇r(∇r′V0) is
the ionic contribution to the interatomic force constant, and
where V0 is the ionic potential at equilibrium (vanishing dis-
placements). Finally, the coupling between the lattice and the
external electric field Eext(x) is given by

SE =

∫
γE(x)Eext(x) ·Q(x)dx, (A7)

where γE(x) essentially comprises the displaced charge at x.
We obtain an effective action SMQ for the coupled magneti-

zation and lattice dynamics through a second order cumulant
expansion of the partition function Z[M(x),Q(x)] = TrTCeiS

and tracing over the electronic degrees of freedom (Tr). The
result can be written

SMQ =−
1
2

∫ (
Q(x) · [Tcc(x, x′) ·Q(x′) +Tcs(x, x′) ·M(x′)]

+ M(x) · [Tsc(x, x′) ·Q(x′) +Tss(x, x′) ·M(x′)]
)
dxdx′,

(A8)

where we have defined the interaction tensor

Tpq(x, x′) =

∫
Ξp(r,ρ)Kpq(ρ,ρ′; t, t)Ξq(ρ′,r′)dρdρ′,

(A9a)

Kpq(ρ,ρ′; t, t′) =(−i)〈Tsp(ρ, t)sq(ρ′, t′)〉, (A9b)

with the notation Ξc(r,ρ) = ∇rφc(ρ), and Ξs(r,ρ) = −v(r,ρ),
for p,q = c, s.

Appendix B: Equations of motion

The time integrals in Eq. (3) run over the (Keldysh) con-
tour, C, in the complex plane and have to be converted into
real time integrals. This can be done by the following pro-
cedure. The contour C has one branch above and one below
the real axis, and we therefore label the involved variables
M and Q with superscripts u and l for the upper and lower
branches, respectively. Likewise, we introduce the real time
ordered and anti-time ordered propagatorsT t/t̄

pq (x, x′) for times
t, t′ both on the upper/lower branch and T </>

pq (x, x′) for t on

the upper/lower branch and t′ on the lower/upper. Using this
notation we have, for instance,

∫
M(x) ·Tss(x, x′) ·M(x′)dxdx′

=

∫ ∞

−∞

(
Mu(x) −Ml(x)

)
·

T t
ss(x, x′) T <

ss(x, x′)
T >

ss(x, x′) T t̄
ss(x, x′)

 ·  Mu(x′)
−Ml(x′)

dxdx′. (B1)

Here, the dot (·) between the matrices is retained as a re-
minder that each contribution to this expression is composed
of a product of the type M ·T ·M. Using the unitary rotation

R =
1
√

2

 1 1
−1 1

 , (B2)

the above expression becomes

1
2

∫ (
2Mc(x) Mq(x)

)
·

 0 T a
ss(x, x′)

T r
ss(x, x′) T K

ss (x, x′)

 · 2Mc(x′)
Mq(x′)

dxdx′, (B3)

where we have introduced new (slow/fast) variables Mc ≡

(Mu + Ml)/2 and Mq = Mu −Ml, requiring Mc ·Mq = 0, and
the retarded/advanced/Keldysh propagators T r/a/K

ss with

Kr/a
ss (ρ,ρ′; t, t′) =(∓i)θ(±t−∓t′)〈[s(ρ, t),s(ρ′, t′)]〉, (B4a)

KK
ss(ρ,ρ

′; t, t′) =(−i)〈{s(ρ, t),s(ρ′, t′)}〉. (B4b)

Here, the brackets, Eq. (B4a), and braces, Eq. (B4b), refer
to commutation and anti-commutation, respectively. Noticing
that

∫
Mc(x) · T a

ss(x, x′) ·Mq(x′)dxdx′ =
∫

Mq(x) · T r
ss(x, x′) ·

Mc(x′)dxdx′, we can write

2
∫

Mq(x) ·
[
T r

ss(x, x′) ·Mc(x′) +
1
4
T K

ss (x, x′) ·Mq(x′)
]
dxdx′.

(B5)

In this fashion, we obtain one contribution which is linear, and
one which is quadratic, in the fast variables. For now, we will
omit the quadratic contributions. In App. C we will return to
this issue and show how those quadratic contributions can be
related to quantum (spin-spin, lattice-lattice, and spin-lattice)
fluctuations and included in the formalism through introduc-
tion of random variables.

The equations of motion for the magnetization M and dis-
placement Q are found by variation of the total action S with
respect to fast fluctuations, see e.g. Ref. [26] for details. Re-
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quiring ∂t |M(x)|2 = 0, we obtain

Ṁ(x) =M(x)×
(
−γBext(x)

+

∫ (
T r

sc(x, x′) ·Q(x′) +T r
ss(x, x′) ·M(x′)

)
dx′

)
,

(B6a)

MionQ̈(x) =γE(x)Eext(x) +

∫
Vrr′ ·Q(r′, t)dr′

+

∫ (
T r

cs(x, x′) ·M(x′) +T r
cc(x, x′) ·Q(x′)

)
dx′,

(B6b)

where the superscript r refers to retarded propagators.

Appendix C: Quantum Fluctuations

The expansion of the action on the Keldysh contour leads
to contributions which are quadratic in the superscript q, and
have thus been omitted so far. Here, we shall study the ef-
fect of those contributions by Bosonization as accomplished
through the Hubbard-Stratonovich transformation.

Following Ref. [91] we notice that e.g. the contribution

e−
i
4

∫
Mq(x)·T K (x,x′)·Mq(x′)dxdx′

=

∫
T ξe

i
4

∫
ξ(x)·T K,−1(x,x′)·ξ(x′)dxdx′e−

i
2

∫
ξ(x)·Mq(x)dx, (C1)

where the measure T ξ = limε→0
∏ √

detεT K,−1/i2πdξ,
whereas the random fields ξ can be related to the spin-
susceptibility T K through the following procedure. In Eq.
(C1), by T K,−1 we mean the inverse of T K . Assuming that
there is a random magnetic field ξ coupled to the magnetiza-
tion variable Mq throughHξ = −γξξ ·Mq. Then, with respect
to these random fields, the partition function can be written

Z[ξ] = tr ξe−
∫
Hξ(t)dt ≈e−

1
2

∫
〈Hξ(t)Hξ(t′)〉dtdt′

=e−γ
2
ξ

∫
Mq(x)·〈ξ(x)ξ(x′)〉·Mq(x′)dxdx′/2

.
(C2)

Inspection of the two equations suggests that the random vari-
ables ξ have to satisfy the condition

〈ξ(x)ξ(x′)〉 =
i

2γ2
ξ

T K(x, x′). (C3)

Recall that T K(x, x′) denotes the Keldysh field defined in
terms of the kernel in Eq. (B4b). We also remark that this
relation is a clear manifestation that the quantum correlation
induced noise is not necessarily of white Gaussian nature. It
also shows that the quantum noise strongly depends on the
electronic structure. We can generalize this procedure to the
whole action Sq since we can write (omitting the superscripts

q and K)

eiSq =exp

− i
4

∫ (
M Q

)
·

Tss Tsc

Tcs Tcc

 · M
Q

dµ(x, x′)


=exp

{
−

i
4

aiAi ja j

}
, (C4)

where a1 = M(x) and a2 = Q(x). By means of the Hubbard-
Stratonovich transformation we now obtain

eiSq

=

∫
Tφe

i
4

∫
φ(x)A−1(x,x′)φ(x′)dµ(x,x′)e−

i
2

∫
φ(x)·a(x)dµ(x). (C5)

Defining the random variables ξ and ζ such that φ ·a = ξ ·M+

ζ ·Q, we can relate those random variables to the correlation
functions Tpq, through

〈φ(x)φT (x′)〉 =
i
2

(
1
γξ

1
γζ

)T K
ss (x, x′) T K

sc (x, x′)
T K

cs (x, x′) T K
cc(x, x′)

 1
γξ
1
γζ

 , (C6)

where φ(x) =
(
ξ(x) ζ(x)

)T
.

The contribution to the spin-lattice coupled system can,
thus, be written as

Sq =−
1
2

∫ (
γξξ ·Mq(x) +γζζ ·Qq(x)

)
drdt. (C7)

This action, which is due to the fast correlations between
the magnetization and lattice dynamics, adds correlation ef-
fects to the equations of motion for M and Q via the random
fields ξ and ζ. The random fields ξ and ζ relates to the spin-
spin, lattice-lattice, and spin-lattice interactions via their cor-
responding correlation function. Those new Bosonic degrees
of freedom represent collective modes that are associated with
fluctuations in the magnetic and lattice structure, that is, spin
waves (magnons) and lattice vibrations (phonons).

Appendix D: Inversion symmetry

If inversion ι is a symmetry operation that bring site i to site
i′ as in Figure 5, we can focus on the two pair interactions i j
respectively i′ j′. In order to study these in detail we introduce
the average quantities

Q =Qi +Q j +Qi′ +Q j′ =Qii′ +Q j j′

q1 =Qi−Q j +Qi′ −Q j′ =Qii′ −Q j j′

q2 =Qi +Q j−Qi′ −Q j′ = qii′ +q j j′

q3 =Qi−Q j−Qi′ +Q j′ = qii′ −q j j′ , (D1)

and

M =Mi +M j +Mi′ +M j′ =Mii′ +M j j′

m1 =Mi−M j +Mi′ −M j′ =Mii′ −M j j′

m2 =Mi +M j−Mi′ −M j′ =mii′ +m j j′

m3 =Mi−M j−Mi′ +M j′ =mii′ −m j j′ , (D2)
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i

j

j0

i0

FIG. 5: Interactions (full lines) between two sites i and j that are
connected (dashed lines) to sites i′ and j′ by inversion.

that all have well defined parity properties

ιQ = −Qii′ −Q j j′ = −Q

ιq1 = −Qii′ +Q j j′ = −q1

ιq2 = −qii′ +q j j′ = q2

ιq3 = qii′ −q j j′ = q3 , (D3)

and

ιM =Mii′ +M j j′ =M

ιm1 =Mii′ −M j j′ =m1

ιm2 = −mii′ −m j j′ = −m2

ιm3 = −mii′ +m j j′ = −m3 . (D4)

Then since the individual quantities can be obtained by revers-
ing the Eqs. (D1) and (D2)

Qi =
1
4

(Q+q1 +q2 +q3)

Q j =
1
4

(Q−q1 +q2−q3)

Qi′ =
1
4

(Q+q1−q2−q3)

Q j′ =
1
4

(Q−q1−q2 +q3) , (D5)

and

Mi =
1
4

(M +m1 +m2 +m3)

M j =
1
4

(M −m1 +m2−m3)

Mi′ =
1
4

(M +m1−m2−m3)

M j′ =
1
4

(M −m1−m2 +m3) (D6)

we can rewrite the pair tensors interactions between sites i and j of Eq. (26) as

Ii j =Si j
(
QiM j +Q jMi

)
+Ai j

(
QiM j−Q jMi

)
=

=
1
8
Si j

{
QM +Qm2−q1m1−q1m3 +q2M +q2m2−q3m1−q3m3

}
+

+
1
8
Ai j

{
−Qm1−Qm3 +q1M +q1m2−q2m1−q2m3 +q3M +q3m2

}
, (D7)

while the corresponding interactions between i′ and j′ become

Ii′ j′ =Si′ j′
(
Qi′M j′ +Q j′Mi′

)
+Ai′ j′

(
Qi′M j′ −Q j′Mi′

)
=

=
1
8
Si′ j′

{
QM −Qm2−q1m1 +q1m3−q2M +q2m2 +q3m1−q3m3

}
+

+
1
8
Ai′ j′

{
−Qm1 +Qm3 +q1M −q1m2 +q2m1−q2m3−q3M +q3m2

}
. (D8)

As

ι
{
QM +Qm2−q1m1−q1m3 +q2M +q2m2−q3m1−q3m3

}
=

=−
{
QM −Qm2−q1m1 +q1m3−q2M +q2m2 +q3m1−q3m3

}
ι
{
−Qm1 +Qm3 +q1M −q1m2 +q2m1−q2m3−q3M +q3m2

}
=

=−
{
−Qm1 +Qm3 +q1M −q1m2 +q2m1−q2m3−q3M +q3m2

}
, (D9)

in order to preserve the inversion symmetry, i.e. that ιIi j = Ii′ j′ , we can identify that both interaction parameters have to have odd
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parity

ιSi j = −Si′ j′

ιAi j = −Ai′ j′ . (D10)

Appendix E: Examples

We assume a simple two-dimensional electrons gas, for ex-
ample, surface states on a metallic surface or an analogous
set-up, in which magnetic defects are embedded. We model
this system by the Hamiltonian

H =
∑

k
Ψ
†

kεkΨk +

∫
Ψ†(r)V(r)Ψ(r)dr, (E1)

where the spinor Ψk = (ck↑ ck↓)t annihilates electrons with en-
ergy εk = εkσ

0 at the momentum k and spin σ =↑,↓, whereas
the scattering potential V(r) =

∑
m Vmδ(r− rm) defines a col-

lection of defects Vm = Vmσ
0 + Mm ·σ.

In this model, the unperturbed Green function gk is defined
for the first term and is given in reciprocal and real space by
the expressions

gk(ω) =
σ0

ω−εk + iδ
, g(r,ω) =− i

N0

2
H(1)

0 (κr)σ0, (E2)

where κ2 = 2N0ω and N0 = me/h̄2, whereas H(1)
m is the Hankel

function of first kind and order m, and me is the effective elec-
tron mass. In this way we have defined gk(ω) = g0(k,ω)σ0

while g1(k,ω) ≡ 0.
We calculate the dressed Green function G in terms of the

T -matrix expansion of the impurity potential, that is,

G(k,k′) =δ(k−k′)gk +
∑
mn

gke−ik·rmT(Rmn)eik′·rngk′ , (E3)

where Rmn = rm− rn, whereas the T -matrix is given by

T(Rmn) =Vm(t−1)mn, (E4a)

tmn =δmnσ
0 + g(Rmn)Vn. (E4b)

Here, since the scattering potential is partitioned into a non-
magnetic and a magnetic component, we can write T(Rmn) =

T0(Rmn)σ0 + T1(Rmn) ·σ.
For sufficiently large separation between the scattering im-

purities, the T -matrix reduces to

T(Rmn) =δ(Rmn)
[
V−1

m −g(r = 0)
]−1

=δ(Rmn)
[
t0(rm)σ0 + t1(rm) ·σ

]−1
, (E5a)

t0(rm) =
Vm + i(V2

m− |Mm|
2)N0/2

1− (V2
m− |Mm|2)(N0/2)2 + iVmN0

, (E5b)

t1(rm) =
Mm

1− (V2
m− |Mm|2)(N0/2)2 + iVmN0

, (E5c)

where the lowercase notation has been used to stress the as-
sumed simplification.

The expansion of the T -matrix into charge and magnetic
components further allows us to write the corrections δg0 and
δg1 to the Green function as, in general,

δg0(k,k′) =g0(k)
∑
mn

e−ik·rmT0(Rmn)eik′·rng0(k′), (E6a)

δg1(k,k′) =g0(k)
∑
mn

e−ik·rmT1(Rmn)eik′·rng0(k′), (E6b)

which leads to the corresponding real space expressions

δg0(r,r′) =
∑
mn

g0(r− rm)T0(Rmn)g0(rn− r′), (E7a)

δg1(r,r′) =
∑
mn

g0(r− rm)T1(Rmn)g0(rn− r′). (E7b)

With the subscripts notation Apq where p = 0,1 (q = 0,1)
refers to even or odd time-reversal symmetry (parity), and we
notice that

G00 =g0 +δg0, G01 =0, (E8a)
G10 =δg1, G11 =0. (E8b)

It can be noticed that the non-magnetic component G00 is
merely re-normalized by the presence of the magnetic defects,
however, since there is no fundamental change introduced by
the correction δg0 we shall omit this contribution in the dis-
cussions below, for simplicity. The components with q = 1
vanish due to the absence of, for instance, spin-orbit coupling
in the system. The effect of the defects is, however, to break
the translation invariance in the system, something which has
a profound influence on certain magnetic configurations as we
shall see next.

1. Double anti-ferromagnetic

Assume that the magnetic moments are positioned along a
linear chain in x̂-direction according to Mm ≡M(xm), where
rm = xm x̂ is the coordinate of the magnetic moment Mm and
xm+1 − xm = a. Analogously, we let Qm ≡Q(xm). We also as-
sume the double anti-ferromagnetic structure of the magnetic
moments, illustrated in Fig. 6 (a). We wish to calculate the
net force exerted on the moment Mm by the nearest neighbor
moments Mm±1. The procedure is to evaluate the derivative
F(xm) = −(∂/∂Qm)〈HMQ〉, given the Hamiltonian

HMQ = −
1
2

∑
mn

(
Mm ·T ss

mn ·Mn + Mm ·T sc
mn ·Qn

+Qm ·T cs
mn ·Mn + Qm ·T cc

mn ·Qn
)
, (E9)
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which gives

F(xm) =
1
2

∑
n

(
Mn ·T sc

nm + T cs
mn ·Mn + Qn ·T cc

nm + T cc
mn ·Qn

)
.

(E10)

In the following we shall omit the forces by the lattice-lattice
coupling since we are mainly interested in the forces induced
between the spin and lattice subsystems. Our interest is con-
cerned with effects that may arise from the spin-lattice cou-
plings {T sc} and {T cs}. According to the theoretical frame-
works developed in the main text, we find that we can write
these interaction fields in the non-relativistic limit as

T sc
nm =−

4
π

v(xn)
(
Im

∫
f (ω)G00(xn, xm)G10(xm, xn)dω

)
λ(xm),

(E11a)

T cs
mn =−

4
π
λ(xm)

(
Im

∫
f (ω)G10(xm, xn)G00(xn, xm)dω

)
v(xn).

(E11b)

Using the results for the Green functions derived above, we
obtain, for instance,

G10(xm, xn)G00(xn, xm)
=δg1(xm, xn)g0(xnm)

=
∑
µν

g0(xmµ)T(xµν)g0(xνn)g0(xnm), (E12)

(a)

(b)

xmxm-1

xm+1

a

a
xm=ma
q=π/4a

Fm

F(x)

FIG. 6: (Color online) Two possible realizations of the collinear,
or, sinusodal density wave. (a) Double anti-ferromagnetic structure
where pairs of ferromagnetic spins are anti-ferromagnetically config-
ured which leads to a dimerization of the ions. (b) Gradual variation
of the local moment in a globally anti-ferromagnetic configuration
leads to a gradual variation of the force (blue – bold) between the
ions with halved period to that of the lattice.

where xmn = xm,n = xm− xn.
For a simple estimate of the net force we go to the limit

of large separation between the defects. Then, the correction
δg1(x, x′) =

∑
mn g0(x− xm)t1(xmn)g0(xn − x′). We also notice

that t1(xm) ∼ Mm and that g0(−r) = g0(r). Considering the
effects from the nearest neighbors, we then obtain

G10(xm, xm±1) =
∑

s=−1,0,1

g0(xm,m+s)t1(xm+s)g0(xm+s,m±1)

∼g0(a)
(
g0(0)[Mm,m±1 + Mm] + g0(2a)Mm,m∓1

)
,

(E13)

where a is the lattice constant (|xm− xm±1|= a). We also notice
that G10(xm, xm±1) = G10(xm±1, xm) and since G00(xm, xn) =

G00(xn, xm), it is clear that T sc
m±1,m = (T cs

m,m±1)T . Then, summa-
rizing the force on the mth ion exerted by its two surrounding
nearest neighbors, assuming that v(xm) = v, for all m, under the
condition that, for instance, Mm−1 = Mm = −Mm+1, we obtain∑

s=±1

T cs
m,m+s ·Mm+s ∼−2vλ(xm)|Mm|

2

× Im
∫

f (ω)g2
0(a)

(
g0(0)−g0(2a)

)
dω.

(E14)

Hence, the finiteness of the force on ion m exerted by the
nearest neighbors is determined by the real space electronic
structure between the ions since g0(0) − g0(2a) ∼ H(1)

0 (0) −
H(1)

0 (2κa) , 0, unless a = 0. It is therefore clear that there
is a net force acting on ion m. The sign of the net force de-
pends on the distance between the ions which means that the
dimerization of the ions can leads to either ferromagnetic or
anti-ferromagnetic pairs, details that are beyond the scope of
the present context.

2. Sinusodal spin density wave

Next, we consider planar collinear, or, sinusodal spin den-
sity waves. Therefore, we assume that the magnetic mo-
ments are positioned along a linear chain according to Mm ≡

M(xm) = M0ẑcosqxm, where xm is the coordinate of the mag-
netic moment Mm, as is illustrated in Fig. 6 (b). Following
the procedure introduced previously, we obtain the product

G10(xm, xn)G00(xn, xm)
=δg1(xm, xn)g0(xnm)

=
∑
µν

g0(xmµ)T(xµν)g0(xνn)g0(xnm), (E15)

where xmn = xm,n = xm− xn. Again, we go to the limit of large
separation between the defects, which leads to that we can
write

G10(xm, xm±1) =
∑

s=−1,0,1

g0(xm,m+s)t1(xm+s)g0(xm+s,m±1)

∼M0g0(a)
(
g0(0)[cosqxm±1 + cosqxm]

+ g0(2a)cosqxm∓1
)
ẑ, (E16)
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Then, summarizing the force on the mth ion exerted by its two
surrounding nearest neighbors, assuming that v(xm±1) = v, we

obtain

∑
s=±1

T
(cs)
mm+s ·mm+s ∼M2

0vλ(xm)Im
∫

f (ω)g2
0(a)

((
g0(0)[cosqxm−1 + cosqxm] + g0(2a)cosqxm+1

)
cosqxm−1

+
(
g0(0)[cosqxm+1 + cosqxm] + g0(2a)cosqxm−1

)
cosqxm+1

)
dω

=M2
0vλ(xm)Im

∫
f (ω)g2

0(a)
(
g0(0)

(
cos2 qxm−1 + cosqxm[cosqxm−1 + cosqxm+1] + cos2 qxm+1

)
+ 2g0(2a)cosqxm−1 cosqxm+1

)
dω. (E17)

Letting x = xm such that we can write xm±1 = x±a, the trigono-
metric expression in the term proportional to g0(0) can be
rewritten as

1 + cosqa + (cosqa + cos2qa)cos2qx, (E18)

whereas the corresponding expression in the term proportional
to 2g0(2a) as

1
2

(
cos2qx + cos2qa

)
. (E19)

With these equalities, we can write the force as proportional
to

M2
0vλ(x)Im

∫
f (ω)g2

0(a)
(
g0(0)[1 + cosqa] + g0(2a)cos2qa

+
(
g0(0)[cosqa + cos2qa] + g0(2a)

)
cos2qx

)
dω.

(E20)

Here, taking q = π/4a, see Fig. 6 (b), this expression reduces
to

√
2

2
M2

0vλ(x)Im
∫

f (ω)g2
0(0)

[(
1 +
√

2
)
g0(0)

+
(
g0(0) +

√
2g0(2a)

)
cos

πx
2a

]
dω. (E21)

The spatial variation of the resulting forces has a period which
is half of that of the lattice.
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