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#### Abstract

In this paper, two-dimensional convolutional codes constituted by sequences in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}^{2}}$ where $\mathbb{F}$ is a finite field, are considered. In particular, we restrict to codes with rate $\frac{1}{n}$ and we investigate the problem of minimal dimension for realizations of such codes by separable Roesser models. The encoders which allow to obtain such minimal realizations, called R-minimal encoders, are characterized.
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## 1 Introduction

For the purpose of encoding, two-dimensional data (like images) is usually transformed into 1D sequences and 1D convolutional codes are used. However, this technique does not take advantage of the correlation of data in the two directions. Two-dimensional (2D) convolutional codes are a generalization of one-dimensional (1D) convolutional codes. They were introduced by [6,22] and generalized to $n$ dimensions (multidimensional convolutional codes) by [7,23]. However, they were not very developed on the subsequent years. Recently, these codes have been a matter of interest by several authors [ $2,3,14,15,24]$.

In 1D convolutional codes, state-space representations commonly used in systems theory, are very useful for the analysis and construction of these codes. Minimality of these representations is an important subject not only to obtain more efficient implementations with less amount of memory, but also because these representations have useful characteristics for the construction of good codes $[9,19,20]$. These state-space representations are obtained via realizations of the encoders of the code. However, not all the encoders have realizations of minimal dimension. Encoders with such minimal realizations are called minimal encoders and have been an important subject of research in the coding community.

When considering 2D processes, there exist several state-space models [1, $4,18]$. While in the 1D case there exists a characterization of minimality for realization via state-space models, the same does not happen in the 2D case. However, the state-space models introduced by Roesser [18] admit a class of models, called separable, for which this characterization exists. In this paper we consider 2D convolutional codes of rate $\frac{1}{n}$ and characterize the encoders of the code which have minimal dimension when realized by separable Roesser models. A preliminary version of these results was presented in [16], where the results were obtained for a particular class of encoders, although not made explicit in the statement of the main theorem. In this paper we present the general case.

## 2 Two-dimensional convolutional codes

In this paper we consider two-dimensional (2D) convolutional codes constituted by sequences indexed on $\mathbb{Z}^{2}$ and taking values in $\mathbb{F}^{n}$, where $\mathbb{F}$ is a finite field. Such sequences $\{\mathbf{w}(i, j)\}_{(i, j) \in \mathbb{Z}^{2}}$ can be represented by formal power series

$$
\hat{\mathbf{w}}\left(z_{1}, z_{2}\right)=\sum_{(i, j) \in \mathbb{Z}^{2}} \mathbf{w}(i, j) z_{1}^{i} z_{2}^{j}
$$

The set of formal power series over $\mathbb{F}^{n}$ is denoted by $\mathcal{F}_{\infty}^{n}$, which is a module over the ring of the Laurent polynomials in two indeterminates (2D Laurent polynomials). We denote the ring of 2D Laurent polynomials over $\mathbb{F}$ by $\mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]$ and the ring of 2 D polynomials over $\mathbb{F}$ by $\mathbb{F}\left[z_{1}, z_{2}\right]$.

Definition 1 [6] A 2D convolutional code $\mathcal{C}$ is a submodule of $\mathcal{F}_{\infty}^{n}$ which admits a 2 D Laurent polynomial set of generators, i. e., there exist $k \in \mathbb{N}$ and $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]^{n \times k}$ such that

$$
\mathcal{C}=\operatorname{Im} G\left(z_{1}, z_{2}\right)=\left\{\hat{\mathbf{w}}\left(z_{1}, z_{2}\right)=G\left(z_{1}, z_{2}\right) \hat{\mathbf{u}}\left(z_{1}, z_{2}\right), \hat{\mathbf{u}}\left(z_{1}, z_{2}\right) \in \mathcal{F}_{\infty}^{k}\right\}
$$

In the context of the behavioral approach to systems theory, a 2D convolutional code can be regarded as a linear, shift-invariant, complete controllable behavior [17].

Given a 2D convolutional code $\mathcal{C}$, there always exist a full column rank matrix $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]^{n \times k}$ such that $\mathcal{C}=\operatorname{Im} G\left(z_{1}, z_{2}\right)$. Such matrix is called an encoder of $\mathcal{C}$. Two encoders, $G_{1}\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]^{n \times k_{1}}$ and $G_{2}\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]^{n \times k_{2}}$ are said to be equivalent if they generate the same code $\mathcal{C}$. In this case, there exist two full row rank matrices over $\mathbb{F}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right], P_{1}\left(z_{1}, z_{2}\right)$ and $P_{2}\left(z_{1}, z_{2}\right)$ such that

$$
G_{1}\left(z_{1}, z_{2}\right) P_{1}\left(z_{1}, z_{2}\right)=G_{2}\left(z_{1}, z_{2}\right) P_{2}\left(z_{1}, z_{2}\right)
$$

If $G_{1}\left(z_{1}, z_{2}\right)$ is right factor prime ${ }^{1}$ and $G_{2}\left(z_{1}, z_{2}\right)$ is equivalent to $G_{1}\left(z_{1}, z_{2}\right)$ then

$$
G_{2}\left(z_{1}, z_{2}\right)=G_{1}\left(z_{1}, z_{2}\right) P\left(z_{1}, z_{2}\right),
$$

for some full row rank Laurent polynomial matrix $P\left(z_{1}, z_{2}\right)$. In case $G_{1}\left(z_{1}, z_{2}\right)$ and $G_{2}\left(z_{1}, z_{2}\right)$ are both right factor prime then they have the same number of columns ( $k_{1}=k_{2}$ ) and $G_{2}\left(z_{1}, z_{2}\right)=G_{1}\left(z_{1}, z_{2}\right) U\left(z_{1}, z_{2}\right)$, for some unimodular Laurent polynomial matrix $U\left(z_{1}, z_{2}\right)[5,17]$.

In this paper we focus on 2D convolutional codes of rate $\frac{1}{n}$, which are the ones that admit encoders of size $n \times 1$.

## 3 Minimal 1D realizations

Given a polynomial matrix $G(z) \in \mathbb{F}[z]^{n \times k}$, we say that $G(z)$ admits a realization $\Sigma=(A, B, C, D)$ of dimension $m$, through equations of the form

$$
\left\{\begin{array}{l}
x(t+1)=A x(t)+B u(t)  \tag{1}\\
w(t)=C x(t)+D u(t)
\end{array}\right.
$$

where $A \in \mathbb{F}^{m \times m}, B \in \mathbb{F}^{m \times k}, C \in \mathbb{F}^{n \times m}$ and $D \in \mathbb{F}^{n \times k}$, if $G(z)=D+C\left(I_{m}-\right.$ $A z)^{-1} B z$. This means that starting from zero initial conditions, $x(0)=0$, and an input sequence $\hat{\mathbf{u}}(z)=\sum_{t \geq 0} \mathbf{u}_{t} z^{t}$, the system $\Sigma$ produces the output sequence $\hat{\mathbf{w}}(z)=\sum_{t>0} \mathbf{w}_{t} z^{t}$ given by $\hat{\mathbf{w}}(z)=G(z) \hat{\mathbf{u}}(z)$. A realization of $G(z)$ is said to be minimal if it has minimal dimension among all realizations of $G(z)$.

[^1]There exist several algorithms in the literature to obtain minimal realizations of a polynomial matrix $[5,10]$. The minimal dimension of a realization $\Sigma$ of a polynomial matrix $G(z)$ is called the McMillan degree of $G(z)$ and is represented by $\mu(G)$.

In order to characterize the McMillan degree of a polynomial matrix let us consider the following definition.

Definition 2 Let $G(z) \in \mathbb{F}[z]^{n \times k}, n \geq k$, with column degrees $\nu_{1}, \nu_{2}, \ldots, \nu_{k}$.
The internal degree of $G(z), \operatorname{intdeg} G(z)$, is the maximum degree of its full size minors and the external degree of $G(z), \operatorname{extdeg} G(z)$, is given by $\sum_{i=1}^{k} \nu_{i}$.

Moreover, we say that $G(z)$ is column reduced if $\operatorname{intdeg} G(z)=\operatorname{extdeg} G(z)$.
Proposition 1 Let $G(z) \in \mathbb{F}[z]^{n \times k}$. If $N(z) \in \mathbb{F}[z]^{n \times k}$ and $D(z) \in \mathbb{F}[z]^{k \times k}$, invertible, are such that $G(z)=N(z) D(z)^{-1}$, with $\left[\begin{array}{l}N(z) \\ D(z)\end{array}\right]$ right prime and column reduced, it follows that the McMillan degree of $G(z)$ is given by $\mu(G)=$ $\operatorname{extdeg}\left[\begin{array}{l}N(z) \\ D(z)\end{array}\right]=\operatorname{intdeg}\left[\begin{array}{c}G(z) \\ I_{k}\end{array}\right]$.
Proof It is well known that the McMillan degree of $G(z)$ is extdeg $\left[\begin{array}{l}N(z) \\ D(z)\end{array}\right]$, see for example $[5,10]$.

Since $\left[\begin{array}{c}G(z) \\ I_{k}\end{array}\right]$ and $\left[\begin{array}{c}N(z) \\ D(z)\end{array}\right]$ are right prime and $\left[\begin{array}{c}G(z) \\ I_{k}\end{array}\right] D(z)=\left[\begin{array}{l}N(z) \\ D(z)\end{array}\right]$, it follows that $D(z)$ is unimodular and hence intdeg $\left[\begin{array}{l}N(z) \\ D(z)\end{array}\right]=\operatorname{intdeg}\left[\begin{array}{c}G(z) \\ I_{k}\end{array}\right]$. Because $\left[\begin{array}{c}N(z) \\ D(z)\end{array}\right]$ is column reduced, we have that extdeg $\left[\begin{array}{c}N(z) \\ D(z)\end{array}\right]=\operatorname{intdeg}\left[\begin{array}{c}G(z) \\ I_{k}\end{array}\right]$.

Note that from the above proposition it follows that the McMillan degree of a polynomial matrix $G(z)$ is the maximum degree of its minors. Thus, if $G(z)$ is a column matrix its McMillan degree coincides with its column degree.

## 4 Minimal 2D realizations of 2D encoders

When considering the realization problem of 2 D convolutional codes, one can choose among different state-space models for two-dimensional processes [1,4, 18]. However, for some of these models minimality is not easily characterized. We shall consider here a special type of models known as the separable Roesser models. In these models the state updating in one of the two directions can be done separately from the other direction [18]. Such models are particulary nice since they admit a necessary and sufficient condition for minimality that can be expressed in terms of the model parameters. Moreover, the dynamics along the direction with separate updating is one-dimensional. In [12] it is shown that all 2 D quarter-plane causal rational matrices in $z_{1}$ and $z_{2}$ with separable
denominator can be realized by separable models. The polynomial encoders of a 2D convolutional code are included in this class of matrices. From now on we only consider this type of encoders.

Moreover we consider separable Roesser models $\Sigma=\left(A_{1}, A_{3}, A_{4}, B_{1}, B_{2}, C_{1}\right.$, $\left.C_{2}, D\right)$ of the form:

$$
\left\{\begin{array}{l}
x^{h}(i+1, j)=A_{1} x^{h}(i, j)+B_{1} u(i, j)  \tag{2}\\
x^{v}(i, j+1)=A_{3} x^{h}(i, j)+A_{4} x^{v}(i, j)+B_{2} u(i, j) \\
w(i, j)=C_{1} x^{h}(i, j)+C_{2} x^{v}(i, j)+D u(i, j)
\end{array}\right.
$$

where, for $i, j \geq 0, x^{h}(i, j) \in \mathbb{F}^{m_{1}}, x^{v}(i, j) \in \mathbb{F}^{m_{2}}$ and $x(i, j)=\left[\begin{array}{c}x^{h}(i, j) \\ x^{v}(i, j)\end{array}\right]$ represents the local state, $u(i, j) \in \mathbb{F}^{k}$ represents the input, $w(i, j) \in \mathbb{F}^{n}$ the output, $A_{1}, A_{3}, A_{4}, B_{1}, B_{2}, C_{1}, C_{2}$ and $D$ are matrices over $\mathbb{F}$ of proper dimensions ${ }^{2}$. The system described by (2) is said to have dimension $m_{1}+m_{2}$. Considering the initial conditions $x(i, 0)=x(0, j)=0$ for all $i, j \geq 1$ and an input $\hat{\mathbf{u}}\left(z_{1}, z_{2}\right)$, the system $\Sigma$ produces the output $\hat{\mathbf{w}}\left(z_{1}, z_{2}\right)=G_{\Sigma}\left(z_{1}, z_{2}\right) \hat{\mathbf{u}}\left(z_{1}, z_{2}\right)$, where

$$
G_{\Sigma}\left(z_{1}, z_{2}\right)=D+\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left(\left[\begin{array}{cc}
z_{1}^{-1} I_{m_{1}} & 0 \\
0 & z_{2}^{-1} I_{m_{2}}
\end{array}\right]-\left[\begin{array}{ll}
A_{1} & 0 \\
A_{3} & A_{4}
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]
$$

If $G_{\Sigma}\left(z_{1}, z_{2}\right)=G\left(z_{1}, z_{2}\right)$ we say that $\Sigma$ realizes $G\left(z_{1}, z_{2}\right)$ and therefore the corresponding 2D convolutional code $\mathcal{C}=\operatorname{Im} G\left(z_{1}, z_{2}\right)$.

The following theorem gives a procedure for obtaining a minimal realization for a polynomial matrix $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]^{n \times k}$.
Theorem 1 [13] Let $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]^{n \times k}$. Write

$$
\begin{equation*}
G\left(z_{1}, z_{2}\right)=G_{2}\left(z_{2}\right) G_{1}\left(z_{1}\right) \tag{3}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{2}\left(z_{2}\right)=\left[I_{n}\left|I_{n} z_{2}\right| \cdots \mid I_{n} z_{2}^{\ell_{2}}\right] N_{2} \tag{4}
\end{equation*}
$$

where $N_{2}$ is a full column rank constant matrix, and

$$
G_{1}\left(z_{1}\right)=N_{1}\left[\begin{array}{c}
I_{k}  \tag{5}\\
I_{k} z_{1} \\
\vdots \\
I_{k} z_{1}^{\ell_{1}}
\end{array}\right]
$$

where $N_{1}$ is a full row rank constant matrix.
Let $\Sigma_{1}=\left(A_{1}, B_{1}, C_{1}, D_{1}\right)$ and $\Sigma_{2}=\left(A_{2}, B_{2}, C_{2}, D_{2}\right)$ be $1 D$ minimal realizations of $G_{1}\left(z_{1}\right)$ and $G_{2}\left(z_{2}\right)$ of dimension $m_{1}=\operatorname{intdeg}\left[\begin{array}{c}G_{1}\left(z_{1}\right) \\ I_{\ell_{1}+1}\end{array}\right]$ and $m_{2}=$ $\operatorname{intdeg}\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I_{\ell_{2}+1}\end{array}\right]$, respectively. Then $\Sigma_{2 D}=\left(\bar{A}_{1}, \bar{A}_{3}, \bar{A}_{4}, \bar{B}_{1}, \bar{B}_{2}, \bar{C}_{1}, \bar{C}_{2}, \bar{D}\right)$, where

[^2]$\bar{A}_{1}=A_{1}, \bar{B}_{1}=B_{1}, \bar{A}_{3}=B_{2} C_{1}, \bar{A}_{4}=A_{2}, \bar{B}_{2}=B_{2} D_{1}, \bar{C}_{1}=D_{2} C_{1}, \bar{C}_{2}=$ $C_{2}$ and $\bar{D}=D_{2} D_{1}$, is a $2 D$ minimal realization of $G\left(z_{1}, z_{2}\right)$ of dimension $m_{1}+m_{2}$.

The factorization of $G\left(z_{1}, z_{2}\right)$ presented in (3), (4) and (5) in the above theorem, can be easily determined by writing

$$
G\left(z_{1}, z_{2}\right)=\left[I_{n}\left|I_{n} z_{2}\right| \cdots \mid I_{n} z_{2}^{\ell_{2}}\right] N\left[\begin{array}{c}
I_{k} \\
I_{k} z_{1} \\
\vdots \\
I_{k} z_{1}^{\ell_{1}}
\end{array}\right]
$$

where $N$ is a constant matrix. If $N$ has rank $p$, there exists a full column rank constant matrix $N_{2}$ with $p$ columns, and a full row rank constant matrix $N_{1}$ with $p$ rows such that $N=N_{2} N_{1}$.

Example 1 Consider
$G\left(z_{1}, z_{2}\right)=\left[\begin{array}{c}1+z_{1}^{2}+z_{1} z_{2}+z_{2} z_{1}^{2} \\ 1+2 z_{1}+3 z_{1}^{2}+2 z_{1}^{2} z_{2}+z_{1} z_{2}+z_{2}\end{array}\right]=\left[\begin{array}{cccc}1 & 0 & z_{2} & 0 \\ 0 & 1 & 0 & z_{2}\end{array}\right]\left[\begin{array}{lll}1 & 0 & 1 \\ 1 & 2 & 3 \\ 0 & 1 & 1 \\ 1 & 1 & 2\end{array}\right]\left[\begin{array}{c}1 \\ z_{1} \\ z_{1}^{2}\end{array}\right]$.

Since $\left[\begin{array}{lll}1 & 0 & 1 \\ 1 & 2 & 3 \\ 0 & 1 & 1 \\ 1 & 1 & 2\end{array}\right]=\left[\begin{array}{ll}1 & 0 \\ 1 & 2 \\ 0 & 1 \\ 1 & 1\end{array}\right]\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right]$ with $N_{2}=\left[\begin{array}{ll}1 & 0 \\ 1 & 2 \\ 0 & 1 \\ 1 & 1\end{array}\right]$ full column rank and $N_{1}=$ $\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right]$ full row rank, let us consider $G\left(z_{1}, z_{2}\right)=G_{2}\left(z_{2}\right) G_{1}\left(z_{1}\right)$ with $G_{2}\left(z_{2}\right)=$ $\left[\begin{array}{cccc}1 & 0 & z_{2} & 0 \\ 0 & 1 & 0 & z_{2}\end{array}\right] N_{2}$ and $G_{1}\left(z_{1}\right)=N_{1}\left[\begin{array}{c}1 \\ z_{1} \\ z_{1}^{2}\end{array}\right] . \Sigma_{2}=\left(\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 1 & 2\end{array}\right]\right)$ and $\Sigma_{1}=\left(\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right]\right)$ are minimal 1-D realizations of $G_{2}\left(z_{2}\right)=$ $\left[\begin{array}{cc}1 & z_{2} \\ 1+z_{2} & 2+z_{2}\end{array}\right]$ and $G_{1}\left(z_{1}\right)=\left[\begin{array}{c}1+z_{1}^{2} \\ z_{1}+z_{1}^{2}\end{array}\right]$, respectively, with dimensions 2 (obtained by applying the realization algorithm presented in (Section 5, [5])). Thus

$$
\Sigma=\left(\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
2 & 3
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right],\left[\begin{array}{l}
1 \\
1
\end{array}\right]\right)
$$

obtained by applying Theorem 1 , is a minimal realization of $G\left(z_{1}, z_{2}\right)$ of dimension 4.

## 5 Minimal 2D realizations of 2D convolutional codes of rate $\frac{1}{n}$

Given a polynomial matrix $G\left(z_{1}, z_{2}\right)$ we define the Roesser McMillan degree of $G\left(z_{1}, z_{2}\right), \mu_{R}(G)$, as the minimal dimension of a realization as in (2) of $G\left(z_{1}, z_{2}\right)$. Different polynomial encoders of a 2D convolutional code may have different Roesser McMillan degrees. Given a 2D convolutional code $\mathcal{C}$, we define the Roesser McMillan degree of $\mathcal{C}, \mu^{*}(\mathcal{C})$, as the minimum of the Roesser McMillan degrees of all the polynomial encoders of $\mathcal{C}$. The polynomial encoders with Roesser McMillan degree equal to $\mu^{*}(\mathcal{C})$ are called Roesser minimal (Rminimal) encoders of $\mathcal{C}$.

The aim of this section is to characterize the R-minimal encoders of a 2 D convolutional code of rate $\frac{1}{n}$. In the 1D case, the minimal encoders of a convolutional code of rate $\frac{1}{n}$ are the right prime encoders. Here we show that this also holds in the 2 D case.
Theorem 2 Let $\mathcal{C}$ be a $2 D$ convolutional code of rate $\frac{1}{n}$. Then the $R$-minimal encoders of $\mathcal{C}$ are the right factor prime encoders of $\mathcal{C}$.
Proof First observe that two right factor prime encoders of $\mathcal{C}, G\left(z_{1}, z_{2}\right)$ and $\bar{G}\left(z_{1}, z_{2}\right)$ differ by a nonzero constant and thus minimal 2D realizations as in (2) of $G\left(z_{1}, z_{2}\right)$ and $\bar{G}\left(z_{1}, z_{2}\right)$ have the same dimension.

Now, let us consider an encoder $G\left(z_{1}, z_{2}\right)$ of $\mathcal{C}$ and an equivalent encoder $\tilde{G}\left(z_{1}, z_{2}\right)=G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)$ for some polynomial $p\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]$ and let us see that $\mu_{R}(\tilde{G}) \geq \mu_{R}(G)$.

Write $p\left(z_{1}, z_{2}\right)=p_{0}\left(z_{2}\right)+p_{1}\left(z_{2}\right) z_{1}+\cdots+p_{k_{1}}\left(z_{2}\right) z_{1}^{k_{1}}$, where $p_{i}\left(z_{2}\right) \in$ $\mathbb{F}\left[z_{2}\right], i=0, \ldots, k_{1}$ with $p_{k_{1}}\left(z_{2}\right) \neq 0$, and $G\left(z_{1}, z_{2}\right)=G_{2}\left(z_{2}\right) G_{1}\left(z_{1}\right)$, with $G_{2}\left(z_{2}\right)=\left[I_{n}\left|I_{n} z_{2}\right| \cdots \mid I_{n} z_{2}^{\ell_{2}}\right] N$, where $N$ is a constant matrix and $G_{1}\left(z_{1}\right)=$ $\left[\begin{array}{lll}1 & \cdots & z_{1}^{\ell_{1}}\end{array}\right]^{T}$ for some $\ell_{1}, \ell_{2} \in \mathbb{N}$. Let us consider two cases.

Case 1: $N$ is full column rank. Write $G_{2}\left(z_{2}\right)=\left[C_{0}\left(z_{2}\right) \cdots C_{\ell_{1}}\left(z_{2}\right)\right]$, where $C_{i}\left(z_{2}\right) \in \mathbb{F}\left[z_{2}\right]^{n}, i=0, \ldots, \ell_{1}$, are the columns of $G_{2}\left(z_{2}\right)$. Then

$$
\begin{aligned}
G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right) & =\left[C_{0}\left(z_{2}\right) C_{1}\left(z_{2}\right) \cdots C_{\ell_{1}}\left(z_{2}\right)\right]\left[\begin{array}{c}
1 \\
\vdots \\
z_{1}^{\ell_{1}}
\end{array}\right] p\left(z_{1}, z_{2}\right) \\
& =\left[C_{0}\left(z_{2}\right) C_{1}\left(z_{2}\right) \cdots C_{\ell_{1}}\left(z_{2}\right)\right] P\left(z_{2}\right)\left[\begin{array}{c}
1 \\
z_{1} \\
\vdots \\
z_{1}^{k_{1}+\ell_{1}}
\end{array}\right]
\end{aligned}
$$

$$
\text { where } P\left(z_{2}\right)=\left[\begin{array}{cccccc}
p_{0}\left(z_{2}\right) & p_{1}\left(z_{2}\right) & & & p_{k_{1}}\left(z_{2}\right) & \\
& p_{0}\left(z_{2}\right) & p_{1}\left(z_{2}\right) & & & p_{k_{1}}\left(z_{2}\right) \\
& & \ddots & \ddots & & \\
& & & p_{0}\left(z_{2}\right) & p_{1}\left(z_{2}\right) & \ddots
\end{array}\right]
$$

has dimension $\left(\ell_{1}+1\right) \times\left(\ell_{1}+k_{1}+1\right)$. Write

$$
G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)=\bar{G}_{2}\left(z_{2}\right) \bar{G}_{1}\left(z_{1}\right)
$$

where $\bar{G}_{2}\left(z_{2}\right)=\left[C_{0}\left(z_{2}\right) C_{1}\left(z_{2}\right) \cdots C_{\ell_{1}}\left(z_{2}\right)\right] P\left(z_{2}\right)$ and $\bar{G}_{1}\left(z_{1}\right)=\left[\begin{array}{c}1 \\ z_{1} \\ \vdots \\ z_{1}^{k_{1}+\ell_{1}}\end{array}\right]$.
Let us see now that there exists a minor of $\bar{G}_{2}\left(z_{2}\right)$ with degree greater or equal than intdeg $\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I\end{array}\right]$. Consider $i_{1}<i_{2}<\cdots<i_{s}$ and $j_{1}<j_{2}<\cdots<j_{s}$ nonnegative integers. We say that $\left(i_{1}, i_{2}, \ldots, i_{s}\right)<\left(j_{1}, j_{2}, \ldots, j_{s}\right)$ if there exists $r \in\{1, \ldots, s\}$ such that $i_{r}<j_{r}$ and $i_{\alpha}=j_{\alpha}$, for $\alpha=1, \ldots, r-1$. Let $r_{1}<r_{2}<$ $\cdots<r_{s}$ and $t_{1}<t_{2}<\cdots<t_{s}$, for some $s \leq 1+\ell_{1}$, such that the submatrix of $G_{2}\left(z_{2}\right)$ constituted by the rows $r_{1}, r_{2}, \ldots, r_{s}$ and the columns $t_{1}, t_{2}, \ldots, t_{s}$ has determinant of degree intdeg $\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I\end{array}\right]$ and any other minor constituted by the same rows and by columns $\tilde{t}_{1}, \tilde{t}_{2}, \ldots, \tilde{t}_{s}$ with $\left(\tilde{t}_{1}, \tilde{t}_{2}, \ldots, \tilde{t}_{s}\right)<\left(t_{1}, t_{2}, \ldots, t_{s}\right)$, has lower degree than the previous one. Let $\bar{j}$ be such that $\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)=$ $\max \left\{\operatorname{deg} p_{j}\left(z_{2}\right): j=0, \ldots, k_{1}\right\}$ and $\operatorname{deg} p_{j}\left(z_{2}\right)<\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)$, for $j<\bar{j}$.

Consider now the matrix $M\left(z_{2}\right)$ constituted by the rows $r_{1}, r_{2}, \ldots, r_{s}$ and by the columns $t_{1}+\bar{j}, t_{2}+\bar{j}, \ldots, t_{s}+\bar{j}$ of $\bar{G}_{2}\left(z_{2}\right)$. Since the column $i$ of $\bar{G}_{2}\left(z_{2}\right)$ is equal to $\sum_{\left\{f, g \in \mathbb{N}: f \leq \ell_{1}, g \leq k_{1}, f+g=i-1\right\}} C_{f}\left(z_{2}\right) p_{g}\left(z_{2}\right)$, for $i=1, \ldots, \ell_{1}+k_{1}+1$, det $M(z)$ can be written as a sum of minors of the form

$$
\begin{equation*}
\prod_{i=1}^{s} p_{y_{i}}\left(z_{2}\right) \operatorname{det}\left[\tilde{C}_{t_{1}+\bar{j}-1-y_{1}}\left(z_{2}\right) \tilde{C}_{t_{2}+\bar{j}-1-y_{2}}\left(z_{2}\right) \cdots \tilde{C}_{t_{s}+\bar{j}-1-y_{s}}\left(z_{2}\right)\right] \tag{6}
\end{equation*}
$$

where $y_{i} \in\left\{0, \ldots, k_{1}\right\}$ and $\tilde{C}_{t_{1}+\bar{j}-1-y_{i}}\left(z_{2}\right)$ is the submatrix of $C_{t_{1}+\bar{j}-1-y_{i}}\left(z_{2}\right)$ constituted by the rows $r_{1}, r_{2}, \ldots, r_{s}$, if $0 \leq t_{i}+\bar{j}-1-y_{i} \leq \ell_{1}$, and $\tilde{C}_{t_{1}+\bar{j}-1-y_{i}}\left(z_{2}\right)=$ 0 otherwise. Note that, for $i=1, \ldots, s$, if $0 \leq t_{i}+\bar{j}-1-y_{i} \leq \ell_{1}$,

$$
\operatorname{det}\left[\tilde{C}_{t_{1}+\bar{j}-1-y_{0}}\left(z_{2}\right) \tilde{C}_{t_{2}+\bar{j}-1-y_{1}}\left(z_{2}\right) \cdots \tilde{C}_{t_{s}+\bar{j}-1-y_{s}}\left(z_{2}\right)\right]
$$

can be a minor (or the symmetric of a minor) of $G_{2}\left(z_{2}\right)$, or zero, if it has two identical columns. Moreover,

$$
\begin{equation*}
p_{\bar{j}}\left(z_{2}\right)^{s} \operatorname{det}\left[\tilde{C}_{t_{1}-1}\left(z_{2}\right) \tilde{C}_{t_{2}-1}\left(z_{2}\right) \cdots \tilde{C}_{t_{s}-1}\left(z_{2}\right)\right] \tag{7}
\end{equation*}
$$

is one of such minors and since $\left.\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)^{s} \geq \operatorname{deg} p_{y_{1}}\left(z_{2}\right) p_{y_{2}}\left(z_{2}\right) \cdots p_{y_{s}}\left(z_{2}\right)\right)$ for any $y_{i} \in\left\{0, \ldots, k_{1}\right\}$ and the degree of $\operatorname{det}\left[\tilde{C}_{t_{1}-1}\left(z_{2}\right) \tilde{C}_{t_{2}-1}\left(z_{2}\right) \cdots \tilde{C}_{t_{s}-1}\left(z_{2}\right)\right]$ is equal to intdeg $\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I\end{array}\right],(7)$ has maximum degree among all minors of the form (6). We show now that (7) has greater degree than the other minors of the form (6). For that we divide these minors in two different classes:

1) (6) is such that there exists $i \in\{1, \ldots, s\}$ such that $y_{i}<\bar{j}$. In this case, $\operatorname{deg} p_{y_{i}}\left(z_{2}\right)<\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)$, and therefore the degree of (6) is smaller than the degree of (7).
2) (6) is such that $y_{i} \geq \bar{j}$ for all $i \in\{1, \ldots, s\}$ and there exists $\bar{i} \in\{1, \ldots, s\}$ such that $y_{\bar{i}}>\bar{j}$ and $y_{i}=\bar{j}$ for $i<\bar{i}$. In this case, $t_{i}+\bar{j}-1-y_{i}=t_{i}-1$, for $i<\bar{i}$ and $t_{\bar{i}}+\bar{j}-1-y_{\bar{i}}<t_{\bar{i}}-1$ which means that

$$
\left(t_{1}+\bar{j}-1-y_{1}, \ldots, t_{\bar{i}}+\bar{j}-1-y_{\bar{i}}, \ldots, t_{s}+\bar{j}-1-y_{s}\right)<\left(t_{1}-1, \ldots, t_{s}-1\right)
$$

and therefore

$$
\operatorname{deg} \operatorname{det}\left[C_{t_{1}+\bar{j}-1-y_{1}}\left(z_{2}\right) \cdots C_{t_{s}+\bar{j}-1-y_{s}}\left(z_{2}\right)\right]<\operatorname{deg} \operatorname{det}\left[C_{t_{1}-1}\left(z_{2}\right) \cdots C_{t_{s}-1}\left(z_{2}\right)\right]
$$

and consequently (6) has degree smaller than (7). Thus $\operatorname{deg} \operatorname{det} M\left(z_{2}\right) \geq$ $\operatorname{intdeg}\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I\end{array}\right]$.
To see that $\mu_{R}\left(G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)\right) \geq \mu_{R}\left(G\left(z_{1}, z_{2}\right)\right)$ let us factorize

$$
G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)=\hat{G}_{2}\left(z_{2}\right) \hat{G}_{1}\left(z_{1}\right)
$$

as in Theorem 1 in such a way that $M\left(z_{2}\right)$ is a submatrix of $\hat{G}_{2}\left(z_{2}\right)$. Write $\bar{G}_{2}\left(z_{2}\right)=\left[I_{n}\left|I_{n} z_{2}\right| \cdots \mid I_{n} z_{2}^{k_{2}+\ell_{2}}\right] \bar{N}$. Note that since the $t_{1}+\bar{j}, t_{2}+\bar{j}, \ldots, t_{s}+\bar{j}$ columns of $\bar{G}_{2}\left(z_{2}\right)$ are linearly independent over $\mathbb{F}\left[z_{1}, z_{2}\right]$ then also the $t_{1}+$ $\bar{j}, t_{2}+\bar{j}, \ldots, t_{s}+\bar{j}$ columns of $\bar{N}$ are linearly independent over $\mathbb{F}$, which means that there exists a full column rank constant matrix $\hat{N}_{2}$ which has the $t_{1}+$ $\bar{j}, t_{2}+\bar{j}, \ldots, t_{s}+\bar{j}$ columns of $\bar{N}$ as a submatrix and a full row rank constant matrix $\hat{N}_{1}$ such that $\bar{N}=\hat{N}_{2} \hat{N}_{1}$. Thus $G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)=\hat{G}_{2}\left(z_{2}\right) \hat{G}_{1}\left(z_{1}\right)$ where $\hat{G}_{2}\left(z_{2}\right)=\left[I\left|I z_{2}\right| \cdots \mid I z_{2}^{k_{2}+\ell_{2}}\right] \hat{N}_{2}$ and $\hat{G}_{1}\left(z_{1}\right)=\hat{N}_{1}\left[\begin{array}{llll}1 & z_{1} & \cdots & z_{1}^{k_{1}+\ell_{1}}\end{array}\right]^{T}$ are such that $\mu_{R}\left(G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)\right)=\operatorname{intdeg}\left[\begin{array}{c}\hat{G}_{2}\left(z_{2}\right) \\ I\end{array}\right]+\operatorname{intdeg} \hat{G}_{1}\left(z_{1}\right)$ and $M\left(z_{2}\right)$ is a submatrix of $\hat{G}_{2}\left(z_{2}\right)$. Thus, since det $M\left(z_{2}\right)$ is a minor of $\hat{G}_{2}\left(z_{2}\right)$ and intdeg $\hat{G}_{1}\left(z_{1}\right)=\operatorname{intdeg} G_{1}\left(z_{1}\right)+k_{1}$, we have that $\mu_{R}\left(G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)\right) \geq$ intdeg $\left[\begin{array}{c}G_{2}\left(z_{2}\right) \\ I_{\ell_{1}+1}\end{array}\right]+\operatorname{intdeg} \hat{G}_{1}\left(z_{1}\right)=\mu_{R}\left(G\left(z_{1}, z_{2}\right)\right)$.

Case 2: $N$ is not full column rank. Then there exists an upper triangular matrix $T$ with $1^{\prime} s$ in the diagonal such that $N=\tilde{N}_{2} T$ where $\tilde{N}_{2}$ is obtained from $N$ by substituting a column $i$ by zero if it is linear combination of the columns $1, \ldots, i-1$. Let $i_{1}<i_{2}<\cdots<i_{p}$ be the nonzero columns of $\tilde{N}_{2}$, where $p=\operatorname{rank} \tilde{N}_{2}$. Then $N=N_{2} N_{1}$ where $N_{2}$ is the full column rank constant matrix constituted by the columns $i_{1}, i_{2}, \ldots, i_{p}$ of $\tilde{N}_{2}$ and $N_{1}$ is the full row rank matrix constituted by the $i_{1}, i_{2}, \ldots, i_{p}$ rows of $T$. Thus $G\left(z_{1}, z_{2}\right)=G_{2}\left(z_{2}\right) G_{1}\left(z_{1}\right)$ where

$$
\begin{gathered}
G_{2}\left(z_{2}\right)=\left[I\left|I z_{2}\right| \cdots \mid I z_{2}^{\ell_{2}}\right] N_{2} \text { and } \\
G_{1}\left(z_{1}\right)=\left[\begin{array}{c}
z_{1}^{i_{1}-1}\left(1+a_{1}^{1} z_{1}+a_{2}^{1} z_{1}^{2}+\cdots+a_{\ell_{1}-\left(i_{1}-1\right)}^{1} z_{1}^{\ell_{1}-\left(i_{1}-1\right)}\right) \\
z_{1}^{i_{2}-1}\left(1+a_{1}^{2} z_{1}+a_{2}^{2} z_{1}^{2}+\cdots+a_{\ell_{1}-\left(i_{2}-1\right)}^{2} z_{1}^{\ell_{1}-\left(i_{2}-1\right)}\right) \\
\vdots \\
z_{1}^{i_{p}-1}\left(1+a_{1}^{p} z_{1}+a_{2}^{p} z_{1}^{2}+\cdots+a_{\ell_{1}-\left(i_{p}-1\right)}^{p} z_{1}^{\ell_{1}-\left(i_{p}-1\right)}\right)
\end{array}\right]
\end{gathered}
$$

for some $a_{j}^{i} \in \mathbb{F}$, for $i=1, \ldots, p, j=1, \ldots, \ell_{1}-\left(i_{1}-1\right)$. Then $G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)=$ $G_{2}\left(z_{2}\right) P\left(z_{2}\right)\left[1 \cdots z_{1}^{\ell_{1}+k_{1}}\right]^{T}$, where $P\left(z_{2}\right)$ is a $p \times\left(\ell_{1}+k_{1}+1\right)$ matrix with the $j$-th row given by

$$
\left[0_{1 \times i_{j}} p_{0}^{j}\left(z_{2}\right) p_{1}^{j}\left(z_{2}\right) \cdots p_{\ell_{1}+k_{1}-i_{j}}^{j}\left(z_{2}\right)\right]
$$

where $p_{r}^{j}\left(z_{2}\right)=p_{r}\left(z_{2}\right)+\sum_{s=1}^{r} a_{s}^{j} p_{r-s}\left(z_{2}\right)$, considering $p_{r}\left(z_{2}\right)=0$ if $r>k_{1}, a_{s}^{j}=0$ if $s>\ell_{1}-(j-1)$ and $p_{r-s}\left(z_{2}\right)=0$ if $r-s>k_{1}$, for $j=1, \ldots, p$. Note that if $\bar{j}$ is such that $\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)=\max \left\{\operatorname{deg} p_{i}\left(z_{2}\right): i=0, \ldots, k_{1}\right\}$ and $\operatorname{deg} p_{i}\left(z_{2}\right)<$ $\operatorname{deg} p_{\bar{j}}\left(z_{2}\right)$, for $i<\bar{j}$ then $\operatorname{deg} p_{\bar{j}}^{j}\left(z_{2}\right)=\max \left\{\operatorname{deg} p_{i}^{j}\left(z_{2}\right): i=0, \ldots, k_{1}\right\}$ and $\operatorname{deg} p_{i}^{j}\left(z_{2}\right)<\operatorname{deg} p_{\bar{j}}^{j}\left(z_{2}\right)$, for $i<\bar{j}$. Applying a similar reasoning as in Case 1, we conclude that also $\mu_{R}\left(G\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)\right) \geq \mu_{R}\left(G\left(z_{1}, z_{2}\right)\right)$.

The following corollary follows immediately from the proof of Theorem 2.
Corollary 1 Let $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]^{n \times 1}$ be an encoder of a $2 D$ convolutional code with a minimal realization of dimension $m$, and $p\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]$ such that

$$
p\left(z_{1}, z_{2}\right)=p_{0}^{1}\left(z_{2}\right)+p_{1}^{1}\left(z_{2}\right) z_{1}+p_{2}^{1}\left(z_{2}\right) z_{1}^{2}+\cdots+p_{r_{1}}^{1}\left(z_{2}\right) z_{1}^{r_{1}}
$$

with $p_{i}^{1}\left(z_{2}\right) \in \mathbb{F}\left[z_{2}\right], i=0, \ldots, r_{1}$ and $p_{r_{1}}^{1}\left(z_{2}\right) \neq 0$, for some $r_{1} \in \mathbb{N}$. Define $r_{2}=\max _{0 \leq i \leq r_{1}} \operatorname{deg} p_{i}^{1}\left(z_{2}\right)$. Then the minimal dimension of the realizations of $\bar{G}\left(z_{1}, z_{2}\right)=\bar{G}\left(z_{1}, z_{2}\right) p\left(z_{1}, z_{2}\right)$ is greater or equal than $m+r_{1}+r_{2}$.

Moreover, consider $G\left(z_{1}, z_{2}\right)=G_{2}\left(z_{2}\right) G_{1}\left(z_{1}\right)$ a factorization of $G\left(z_{1}, z_{2}\right)$ as in Theorem 1. If $G_{2}\left(z_{2}\right)$ is row reduced, then a minimal realization of $\bar{G}\left(z_{1}, z_{2}\right)$ has dimension $m+n r_{2}+r_{1}$.

Example 2 Let

$$
G\left(z_{1}, z_{2}\right)=\left[\begin{array}{c}
1+z_{1}^{2}+z_{1} z_{2}+z_{2} z_{1}^{2} \\
1+2 z_{1}+3 z_{1}^{2}+2 z_{1}^{2} z_{2}+z_{1} z_{2}+z_{2}
\end{array}\right]
$$

be the encoder presented in Example 1 which minimal realizations have dimension 4 and consider the equivalent encoder $\bar{G}\left(z_{1}, z_{2}\right)=G\left(z_{1}, z_{2}\right)\left(1+z_{1}^{2}+z_{1} z_{2}\right)$. Since $G_{2}\left(z_{2}\right)$ obtained in Example 1 is row reduced, by Corollary 1 we conclude that $\mu_{R}\left(\bar{G}\left(z_{1}, z_{2}\right)\right)=8=4+n * r_{2}+r_{1}$, where $r_{2}=1$ and $r_{1}=2$.

## 6 Conclusions

In this paper we have studied the minimality of realizations of 2D convolutional codes by separable Roesser models. We have showed that, similarly to the 1 D case, the R-minimal encoders of a 2 D convolutional code of rate $\frac{1}{n}$ are the right factor prime encoders. Minimal realizations have been widely used in 1D convolutional codes, not only for construction of good codes as also for the implementation of efficient decoding algorithms. Since the separable Roesser
models can be obtained by two 1D realizations, we think that 1D constructions of good convolutional codes can be used to construct good 2D convolutional codes. The construction of optimal 2D convolutional codes of rate $1 / n$ was solved in [2] for a very particular case. The general construction of such codes with optimal distance is still an open problem. Similarly, 1D decoding algorithms can be used to implement decoding algorithms for 2D convolutional codes. As far as we know, there is no decoding algorithm available for 2D convolutional codes.

An interesting although difficult problem is to characterize the R-minimal encoders of a 2D convolutional code of rate $\frac{k}{n}$, with $k>1$. We believe that the R-minimal encoders will be a proper subset of the right factor prime encoders, as happens in the 1D case.
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[^1]:    1 A polynomial matrix $G\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]^{n \times k}$ is right factor prime if for every factorization $G\left(z_{1}, z_{2}\right)=\bar{G}\left(z_{1}, z_{2}\right) T\left(z_{1}, z_{2}\right)$, with $\bar{G}\left(z_{1}, z_{2}\right) \in \mathbb{F}\left[z_{1}, z_{2}\right]^{n \times k}$ and $T\left(z_{1}, z_{2}\right) \in$ $\mathbb{F}\left[z_{1}, z_{2}\right]^{k \times k}, T\left(z_{1}, z_{2}\right)$ is invertible in $\mathbb{F}\left[z_{1}, z_{2}\right]^{k \times k}$.

[^2]:    2 These models have separate updating along the horizontal direction. It is also possible to consider separable Roesser models with separate updating along the vertical direction.

