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Abstract 
In this paper we present an interface for support-
ing a user in an interactive cross-language search 
process using semantic classes. In order to enable 
users to access multilingual information, differ-
ent problems have to be solved: disambiguating 
and translating the query words, as well as cate-
gorizing and presenting the results appropriately. 
Therefore, we first give a brief introduction to 
word sense disambiguation, cross-language text 
retrieval and document categorization and finally 
describe recent achievements of our research to-
wards an interactive multilingual retrieval sys-
tem. We focus especially on the problem of 
browsing and navigation of the different word 
senses in one source and possibly several target 
languages. In the last part of the paper, we dis-
cuss the developed user interface and its func-
tionalities in more detail. 

1 Introduction 
The internet comprises of mainly English documents, but 
the amount of documents in other languages grows daily. 
Therefore, the internet is likely to change very quickly 
from an English language medium to a multilingual in-
formation and communication service. Most people have 
a good passive understanding of a foreign language, but 
are not usually in the situation to formulate search queries 
in this foreign language as good as in their mother tongue. 
Considering that people want to access multilingual in-
formation, the importance of their ability of language un-
derstanding increases rapidly. At the moment the support 
provided to navigate multilingual information is not yet so 
sophisticated that users can access documents over the 
internet in the seamless and transparent way as they do in 
their mother tongue.  

In order to enable users to access multilingual informa-
tion, different problems have to be solved: disambiguating 
the query words, translating the query words, as well as 
categorizing and presenting the results appropriately. In 
the following, we briefly discuss these aspects. 

1.1 Disambiguating the Query Words 
Humans often use polysemous words for searching for 
documents. Unfortunately, a distinction of the related 
word senses is difficult [Miller, 2001]. A word is polyse-
mous if it has different meanings (polysemy from Greek 
poly = many and semy = meanings). When people search 
for documents related, e.g., to the word bank, they will 
find different documents related to different meanings of 

this word (bank as a financial institution, bank as a seat, 
etc.). Humans are able to disambiguate these polysemous 
words using their knowledge about the related context, but 
mostly they can do this using their linguistic context 
knowledge related strictly to the language [Miller, 2001]. 
Reading the documents retrieved, they can assign the 
word sense to its linguistic context. In order to identify the 
meaning of a polysemous word in an automatic word 
sense disambiguation task, this linguistic context has to be 
considered. Working in a multilingual context, words 
have to be disambiguated both in the native and in other 
languages (see Section 2.1). 

1.2 Translating the Query Words 
Retrieving documents in other languages, we have to 
translate the concepts of the search keywords. Machine 
translation should help in processing and delivering this 
information. But as discussed in, e.g., [Peters and Sheri-
dan, 2000], this approach cannot be viewed as a realistic 
answer to the problem of query translations right now.  

The problem of automatically matching documents and 
queries over languages is not properly solved yet, and 
therefore it has to be done manually to a great extent. In 
Section 2 the use of query-related word senses retrieved 
from the lexical resources and their translation as an alter-
native solution to this problem is discussed. 

1.3 Categorizing  and Visualizing the Results 
User studies have shown that categorized information can 
improve the retrieval performance for a user. Thus, inter-
faces providing category information are more effective 
than pure list interfaces for presenting and browsing in-
formation as shown, for example, in [Dumais et al., 
2001], where the effectiveness of different interfaces for 
organizing search results was evaluated. Users were 50% 
faster in finding information organized into categories. 
Similar results based on categories used by Yahoo were 
presented in [Labrou and Finin 1999]. 

Motivated by these evaluations, we developed methods 
in order to provide additional disambiguating information 
to the documents of a result set retrieved from a search 
engine in order to enable categorization, restructuring or 
filtering of the retrieved document result set. Since we 
cannot expect a perfect word sense disambiguation or 
categorization of results, an adaptive and error tolerant 
visualization is required. Thus, the retrieval of information 
should be supported by an appropriate interactive visuali-
zation of results and categories. 
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2 Word Sense Disambiguation (WSD) and 
Translation (WST)  

The automatic disambiguation of word senses is still a 
very interesting and challenging research task. Since the 
1950’s different researchers try to disambiguate words, 
sentences or documents for different purposes as machine 
translation, information retrieval and hypertext navigation, 
content and thematic analysis, grammatical analysis (Part-
Of-Speech Tagging), speech or text processing [Ide and 
Véronis, 1998]. In general terms a word sense disam-
biguation (WSD) process can be described by two steps: 

1. All the senses of the word relevant (at least) to 
the text or discourse are extracted/found (through 
a list, categories, ontologies, dictionaries, etc…). 

2. Every occurrence of the word is assigned to the 
appropriate word sense (considering the context 
and the external knowledge resources).  

For disambiguating word senses a variety of association 
methods (knowledge-driven, data-driven or corpus-based 
WSD) can be used [Ide and Véronis, 1998]. So far, we 
only used the knowledge-driven WSD approach, i.e. we 
make use of linguistic information contained in lexical 
resources [Peters, 2001], like machine readable dictionar-
ies, thesauri or computational lexicons, in order to obtain 
a linguistic context description of the word senses. There-
fore, lexical resources have to be (automatically) explored 
using the query words, selecting the concepts based on the 
linguistic relations that define the different word senses 
and their linguistic context. 

In order to identify the meaning of a polysemous word 
in a WSD task, we need to recognize also its linguistic 
context. For this purpose the linguistic context is used in 
two ways: 

1. Bag of words (as in some window surrounding 
the searched word, as in a bag). 

2. Relational information (including information 
about distance from searched word, syntactic re-
lations, semantic categories, etc.). 

The linguistic context knowledge can be accessed from 
an information retrieval system using the knowledge-
driven WSD approach mentioned above. 

In order to use linguistic resources for a multilingual 
approach we have to retrieve not only the concept (word 
sense) with its linguistic relations, but also its related 
translations. Some of the linguistic information and the 
related translations required to disambiguate word senses, 
as we discussed above, are provided in lexical resources 
like EuroWordNet [Vossen, 1997]. Besides, this resource 
can be used for text analysis, computational linguistics 
and many related areas [Morato et al., 2004]. In the fol-
lowing, we briefly describe the use of EuroWordNet for 
document retrieval in a multilingual Framework.  

2.1 The use of EuroWordNet 
Given that we want to retrieve from the web different 
documents in different languages, we have to analyze the 
different linguistic contexts of a word in these languages. 
Therefore, we decided to use the EuroWordNet multilin-
gual lexical database. Its basic structure is the same as the 
Princeton WordNet [Miller et al., 1993] in terms of Syn-
Sets with different semantic relations between them.  

EuroWordNet consists of a set of language specific 
WordNets. Each individual WordNet represents a unique 
language-internal system of lexicalizations. The Inter-
Lingual-Index (ILI) was introduced in order to connect 
the WordNets of the different languages. Thus, it is possi-
ble to access the concepts (SynSets) of a word sense in 
different languages. It means that we can retrieve one and 
the same concept in different languages with its related 
translations and linguistic relations. 

In addition to the Inter-Lingual-index, there is also a 
Domain-Ontology and a Top-Concept-Ontology related to 
this lexical database.  The shared Top-Ontology is a su-
perordinate hierarchy of 63 semantic distinctions for the 
most important language independent concepts (e.g. Arti-
fact, Natural, Cause, Building) and is interconnected with 
the ILI through the WordNet-Offsets. Hereby, a common 
semantic framework for all the languages is given, while 
language specific properties are maintained individually. 
The Domain-Ontology was created for use in information 
retrieval settings in order to obtain specific concepts (only 
implemented exemplary for the computer terminology).  
Figure 1 gives an overview over the architecture of the 
EuroWordNet whereby the single components and its re-
lations are represented. 

However, different problems related to the use of 
(Euro)WordNet for information retrieval have been en-
countered as discussed in more detail, e.g., in [Mihalcea 
and Moldovan 2001; Morato et al., 2004; De Luca and 
Nürnberger, 2006c]. One main problem is that the differ-
entiation of word senses is very often too fine grained for 
typical information retrieval tasks. One way to obtain a 
higher granularity is to merge SynSets if they describe a 
very similar meaning of the same word [De Luca and 
Nürnberger, 2006a]. For web search, such methods could 
be used for creating a reduced structure of the ontology 
hierarchy, having fewer word senses that are carrier of a 
more distinctive meaning, in order to categorize the 
documents retrieved [De Luca and Nürnberger, 2006c]. 
We described a first approach to solve this problem in [De 
Luca and Nürnberger, 2006a] in a monolingual task.  

When we deal with EuroWordNet, these problems per-
sist, and other problems come along. In general, the prob-
lem of automatically finding translation of word senses 
can be solved using such a resource. The use of the Inter-
Lingual-Index helps for this purpose. However, the cover-
age of language-dependent word senses varies from lan-
guage to language, i.e. from ~20.000 (german) to 150.000 
(english) Synsets. Using this lexical resource, we have to 
take into account the missing (or incomplete) translations 
contained in the lexical resource, apart from the lexical 
gaps (word senses that exist in a language and not in an-
other). 

2.2 The use of the CARSA Search Engine 
Framework 

The document search in our approach is done using our 
search engine framework CARSA [Bade et al., 2005]. 
CARSA is a web services based architecture, which sup-
ports the development of context based information re-
trieval systems. The idea of these systems is to support a 
user in his search process by, e.g., adapting the search 
results as well as the interface itself to user specific needs 
and interests. We decided to divide query results set proc-
essing (the information to be presented) from the interface 
design (information presentation) in order to simplify the 
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Figure 1.  EuroWordNet Architecture (see [Vossen, 1997]). 

development of retrieval systems for, e.g., different desk-
top as well as mobile devices. The central component of 
the retrieval system is a meta search engine providing 
methods to restructure and annotate result sets of user 
queries. Search engines (e.g. Google, local searchers) and 
the user interfaces are connected to the system by Web 
services. Using this modular implementation, it is easily 
possible to extend the system by additional search engines 
or to integrate different interfaces. An overview of the 
system architecture of CARSA is given in [Bade et al., 
2005].  

3 Cross-Language Text Retrieval   
After having described the problem of disambiguating 
word senses in general, we focus in the following on the 
disambiguation of the words in documents retrieved from 
an information retrieval system, and particularly in the 
multilingual framework we want to deal with.  

In general an information retrieval system tries to find 
and retrieve relevant documents related to a user query, 
with documents and query being in the same language 
[Abdelali et al., 2003]. Dealing with a multilingual docu-
ment collection naturally brings up new questions. Being 
able to read a document in a foreign language does not 
always imply that a user can formulate appropriate queries 
in that language as well. Users find cross-language text 
retrieval particularly useful when they can express their 
information needs effectively in their mother tongue, 
while handling with languages they are less confident 
with [Oard, 1997].  

In [Peters and Sheridan, 2000] different methods for 
multilingual information access are described, addressing 
the problems of accessing, querying and retrieving useful 
documents contained in different collections in several 
languages at any level of specificity, including different 
computational linguistic processing. The authors distin-
guish three main approaches for multilingual information 
access:  

1. Machine translation techniques  
2. Corpus-based techniques 
3. Knowledge-based techniques 

They argue that full machine translation (MT) can not be 
seen as a realistic answer to the problem of matching 
documents and queries over languages. One weakness of 
present fully automatic machine translation systems is the 
limitation of producing high quality translations only in 
specific domains. Such approaches could substitute every 
possible translation for a polysemous word, thus increas-
ing recall at the expense of precision. In addition, it does 
not represent a cost-effective solution for query translation 
either [Oard and Dorr 1996]. 

The corpus-based approaches analyze automatically 
large collections of text with statistical methods. Here, the 
semantic is given only by translated sentences related 
across the languages and these approaches are applicable 
only in a restricted domain. 

Since we want to avoid the use of large corpora and 
translation methods that are not yet providing sufficient 
quality, our focus is on the use of knowledge-based ap-
proaches to enable multilingual information access. These 
approaches use ontologies, dictionaries (bi- or multilin-
gual) or thesauri in order to enable cross-language text 
retrieval. Thus, we first try to find all word senses, then 
retrieve the appropriate translation from the lexical re-
source and finally categorize documents using the (most 
likely) proper word sense. Finally, we have to visualize 
the results according to the user needs as described in 
more detail in Sect. 5. 

For a more detailed description of the three fundamen-
tal approaches for multilingual information access, we 
refer to [Peters and Sheridan, 2000], where a detailed ex-
planation and several references are given.  

4 Combining Word Sense Disambiguation 
within Cross-Language Text Retrieval  

In order to combine the word sense disambiguation proc-
ess within a cross-language retrieval system, we have de-
veloped, so far, several tools, e.g., [De Luca and Nürnber-
ger, 2005] and evaluated different disambiguation ap-
proaches [De Luca and Nürnberger, 2006a and 2006c]. In 
the following, we discuss some of the most important as-
pects. For more details see the referenced publications. 
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4.1 Tools 
The first visualization interface for multilingual search,  
MultiLexExplorer [De Luca et al., 2006], was developed  
with a focus on multilingual explorative search. Mul-
tiLexExplorer combines word sense disambiguation with 
a text retrieval approach in an interactive framework. It 
uses lexical resources to support a user in disambiguating 
documents (retrieved from the web or a local document 
collection) given the different meanings (retrieved from 
lexical resources, in our case EuroWordNet) of a search 
term having unambiguous description in different lan-
guages. By visualizing search results grouped by keyword 
combinations and word senses, the user can discover lan-
guages using lexical resources for disambiguating mean-
ings, combining words and their translation. The transla-
tions of all possible source language senses are provided 
in the target language based on the ILI entries of Eu-
roWordNet (see Section 2.1).   

The LexiRes tool [De Luca and Nürnberger, 2006b] 
provides the possibility of restructuring the word senses 
provided by a lexical resource for information retrieval 
purposes. Users are usually interested in a small list of 
meanings with very distinctive features. Since many lexi-
cal resources, especially WordNet, provide frequently too 
fine grained word sense distinctions, we implemented the 
tool LexiRes  that gives the possibility to navigate lexical 
information, helping authors of already available lexical 
resources in deleting or restructuring concepts using 
automatic or manual merging methods, e.g., as described 
in [De Luca and Nürnberger, 2006a]. 

These tools were first steps before implementing the in-
terface presented in this paper. Both tools were used to 
deal with multilingual queries and documents and helped 
in finding an appropriate visualization of the results and 
word senses. 

4.2 Document Disambiguation and Classifica-
tion Using the Sense Folder Approach 

In this section we briefly introduce the functionality of the 
Sense Folder Disambiguation. This approach is used to 
classify documents in Sense Folders, which are defined 
based on context descriptions obtained by merging infor-
mation from word senses (retrieved from WordNet) with 
associated linguistic relations as proposed in [De Luca 
and Nürnberger, 2006c].  

First of all we want to semantically disambiguate the 
query terms (used in the retrieved documents) using 
WordNet. Therefore, we categorize documents with re-
spect to the meaning of a query term using different lin-
guistic relations retrieved from EuroWordNet. These rela-
tions provides us with words defining the context of the 
query term in order to create Sense Folders for its differ-
ent meanings. Thus, for each (EuroWordNet-) sense of a 
query term, a Sense Folder (prototypical word vector) is 
created containing: 

• all synonyms (the SynSet)  
• all hypernyms (the superordinate word), i.e. dividing 

senses/categories where hypernyms intersect,  
• all hyponyms (the subordinate word),  
• the belonging glosses (description of the SynSet ele-

ments by words that are frequently used in this specific 
semantic context),  

• and the belonging word domain (word context). 

These Sense Folders are compared within the words con-
tained in the documents and are used in order to catego-
rize and annotate retrieved documents with their best 
matching Sense Folder. Every document is first assigned 
to its most similar Sense Folder and afterwards this classi-
fication is revised by a clustering process in order to im-
prove the disambiguation performance [De Luca and 
Nürnberger, 2006c]. Labels defining the disambiguating 
classes are then added to each document of the result set. 
The visualization of such additional information (Fig. 2) 
should enable a simple navigation through the huge num-
ber of documents and, if possible, should restrict informa-
tion only to the relevant query-related results.  

   
Figure 2 Annotation/classification example searching for the 

term ‘lingua’ 

Figure 2 shows the implemented categorization tech-
niques combining the knowledge-driven WSD with the 
knowledge-based text retrieval approach integrated in the 
developed user interface. The lexical resources are used in 
order to disambiguate documents (retrieved from the web) 
given the different meanings (retrieved from lexical re-
sources, in this case EuroWordNet) of a search term. 
These techniques were combined with clustering proc-
esses that strongly improved the overall classification per-
formance. While the pure Sense Folder based approach 
correctly classified 42% of the documents of a small 
benchmark dataset, the clustering process was able to as-
sign approximately 70% of the documents to the correct 
class [De Luca and Nürnberger, 2006c]. More details 
about these approaches can also be found in [De Luca and 
Nürnberger, 2005 and 2006c]. 

5 The User Interface 
In the following, we describe an  approach for combining 
cross-language text retrieval, word sense disambiguation 
and document classification to provide a user-oriented 
presentation of the search results. We first briefly discuss 
related work, then we present the implemented user inter-
face that gives the possibility of an interactive multilin-
gual search, and finally we discuss a first evaluation of the 
automatic merging methods in this setting.    

5.1 Related Work 
Different work has already been done in dealing with 

word senses, clustering and multilingual queries. For ex-
ample, in [Mihalcea and Moldovan, 2001 and Peters et al., 
1998] approaches for automatic sense clustering with Eu-
roWordNet were presented. Methods for collapsing simi-
lar meanings for query expansion have been discussed in 
[Moldovan and Mihalcea, 2000].  
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Peters et al., [1998] developed automatic methods for 
grouping senses into more coarse-grained sense groups. 
They started clustering, for example, word senses sharing 
the same hypernym (calling them sisters) that occurs be-
tween two or more senses hyperonyms.  

In [Mihalcea and Moldovan, 2001] it was also moti-
vated that there is no need of a fine grain distinction be-
tween concepts n a retrieval setting. In this work the au-
thors propose an approach to collapse synsets having very 
similar meaning or deleting synsets that are rarely used. 
The similar meanings are collapsed here for query expan-
sion. Also approaches for semantic indexing, e.g. 
[Gonzalo et al., 1998], show that there is no need for such 
fine distinctions of word senses. 

Different to the approaches mentioned above, we are 
not working on methods for query expansion, since we 
think that these approaches usually restrict the result set to 
much (and thus reduce the recall) and furthermore fre-
quently change the original meaning of the query and thus 
do not reflect the users intention any longer [Gonzalo et 
al., 1998]. Our goal is to support the user in the retrieval 
process by semantic annotation and structuring of result 
sets without modification of the initial query.  

5.2 Interacting with the Multilingual User Inter-
face 

Figure 3 shows the user interface that is divided in three 
main parts: 

a) The Search and Configuration Dialogue  
b) The Word Sense Presentation 
c) The Result List Presentation 

 
A user that interacts with this user interface has to first 
configure the search before starting (label a). First of all 
the user chooses the language he wants to search with (as 
a “starting” source language). Afterwards, other languages 
(target languages that the user usually is able to speak and 
understand) can be selected for initializing the multilin-
gual search. Furthermore, a user can also configure which 
search engines should be used. Of course, default settings 
are provided.  

The configuration dialogue for the linguistic parameters 
for classification (see Section 5.3) can be started clicking 
on the button config (see Figure 4). However, this dia-
logue is recommended only for expert users. Here, the 
user can choose not only the linguistic parameters, but 
also the classification methods that should be used by the 
system. Presets for classification are implemented as a 
default. 

After having configured the search parameters, the user 
can type in the query terms that he is interested in. These 
keywords are sent to the CARSA meta-search engine and 
to the Ontology Engine. The meta-search engine retrieves 
the documents. The documents are retrieved implicitly 
language-dependently. It means that when we start a 
search in Italian, we only retrieve Italian documents since 
the selected search terms are in italian. The Ontology En-

 

 

a 

b c

Figure 3. Multilingual User Interface 
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gine is concerned with the process of retrieving the word 
senses related to the query and the related translations 
used for the Sense Folder Disambiguation as described in 
Sect. 4.2. The retrieved word senses are used to filter the 
results and present them annotated by their meaning. 
Therefore, every document is labeled with the best match-
ing Sense Folder (see Sect. 4.2). Every Sense Folder is 
used as class containing the related retrieved documents 
(label b). A glossary entry is shown in order to help a user 
in understanding what the word sense means. Such a glos-
sary entry is activated on the mouse rollover event. It is 
always in English and retrieved from the EuroWordNet 
ontology. 

If we click for example on the Sense Folder 1 (SF1) on 
the left side of the user interface, the system will show to 
the user only the documents that are classified by the sys-
tem as belonging to that word sense, in this case 33 
documents that are presented on the right side of the inter-
face (label c), if the user clicks on the word sense.  It 
means that if we are only interested in the documents re-
lated to the word sense “natural language” in Italian, we 
do not have to scan all results in order to retrieve the 
documents we are interested in. We can just browse the 
documents related to this word sense; in our case only 33 
of 50. However, we like to emphasize that the word sense 
categorization is not perfect as already mentioned in Sect. 
4.2. Therefore, we are still working on visualization 
methods that are better able to deal with this uncertain 
classification.  

As we can see from Figure 3 not all senses are covered 
from the documents. It means that when we were looking 
for documents related to the word sense “lingua” (SF3) in 
the sense of “spit”, we wouldn’t find with the first search 
any related documents. 

This interface gives the possibility of a multilingual 
search. As we can see, every Sense Folder has a transla-
tion related to the word senses retrieved for the languages 
chosen at the beginning of the search process. As we said 
before, the use of EuroWordNet implies missing (or in-
complete) translations and lexical gaps. It means that not 

all word senses have a 1:1 translation in all foreign lan-
guages selected. However, considering our example 
above, where we are looking for the word sense “lingua” 
(SF3) in the sense of “spit”, we can just click, for exam-
ple, on the English translation of the word sense, to start 
automatically a new search with “spit” as a new search 
word in the English document web collection. The user 
interface presents then the new word senses related to the 
query word “spit” and filters the new retrieved documents 
to the correspondent Sense Folder. Obviously, here a new 
word sense disambiguation and retrieval process is 
started. 

5.3 Search Configuration 
Given that we want to use the word senses for filtering 

the documents with respect to their meaning, we have to 
configure the search with the document classification. The 
user can configure the Sense Folder Classification (or the 
classification supported by the clustering methods, as in 
the example with k-Means Clustering) choosing the pa-
rameters that characterize the word sense classes used as 
described in Sect. 4.2. Here the user can choose to activate 
any linguistic relation and merging method. Choosing the 
merging methods, thresholds can also be defined. Figure 4 
shows the parameter configuration dialog that can be in-
teractively be modified from the user. Depending on 
which linguistic parameters have been activated, the sys-
tem classifies the documents. A first evaluation of the 
combination of the merging parameters has been de-
scribed in [De Luca and Nürnberger, 2006a]. 

5.4 Evaluation of the Linguistic Parameters 
In the following, we show a first evaluation of the combi-
nation of the linguistic parameters. Table 1 shows the re-
sults of this evaluation.  
For our experimental studies we chose the pre-classified 
BankSearch web page collection [Sinka and Corne, 2002] 
consisting of 10,000 web documents classified into 10 
equally-sized categories each containing 1,000 web 

 
Figure 4. Parameter Configuration 
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documents. To each category one of four distinct themes, 
namely Banking and Finance, Programming Languages, 
Science, and Sport was assigned. 

For the evaluation, we selected the subset of documents 
that contain the words “rule” or “operation”. The obtained 
documents were categorized using the pure Sense Folder 
classification (SF) approach and the clustering (CL) ap-
proach.  We compared these two different automatic clas-
sification with the classification contained in the dataset 
(based on themes). Since these themes match nicely with 
the possible meanings of the term “rule” or “operation” 
described  in WordNet (see Table 2 and Table 3), we first 
run the evaluation using all the SynSet available (related 
to the themes, but used as “Single SynSets”) and then 
merging them, mapping one or more SynSets to one 
Theme (“Exact Match, merged SynSets”). It means that 
we had first 6 SynSets (not merged) of the two word 
senses and 4 SynSets after merging semantically very 
similar word senses (For details on merging SynSets see 
[De Luca and Nürnberger, 2006a]). We consider in the 
following SynSet #0 as correctly classifying documents 
assigned to the banking and finance theme, SynSet #1 for 
the programming theme, SynSet #2 for the science and 
SynSet #3 for the sport theme. The SynSets that are con-
sidered not belonging to any of the themes have been re-
moved. If the term “rule” or the term “operation” occurs 
in a document of this dataset it is usually used in the sense 
of the assigned theme. We can notice here that the best 
combination is almost always when we use only the com-
bination of the linguistic relations (synonymy, hyponymy 
and gloss-description) with the merged form of the word 

senses. 

6 Conclusions and Future Work 
In this paper we presented a multilingual user interface 
that helps users in the search process considering the lan-
guages they can speak and the word senses they want to 
navigate in order to retrieve the documents they are look-
ing for. Therefore, we integrated different word sense 
disambiguation methods in order to automatically catego-
rize retrieved documents with respect to the sense in 
which a query term is used within the document. The re-
sults are presented in groups that can be accessed interac-
tively. Even though, the performance of the word sense 
disambiguation methods is not yet sufficient and has to be 
improved, the interface already provides additional infor-
mation that can help a user in browsing multilingual 
search results. 

In future work, the usability of the current user inter-
face has to be evaluated in order to better understand the 
needs of users working in a multilingual environment.  

Furthermore, the use of EuroWordNet is very helpful, 
but we are thinking of implementing methods to extend 
this ontology, because only the English language has more 
or less acceptable coverage of the language. 

The merging methods applied to the word senses can be 
helpful for a better document classification, but a deeper 
evaluation should be done and a more detailed analysis of 
the disambiguation performance is still necessary. 

Wordnet SynSet Single  
SynSet 

Exact Mapping 
(merged SynSet) 

#0 rule ruler (Metrology) #1(2) #1(2) Program 

#1 rule formula (Sociology) #0 (1) #0(1) Banking 

#2 rule regulation (behavior)   none none 

#3 rule formula (Mathematics) #1 (3) #1(2) Program 

#4 principle rule (rule, law) #2 (4) #2 (3) Science 

#5 principle rule (generalization) #2 (5) #2 (3) Science 

#6 rule (religion) none none 

#7 rule prescript (guide) none none 

#8 rule (game, sport) #3 (6) #3(4) Sport 

#9 rule linguistic rule (Linguistics) none none 

#10 rule (legal authority) none none 

#11 rule (History Time_Period) none none 
Table 2. Comparison of WordNet SynSets and restructured 
SynSets for clustering for the word “rule”.  

Wordnet SynSet Single 
SynSets 

Exact Mapping 
(merged SynSet) 

#0. operation (being operative) none #3 (4) Sport 

#1. operation (Commerce) #0 (1) #0 (1) Banking 

#2. operation, functioning none #3 (4) Sport 

#3. operation activity #3 (5) #3 (4)  Sport 

#4. operation (Computer Science) #1 (2) #1 (2) Program 

#5. operation (Military)  none none 

#6. operation (Medicine) #2 (3) #2 (3) Science 

#7. operation, procedure #3 (6) #3 (4) Sport 

#8. process, operation, cognitive 
operation (Psychology) 

#2 (4) #2 (3) Science 

#9. operation (Mathematics) none #1 (2) Program 

Table 3. Comparison of WordNet SynSets and restructured 
SynSets for clustering for the word “operation”.  

 SynHyperHypoGlo SynHyperGlo SynHypoGlo SynGlo SynHyperHypo 
SF  (Single SynSet „operation“) 0.42 0.38 0.40 0.32 0.29 
CL (Single SynSet „operation“) 0.55 0.47 0.54 0.46 0.37 
SF ( merged SynSet „operation“)  0.42 0.39 0.40 0.30 0.22 
CL (merged SynSet „operation“) 0.67 0.66 0.82 0.47 0.10 
SF(Single SynSet „rule“) 0.36 0.28 0.43 0.33 0.26 
CL (Single SynSet „rule“) 0.58 0.28 0.68 0.52 0.21 
SF ( merged SynSet „rule“) 0.40 0.31 0.45 0.36 0.27 
CL (merged SynSet „rule“) 0.79 0.26 0.60 0.19 0.87 

SF =Sense Folder Classification CL= k-Means Clustering with Sense Folders  
Syn=Synonyms Hyper= Hyperonyms Hypo= Hyponyms Glo=Human descriptions 

Table 1 Evaluation of linguistic parameters 
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