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ABSTRACT

The aim of this work is to explore the usefulness of face se-
mantic segmentation for head pose estimation. We imple-
ment a multi-class face segmentation algorithm and we train a
model for each considered pose. Given a new test image, the
probabilities associated to face parts by the different models
are used as the only information for estimating the head orien-
tation. A simple algorithm is proposed to exploit such prob-
abilites in order to predict the pose. The proposed scheme
achieves competitive results when compared to most recent
methods, according to mean absolute error and accuracy met-
rics. Moreover, we release and make publicly available a
face segmentation dataset' consisting of 294 images belong-
ing to 13 different poses, manually labeled into six semantic
regions, which we used to train the segmentation models.

Index Terms— Face segmentation, feature extraction,
classification, head pose estimation

1. INTRODUCTION

Head pose estimation aims at predicting the orientation of hu-
man head from a facial image. More specifically, the output
of a head pose estimator consists of the yaw and the pitch an-
gles and, optionally, the roll angle in 3D space. Head pose
estimation has become an important topic in computer vision
and pattern recognition[1]. The main reason is that head pose
is a key information for many other applications, such as face
and expression recognition, gaze estimation, augmented real-
ity, computer graphics, 3D animation, etc.

The estimation of head orientation is problematic because
of the sparsity of data and ambiguity of labels. In fact, avail-
able datasets are limited and a precise ground truth of head
pose is difficult to obtain. The widely used Pointing’04 head
pose database [2] - which we also adopt for comparison - is
collected by asking humans sitting at the same position of the
room to look at markers. This approach leads to approximate
results: both the starting 3D head location and the direction
of the head toward the markers are not perfectly aligned. As
a result, the dataset contains a finite number of coarse poses,
and considers only yaw and pitch angles.

'http://massimomauro.github.io/FASSEG-repository
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Fig. 1: Overall scheme of our approach. Probability maps are
used as the only information for predicting the head pose.

In this paper we explore the usefulness of face semantic
segmentation for estimating the head pose. Arguably, a strong
interaction exists between facial parts and its corresponding
pose. Relationship between face parts and pose recognition is
confirmed by psychology literature as well, as facial features
are informative for human visual system to recognize the face
identity [3, 4]. Using a multi-class face segmentation algo-
rithm [5], we train a model for each considered pose. The
model parses the face into six parts and produces probabil-
ity maps for skin, nose, eyes, mouth, hair, and background
classes. Given a new image, the probabilities associated to
face parts by the different models are used as the only infor-
mation for estimating the head pose. A scheme of the pro-
posed method is in Figure 1.

We evaluate our algorithm on the Pointing’04 database,
and we show that the method achieves state-of-the-art per-
formance according to both mean absolute error (MAE) and
accuracy metrics. As an additional contribution, we release a
dataset! which we used to train the segmentation models, that
consists of 294 manually labeled ground-truth images belong-
ing to 13 different poses. The dataset will be made publically
available for research purposes.

The paper is arranged as follows: in Section 2 we present
a short summary of related works, in Section 3 we introduce
our pose estimation method, in Section 4 we explain the ex-
perimental setup and analyze the results, while Section 5 con-
cludes the paper discussing some future directions.



2. RELATED WORK

A large amount of literature exists on the topic of pose estima-
tion. A good historical survey and taxonomy of approaches
can be found in [1]. We focus here only on methods most
related to our work or that are evaluated on the Pointing’04
dataset as we do. Stiefelhagen et al. [6] extract horizontal and
vertical image derivatives of the first order, then train a neural
network to discriminate between poses. Bingpeng et al. [7]
propose an algorithm for yaw estimation using the symmetry
principle. Their method considers an effective combination
of Gabor filters and covariance descriptors, and exploits the
existing relationship between the head pose and the symme-
try of the face image. A combination of Multi-scale Gaus-
sian Derivatives (MGD) and Support Vector Machine is used
by Jain et al. [8]. Face images are represented by MGDs,
reducing the dimension with PCA. Due to low memory foot-
print and fast processing time, authors claim that their algo-
rithm is suitable for hand-held devices. Huttunen et al. [9]
summarizes outcome of a competition. The paper is using a
collection of several machine learning methods for head pose
estimation. The cropped face images are transformed into a
dense histogram of oriented gradient (HOG) [10] features and
used for classification. Authors of the paper claim better re-
sults as compare to state of the art. Kota et al. [11] propose
a regression based method for head pose and car direction
estimation. According to authors of the paper the proposed
model is more flexible in the sense that the method does not
rely on trial and error process for finding best spliting rules
from already defined set of rules. Gaoli et al. [12] introduces
feature weighting along with tree screening into the random
forest trees in training stage. Features with high discrimina-
tive power are most likely to be chosen for building trees of
the random forest. In this way, the diversity of the forest is not
deteriorated and high pose estimation accuracy is obtained.
The The proposed model is evaluated on head pose as well as
survelance datasets.

Multivariate Label Distribution (MLD) [13] is a state of
the art algorithm which uses HOG features and introduces the
idea of soft labels: rather than explicit hard labels, every im-
age is associated with a label distribution. To the best of our
knowledge, this is the best performing method to date. While
all previous methods mainly use appearance-based descrip-
tors, we exploit face segmentations as the only feature in our
work.

Vatahska et al. [14] algorithm initially detects facial fea-
tures such as tip of the nose and both eyes. Based on the
position of these features neural network estimates three rota-
tion angles i.e., frontal, left and right profile images. Hatem
et al. [15] method also uses facial features for head pose
estimation. Haar like features are used initially for face local-
ization, than the coordinates of eyes and mouth with respect
to the nose are located. Authors of the paper perform their ex-
perimental work on a limited set of Pointing’04 poses (from

Fig. 2: Examples of segmentation results on 7 poses (from
—90° to +90° with a step size of 30°). Labelled ground truth
on the second row, PB algorithm output on the third row, and
SPB algorithm output on the fourth row.

—60° to +60°). These methods face some problems possi-
bly leading to a failure of the framework in some cases. For
example, since feature extraction includes eye localization, a
subject wearing glasses can make such localization problem-
atic. In Pointing’04 dataset, 7 subjects out of 15 are wearing
glasses. Similarly, if image resolution is poor, extraction of
these features is almost impossible. In present work compli-
cated face images such as images with glasses, moustaches
and beared are also included in the experimental work.

Huang et al. [16] approach the pose estimation prob-
lem through face segmentation. Authors of the paper argue
that mid-level features such as pose, gender, and expression
can be predicted easily from a well segmented facial image.
Through experimental results, they prove that a relation exists
between face segmentation and pose estimation. Experiments
are performed on a small database of 100 images, considering
only three poses (frontal, right, and left) and using a 3-class
face segmentation (skin, hair and background). Their algo-
rithm trains a pose regressor based on simple descriptors like
the first moments of hair and skin about a centered vertical
line. We exploit instead a 6-class segmentation algorithm and
use probability maps as features. Moreover, we consider 13
total poses and make experiments on a larger image set taken
from Pointing’04 database.

3. HEAD POSE ESTIMATION METHOD

We analyze separately the two main steps of our algorithm:
multi-class face segmentation and head pose estimation.
3.1. Multi-class face segmentation

We use the algorithm already proposed in [5] for face seg-
mentation. There, we analyzed two strategies - feature con-



Algorithm 1 Pose estimation algorithm

Input: a test image I;.5;, n segmentation models ST (n =
number of poses).

1. if PB segmentation:
Extract patches from I;.4; using a step size 1
else if SPB segmentation:
Extract patches from the center of each super-pixel.
2. For each patch R:

2a. predict with ST obtaining a set of class-probability
pairs (¢, p)}
2b. evaluate pyq. = maxi—1.. . (p;)
2¢. if ¢naq € {mouth, eyes, nose}:
assign the pixel to the corresponding pose Pr.

3. Count the number C; of pixel assignments for each pose:

Cs

> (Pr==i),i=1...n

R

4. The predicted pose is the one for which C; is maximum:

P = argmax C;

i=1...n

Output: Predicted pose P

Table 1: Pose estimation algorithm.

catenation and spatial prior - to exploit location feature. We
adopt the former since it has shown to perform better. Such
a method parses a frontal face into six classes: skin, eyes,
mouth, nose, hair and background. We extend it by training
models for all considered poses. For training, 14 images from
each pose are manually labeled.

We analyse two possible solutions by using both pixel and
super-pixels as base processing unit for segmentation. In the
pixel-based approach (PB), squared patches are extracted and
classified with a step size 1. In such a way, every pixel gets
a class label and probabilities associated to each class. Some
images segmented by PB method from Pointing’04 database
are shown in figure 2 on the 3" row. In the superpixel-
based approach (SBP), we use SEEDS [17] algorithm to over-
segment an image into small superpixels. We extract and clas-
sify patches considering the center of each superpixel. As a
result, all pixels belonging to the same superpixel share the
same label and class probabilities. Some of the images seg-
mented by the SPB method are shown in figure 2 on the 4"
Tow.
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Fig. 3: Segmentation confusion matrices for pose 0° with the
PB (upper) and SPB (lower) approaches.

3.2. Pose Estimation

The structure of our algorithm is outlined in Table 1. The
working principle is as follows: given a test image, we run
the segmentation models for all different poses, obtaining, for
every pixel, a set of class predictions with associated prob-
abilities. The set has the same size of the number of poses.
We consider the maximum of such probabilities, and we “as-
sign” the pixel to the respective pose. The maximum proba-
bility is noted as p,,q, in Table 1. At the end, the predicted
pose is the one with the maximum number of assigned pixels.
When using the SPB segmentation, the pipeline is the same,
except that the pose is assigned to super-pixels. The underly-
ing idea of our method is that when test data are most similar
to training data, the segmentation model is more confident in
its predictions, thus it classifies the image patch with a higher
probability.

Additionally, we investigate which parts of the face are
the most discriminative for understanding pose. To do this,
we decide to assign pixels or super-pixels to a given pose only
when the predicted semantic class belongs to a selected sub-
set. After a detailed experimental analysis, we find that only
eyes, nose, and mouth regions are really helpful. This fact is
explained intuitively by observing that skin and hair patches
from different poses can appear very similar.



Method Reference MAE (Deg.) Accuracy (%)
Pixel-based approach - 3.75 774
ML Distribution MLD-wlJ [13] 4.24 73.30
Super-pixel based approach - 5.69 67.3
MG Derivative Jainetal. [8] 6.9 64.51
kCovGa Bingpeng et al. [7] 6.24 -
CovGa Bingpeng et al. [7] 7.27 -
Neural Networks Stifelhagen et al. [6] 9.5 52.0
Random forest regression Lietal. [18] 9.6 -
Human performance Gourier et al. [19] 114 40.7
High-order SVD Tuetal. [20] 12.9 49.25

Table 2: Head pose estimation comparison of various methods on the Pointing’04 database. Performance data taken from [13].

4. EXPERIMENTS

The experimental section is divided into two parts. Subsec-
tion 4.1 is about the image setup used for experimental work
and 4.2 explain the results and its discussion.

4.1. Experimental Setup

All images in the training and testing phases are the bounding
boxes which are obtained through manual face localization
method. We test our method on the Pointing04 dataset. Point-
ing04 contains images of 15 people who were asked to gaze
at the markers marked on a sphere in a measurement room.
The head orientation is determined by pan and tilt varying
from —90° to +90° in both horizontal and vertical orienta-
tion. The phase shift for horizontal orientation is 15° while
for vertical orientation is 30°. Thus, the “pitch dimention” is
divided into 9 angles (—90°, —60°, —30°, 0°, 30°, 60°, 90°)
while the “yaw dimension” is divided into 13 angles (—90°,
—75°, —60°, —45°, —30°, —15°, 0°, +15°, 4+30°, +45°,
+60°, +75°, +90°).

We consider all yaw poses from —90° to +90° with step
size 15°, while we fix the pitch to 0°. In this setting, the total
number of considered poses is 13. We do not perform exper-
iments with vertical orientation poses but much better results
are expected in that case as the phase difference between con-
secutive pose is 30° in vertical orientation poses.

To divide training and testing data, persons 1-7 are used
for training the segmentation models while persons 8-15 are
used for testing both segmentation and pose estimation per-
formance. Original images are rescaled both in training and
testing phases to a constant height H = 512, while width
W is varied accordingly. The size of the extracted patches
for segmentation is 16 x 16 for HSV and 64 x 64 for HOG
features resulting a feature vector f € R1862,

4.2. Results and Discussion

Face Segmentation. In Figure 2 some examples of seg-
mentation results on different poses of the same face are
shown. In Figure 3 the confusion matrices are reported for
both PB and SPB approaches. We use pixel-wise accuracy as
the evaluation criterion for segmentation.

We note that the PB method outperforms SPB. The pixel-
based method shows better results for all classes except back-
ground. In particular, accuracy for eyes, mouth, and nose
classes dropped significantly with SPB. From confusion ma-
trices it is clear that pixel-wise accuracy of the background
class increases appreciably with SPB method. Although av-
erage accuracy of the pixel-based segmentation is greater, a
substantial increase in speed - of an order of magnitude - is
obtained by using super-pixels, since the number of patches
to be classified by the model is greatly reduced.

Pose Estimation. The method is evaluated by two com-
monly used metrics. The first the MAE between the predicted
pose and the “ground truth” pose. The second is the accuracy
of pose predictions. MAE is a regression measure while pose
estimation accuracy is a classification measure.

In Table 2 we list the performance of other recent meth-
ods, as reported in [13] for yaw angles. The comparison
shows that we achieve state-of-the art performance with the
pixel-based segmentation method for both MAE and accu-
racy metrics, while we rank third when switching to the
superpixel-based approach.

In Figure 4 and 5 we show the confusion matrices for
pose estimation when using PB and SPB segmentation re-
spectively. Results are from good to perfect in most poses.
The PB method achieves 100% accuracy for the largest an-
gles (—90° and +90°) that were declared as critique in [13].
We obtain instead poor performance only for 60° and —60°,
probably because mouth, eyes, and nose classes are less dis-
criminative than for other poses. Anyway, most incorrect pre-
dictions are adjacent to the ground truth angles.

An important observation derived from our results is that
a correlation exists between segmentation and pose estima-
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Fig. 4: Pose estimation confusion matrix for PB approach.

tion accuracies. This effect can be observed from the perfor-
mance gap among the PB and SPB methods in both tasks, and
it was confirmed also in all our validation tests, where higher
segmentation performance lead to more accurate pose predic-
tions.

‘We observe that PB algorithm has much better results than
SPB in pose estimation. Our proposed algorithm for pose esti-
mation is mainly based on good segmentation of eyes, mouth,
and nose. Due to low accuracies of SPB algorithm in these
three classes, we have comparatively lower results for pose
estimation.

S. CONCLUSIONS AND FUTURE WORK

In this paper we proposed an algorithm for pose estimation
through face semantic segmentation. Using a multi-class face
segmentation algorithm [5], we exploit the probabilities as-
sociated to face parts for estimating the head orientation. The
proposed algorithm achieves state-of-the-art performance,
proving that the coarse representation provided by the seg-
mentation is highly informative for estimating the head pose.
We also release a face segmentation dataset with labeled
images belonging to 13 different poses.

We observed that a correlation exists between segmenta-
tion and pose estimation accuracies. A first direction for fu-
ture work is thus to improve the segmentation models. Perfor-
mance can be enhanced by integrating pixel probabilities into
a conditional random field model to improve local labeling
consistency, or by exploiting recent deep-learning approaches
based on convolutional neural networks for image patch rep-
resentation [21, 22].

A natural second direction for future work is to improve
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Fig. 5: Pose estimation confusion matrix for SPB approach.

pose estimation. A possible idea is to use a more typical
learning-based approach by training a pose estimation model
using our probability maps as descriptors, eventually com-
bined with other features.

Finally, a third interesting direction is to explore the use
of the segmentation maps for other face analysis tasks, such
as the estimation of gender, expression, age and ethnicity.
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