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Abstract

This thesis presents the search for a charged-lepton flavour violation via a model-independent
Higgs-like boson decaying to a muon and a tau lepton, H — u7. The validation of high-pr
tau lepton identification is performed with the measurement of Z — 777~ production cross-
section, using 2fb~! of integrated luminosity from pp collisions at /s = 8 TeV collected
by the LHCD experiment at the LHC in 2012. The tau leptons are reconstructed in both
leptonic and hadronic decay channels. The cross-section, restricted to events with both
tau leptons having a transverse momentum greater than 20 GeV/c and a pseudorapidity
between 2 and 4.5, and with a tau pair invariant mass between 60 and 120 GeV/c?, is
measured to be
Oyt =95.20+2.13+4.79 +0.17 & 1.10 pb.

The uncertainties are statistical, systematic, from the LHC beam energy, and from the
integrated luminosity. The results are compatible with the lepton universality hypothesis
in Z decays, and are in agreement with NNLO Standard Model predictions.

Using the validated tau-lepton identification and detection efficiencies, the search for
H — pt covering 99% of tau decay modes found no statistically significant excess. The
upper limit on the cross-section times branching fraction, o445 ur, at 95% confidence
level is set, ranging from about 22 pb for mpy = 45 GeV/c? to 4 pb at 195 GeV/c?. Assuming
the Standard Model Higgs, the limit on the braching fraction is B(H — ut) < 25.7%,

corresponding to a Yukawa coupling of |/|Y,-|? + [Y7,|2 < 1.69 x 1072

Keywords: LHCb, tau lepton, Z° — 7777, lepton universality, H — p~ 7", charged-
lepton-flavour-violation.
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Résumé

Ce travail de these présente la recherche de la violation des saveurs leptoniques chargée
par des bosons sembables au boson de Higgs se désintégrant en un muon et un lepton
tau, H— u7. La validation de 'identification du lepton tau & haut pt a été obtenue par
la mesure de la section efficace de Z— 7777, en utilisant les donnéees enresgistrées par
Iexpérience LHCb durant 'année 2012 des collision pp avec une énergie dans le centre de
masse de /s =8TeV, correspondant & une luminosité intégrée de 2 fb~!. Des leptons tau
sont reconstruits dans les canaux de désintégration leptoniques et hadroniques. La section
efficace pour les événements contenant des leptons tau avec une quantité de mouvement
transverse plus grande que 20 GeV/e, une pseudorapidié entre 2 et 4.5, et une masse
invariante des paires de leptons tau entre 60 et 120 GeV/c?, a été measurée et vaut :

Opsrtsr— =95.20+2.13 +4.79 + 0.17 + 1.10 pb,

ou les incertitudes sont statistique, systématique, sur I’énergie d’un faisceau, et sur la lumi-
nosité. Les resultats sont compatibles avec I'universalité leptonique, et avec les prédictions
au niveau NNLO du Modele Standard.

La recherche de H — p7 en utilisant 'identification et les efficacités de detection des leptons
tau ne trouve aucun exces statistique. Les limites supérieures au niveau de confiance de
95% sur les sections efficaces de production, og4p,r, ont été établies & 22pb pour
mpy = 45 GeV/c?, jusqu’a 4 pb pour my = 195 GeV/c?. Pour le boson de Higgs du Modele
Standard, la limite supérieure sur le facteur de branchment est B(H — ur) < 25.7%,

correspondant au couplage de Yukawa \/|Y,r |2 + V7,2 < 1.69 x 1072,

Mots clefs : LHCb, lepton tau, Z° — 7777, universalité leptonique, H — pu~ 77, violation
des saveurs leptoniques chargée.
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Il Introduction

Phy-sics (moun)  /fiz.iks/
The branch of science concerned
with the nature and properties of
matter and energy.

Oxford English Dictionary

As a human, we love to identify a pattern. It has been this way since the dawn of the
civilization: Looking for an order within a chaos, awaiting for a next sunrise after a sunset,
connecting for a language to not being left alone, and striving for a harmonious life with
the nature. As recognized by various philosophical schools and religious beliefs, we may
merely want to use those patterns to answer where we were from, what matters to us now,
and where we shall be.

To physicists, there is probably no greater joy, or “Awakening”, than energetically witnessing
an anticipated piece fit accordingly into the pattern: A key that fits into its lock, Gallium
that fits into Mendeleev’s periodic table, Gravitational wave that fits into general relativity,
and Higgs boson that fits into the Standard Model.

Conversely, nothing is more irritating than unsolved phenomena residing right next to our
awakened selves.

As the Standard Model of Particle Physics shines through the scrutiny and established
itself as a cornerstone at the end of the 20th century, with so many puzzles left unsolved,
its name is no longer befitting. In Part I, the theoretical motivation for a search for New
Physics via lepton-flavour-violation will be explored, including constraints from recent
experiments, as well as the description of experimental environment at LHCb to pursuit
such goal

Choosing H — ut decay as a search for New Physics, an extensive study on high-pt tau
lepton identification at LHCD is indispensable, which is the subject of Part II. The Z— 77
decay! is a perfect control channel for this purpose, where the results can be compared
to Z — pp and Z — ee analyses at LHCb. The establishing performance of tau lepton
identification and reconstruction will benefit other searches involving tau lepton in the
future.

! Z implies Z/v*, includes contributions from virtual photon production and its interference with Z
boson production.
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The search for H — pr decay is ultimately presented in Part III, where H is a model-
independent Higgs-like scalar of an unspecified mass within the coverage of this analysis.
The signal extraction procedures largely derived from the Z — 77 analysis, benefiting from
validated methods and efficiencies. At the end, a hypothesis testing allows an exclusion
limit on H — p7 production and leptons Yukawa coupling to be placed.
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LHC Physics






A 'Theory

2.1 Standard Model (SM)

The Standard Model of particle physics (SM) describes three fundamental interactions
(electromagnetic (EM), weak, and strong) in a single framework, including a classification
of elementary particles, using the Quantum Field Theory (QFT) as a theoretical ground.
This section briefly provides the overview of the content of SM. More detail treatments
can be found in several literature including [1, 2, 3].

“Symmetry” is the key to understanding the principle of laws in nature. In the SM, the
interaction between particles can be considered, on one hand, as the interaction mediated by
force-carrier gauge bosons; and on the other hand, as an operation from a symmetry group
leaving the Lagrangian of the system locally invariant. The gauge bosons of the former
description are photons (EM force), gluons (strong force), and W, Z° bosons (weak force).
The group structure in the latter description can be written as SU(3)c ® SU(2)r, @ U(1)y,
governing the conserved color, handedness, and hypercharge respectively. The couplings
between gauge bosons and other particles (including themselves) can sufficiently determine
the dynamic of the system, which are needed to be measured experimentally. The summary
of couplings is shown in Fig. 2.1a.

In contrast to force-carriers, the SM includes fermions (particles of spin /2, they obey the
Fermi-Dirac statistics). They can be classified by their couplings with gauge bosons; quarks
have coupling to gluons, whilst leptons do not. The quarks are commonly grouped into
“down-type” (d, s,b) and “up-type” (u,c,t) of electric charge —1/3 and +2/3 respectively.
The leptons can be further grouped into charged leptons (e, u, 7) and neutrinos (ve, vy, vr),
where the latter can only interact via the weak force. The fermions of SM can alternatively
be grouped into 3 families, shown in Fig. 2.1b. For each fermion there exists also an
anti-particle counterpart, having the same mass but opposite internal quantum numbers.

The classical concept of particle mass is considered as an effective result of a coupling to
the Higgs boson, a sole scalar (spin zero) particle in the SM. It is chronologically the last
particle to be discovered in 2012 [6, 7] and completed the prediction of SM particles. The
underlying procedure giving W, Z° bosons their masses as observed from experiments is
called Spontaneous symmetry breaking of SU(2) ® U(1) by the Higgs field, parameterized
by mass of Higgs boson, my, and its vacuum expectation value (vev), v. Both massive
fermions and gauge bosons acquire mass through the Higgs mechanism, leaving photons
and gluons as massless particles of SM. Quark mass terms in the SM Lagrangian cannot be
simultaneously diagonalized with the quark-WW-boson coupling terms, leading to separated
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leptons

Standard Model of Elementary Particles

three generations of matter
(fermions)

2.4 MeV/ct 1275 Gev/c? =172.44 GeV/c’ o 125,09 Gev/c’

"l Ol @ @ @
up J charm_J top J gluon Higgs
photon e e T 9
Higgs boson " d & S & b h 87
down ) strange‘} bottom‘/ photon

0,511 MeV/c? <105.67 Mev/c’ L7768 GeV/c* <9119 Gev/c*
1 1 o

- @I Ol @ | @

electron muon tau Z boson

|
g <2.2eV/c <17 MeV/c* <15.5 MeV/c* =80.39 GeV/c*
°L @ |- | ® || @
weak bosons & electron muon tau W boson
] neutrino neutrino neutrino \
a) Couplings between SM elementary parti- . .
gl e)s 4] (b) Properties of SM elementary particles [5]

Figure 2.1 — Overview of the standard model of physics.

“mass” and “flavour” eigenstates. The Cabibbo—Kobayashi-Maskawa (CKM) matrix relates
two eigenstates, where the off-diagonal elements signify the degree of quark mizing across
generations. Due to the absence of right-handed neutrinos, no equivalent mixing is defined
for the SM leptons.

The summary of SM Lagrangian can be written in an infamous “coffee mug” version [8] as

1 "
L=—FuwF" + WYY +biyijbid + b+ |Dudl? —V(9)
N—— Fermions Fermions

Gauge bosons dynamic
couplings

Weak bosons Higgs dynamic
masses masses and mass

2.2 Beyond the Standard Model

2.2.1 Limitation of the Standard Model

The SM has been proven a successful theory through the challenges in the previous decades,
notably the prediction of particles before their discovery such as the charm quark (1974),
W and Z boson (1983), top quark (1995), and Higgs boson (2012). It is also able to predict
precise theoretical values compatible with the experimental measurement, such as the
anomalous magnetic dipole moment of an electron. Nevertheless, there remains several
limitations that the SM alone cannot explain. These can be considered as unexplained
phenomena, unobserved theoretical prediction, and theoretical problems.

Hierarchy problem (of Higgs boson mass) The effective mass of Higgs boson (squared)
contains loop correction terms summing over all particles coupled to the Higgs, which
is expected to large and comparable to the new physics scale, in contradiction with
the observed mass of ~125 GeV/c?2.

Strong CP problem In the Lagrangian describing the SM, there is no mechanism which
enforces CP (combined Charge and Parity symmerty) conservation. Given the
experimentally observed CP-violation in the weak interaction, why is it not observed
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in the strong interaction (QCD)?

Matter-antimatter asymmetry With the SM, the Big Bang should produce equal
amounts of matter and anti-matter, in contradiction with the current observation. It
is possible that physical laws become different between them.

Gravity and QFT The gravity as a fundamental force (and thus the theory of general
relativity) is not included in the SM, where the major problem lies in the renormal-
izability of gravity (via its force-carrier: the graviton) when the usual treatment of
QFT is applied.

Anomalous magnetic dipole moment of muon While the prediction from the SM for
the anomalous magnetic dipole moment of electron is consistent with the experimental
value within 10°, there is currently about 3.40 deviation for the anomalous magnetic

dipole moment of the muon [9].

Dark matter and dark energy Cosmological ob-
servation for the existence of dark matter and
dark energy, accounting for 95% of energy in Dark

the universe, is not explainable by the SM. The 24%
distribution is shown in Fig. 2.2.

Atoms

4.6% Dark

Energy
71.4%

Number of parameters The SM contains a total of TODAY

18 parameters (9 fermions masses, 3 gauge cou- Figure 2.2 — Current known distri-
plings, 4 from CKM matrix, 2 for the Higgs field). bution of matter in the observable
Assuming massive neutrinos adds 7 more parame- universe [10].

ters (3 neutrinos masses, 4 from neutrino mixing
matrix.) This amount can be considered “unnat-
ural” given that they are all required to be tuned
to experimental results. Example of constraining

CKM parameters is shown in Fig. 2.3.

Gauge coupling unification The coupling parame-
ters of 3 forces in the SM (SU(3) x SU(2) x U(1))
have the energy scale dependence such that they Figure 2.3 — Current constraints on

are found to be nearly intersect near a point at the CKM matrix [11].

the so-called GUT scale (Agut ~ 100 GeV). Is

this merely a coincidence? Or a particular hint

of larger Lie group unifying 3 subgroups?
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2.2.2 Proposals of Extension to the Standard Model

Given numbers of unsolved problems in physics, it is by nature of physicists to pursuit
for possible explanations. Some of these Physics beyond the Standard Model (BSM) are
described below. It is worth noting that these extensions are not necessary mutually

exclusive:

Grand Unified Theory (GUT) The GUT proposes the existence of single symmetry
comprising the electromagnetic, weak, and strong forces. This is represented by

a larger gauge symmetry group with unified coupling constant, for example, in a
Georgi-Glashow model (SU(5) D SU(3) x SU(2) x U(1)) [12], or SO(10) model.

Supersymmetry (SUSY) The SUSY proposes a new symmetry relating fermions and
bosons [13], such that in an unbroken symmetry each fermion-boson pair (super-
partner) share the same properties except the spin. The SM effectively represents
SUSY being fully-broken, leaving particles and their superpartners with different
physical properties. The SUSY model (and its variants) gains a significant theoretical
motivation as it is able to solve several of the problems listed above, including the
hierarchy problem (by virtue of correction from superpartner in the problematic
fine-tuning), the gauge coupling unification (Fig.2.4), and having a superparticle
which can play the role of a candidate for dark matter.

1 1
o o
60— ~_ Standard Model 604 ~ Minimal
\\ supersymmetric
50 50 ar~ extension of
“~.  Standard Model
40
30
20
10
oY 1
1 10° 10 10" 1 10° 10" 10"°
ustration: Typoform Energy, GeV Energy, GeV

Figure 2.4 — Changes on the running gauge couplings in the Minimal Supersymmetric SM, where
the gauge coupling unification is observed at a higher energy scale, assuming SU(5) symmetry
group [14].

Azion and Peccei-Quinn (PQ) mechanism The PQ mechanism [15] aims to solve
the Strong-CP problem by proposing an extension to the QCD Lagrangian such that
there is an explicit CP-violating term. This consequently leads to the existence of a
new particle, the axion, expected to be very light, with zero electric charge, and to
have a negligible interaction with the weak and strong force. The coupling of the
axion to the SM photon can be used for its generation and detection (cf., Fig. 2.5).

Two-Higgs-doublets model (2ZHDM) The 2HDM proposes the Higgs sector to consist
of 2 doublets (in contrast with the minimal Higgs model assumed in the SM, which
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Vaser f}b aser

B B

Figure 2.5 — Coupling of axion and photon can be exploit in the “light-shining-through-wall”
experiment [16].

is one doublet). This leads to the existence of 5 physical states of Higgs scalars, as
well as bearing 6 free parameters [17]. The 2HDM is motivated by several reasons;
MSSM and axion models rely on the existence of 2 doublets Higgs. The model also
provides an additional source of CP violation, thus responds to the baryon asymmetry
problem in the early universe.

String theory and Extra dimension The string theory, in a simple description, re-
places point particles by strings of length at Planck scale (O(1073%)m), where the
string can be either open or closed, and different vibrational modes of string repre-
sents different fundamental particles. Initially there are several variants of string
theory, but as suggested by Whitten in 1995, they can be regarded as different limits
of a single theory, now referred as M-theory (Fig.2.6). The M-theory requires an
existence of ten (or eleven) dimensions (arguing that the SM and observable universe
is embedded in 4D-brane), as well as SUSY to be consistently formulated [18]. Whilst
the mathematical treatment can be challenging, the string theory is able to directly
address the unification of gravity and quantum field theory, providing a quantum
gravity theory.

3 dimensional brane 3+d, dimensional brane

open string

A closed string

\

35

Minkowski 3+1 dimensions

\

tra g; men Sion(s) (\_\(“e“s\o(\
berp Chdiculyy h 3,
O ] e bra -
ne

Figure 2.6 — Illustration of elements in M-theory [19].
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2.3 Charged Lepton Flavour Violation

Many extensions of the standard model feature the violation of lepton flavour conservation
as an experimental observable. This Section will discuss in more details the motivation,
framework, and current constraints of this approach.

2.3.1 Lepton Flavour Violation (LFV) and the Standard Model

«»n 350

The conservation of lepton number is a selection rule 5300 g
in the Standard Model introduced in 1953 [20], such & F
. 5 250 F

that the total sum of the lepton number is conserved % 200 F
2 :

in all elementary particle reactions. Each lepton has £ N
the quantum number of +1, the anti-leptons of -1. 2 1005

50

The conservation restricted to each individual flavour

(Le, Ly, Ly) is also observed and considered as a global

symmetry. -1 -0.5 0 0.5 1
However, the observation of neutrino oscillation is a

contradiction to the above flavour conservation law

(e.g., Fig. 2.7). The oscillation requires at least one
neutrino to be massive, and the mixing matrix can be
defined between the mass eigenstates and the flavour

Figure 2.7 — Observation of atmo-
spheric neutrinos found to be com-
patible with the neutrino oscillation

(weak interaction) eigenstates [21, 22]. scenario [23].

2.3.2 Charged Lepton Flavour Violation (CLFV) and New Physics (NP)

The lepton flavour violation in the neutrino sector poses the same skepticism in the charged
leptons sector. The charged lepton flavour violation (CLFV) narrows the focus to processes
that violate the individual lepton flavour conservation, does not involve the neutrino, and
the total lepton number is conserved. Within the SM, the oscillation of neutrinos allows
the LFV process through loops [24], shown in Fig.2.8. However, it is suppressed by a factor
(Am;j/Mw)*, where Am;; is the mass difference between neutrino of the violating flavour,
and Myy is the mass of W boson. An explicit computation can be made, for example, for
the radiative LF'V decay [25]:

2
3agm Ami; _54
321 Z UQiWUil ~ 10
1=2,3

B(p — ey) =

given the lepton mixing matrix U. Being almost zero, this branching fraction can be
regarded as the origin of an “accidental” charged lepton flavour conservation, given
the current experimental sensitivity. In practice, any detection of CLFV would
therefore be a clear sign of New Physics.

Several NP models provide an enhancement to the LFV suppressed channel. Continuing
on the muon-electron flavour violation example, a model-independent effective Lagrangian

10
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o

Figure 2.8 — Highly-suppressed CLFV decay in the SM [26].

can be parameterized as [27]:

m _
Lerpy = muRaMV@LF‘“’ + h.c.

+ ﬁﬂLvﬂq(ﬁL'y“uL +dpy*dr) + h.c.

where the model assumes that CLFV is mediated by an effective operator of dimension
five or higher. Other non-dominating interference terms are omitted from this expression.
The common variables from the SM electroweak are used, with additional variables (A, k)
used to parameterized the new physics effective operators: A is the energy scale of new
physics, and k governs the contribution from each term in the Lagrangian. The first term
is often referred as the “loop” or “dipole-type” term, and dominates when k < 1, whereas
the second term is referred as the “contact” or “four-fermion” term, and dominates when
k> 1. Several NP models can be classified in this parameterization [28]. Examples are
shown in Fig.2.9.

v a : -
H!
ZJ W=
po - i ——— e” po - i --- e
q q q q q q
(a) SUSY (b) Heavy neutrino (c) 2DHM
I d I e~ . —_— <
1 |
| |
| |
z|z'
: I :’Y/ /
1 |
| |
| RN
R R — q q
d e~ d d
(d) Leptoquark (e) Compositeness (F) New heavy bosons

anomalous coupling

i

Figure 2.9 — Possible CLFV from the NP processes. The upper row can be classified as “loop’
type, and the lower row as “contact” type. Diagrams adapted from [25, 29].

2.3.3 Higgs-mediated Charge Lepton Flavour Violation (HCLFV)

The Yukawa coupling of Higgs-like boson to the charged leptons, be it a Standard Model
Higgs or not, provides an interesting gateway to the discovery of CLFV. The Higgs-mediated
charge lepton flavour violation (HCLFV) is proposed in a multitude of variations including
an effective theory with relaxed renormalizability requirements [30], supersymmetric models

11
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[31, 32, 33, 34, 35], composite Higgs models [36, 37], Type-III Two Higgs Doublet Model
[38, 39] Randall-Sundrum models [40, 41], flavour symmetries [42], and other models
[43, 44, 45, 46, 47, 48, 49, 50).

In the SM, the electroweak symmetry breaking mechanism provides the coupling of Higgs
boson to the fermion pairs, where the couplings to 3 generations of charged leptons can be
encapsulated as the Yukawa matrix, Y;;. The relevant Higgs-fermion interaction term in
the Lagrangian after electroweak symmetry breaking is

o Yee Yeu Yer
ﬁy = —}/z]<f£ffz)h + h.c. s }/ij = Yue YHH YMT
YTe YT[L YTT

The coupling matrix is diagonal in the absence of CLFV (Y;; = vm;, where v is the vev
of the Higgs field). Through the modification on this Yukawa matrix by each model, the
degree of CLFV can be determined. More specifically, if one assumes the existence of NP
with scale A in which the dimension-6 operator no longer vanishes, the additional term to
the SM Lagrangian coupled to the SM Higgs, assuming no other new particles apart from
the existing SM particles, can be written as [30, 47]:

NP

ij

A2

ALy = (fi fLR(ATR) + hec.

with the higher-dimension terms truncated and the derivative terms omitted. The intro-
duced flavour matrix YNP can be a priori complex and non-diagonal. The effective Yukawa
matrix Y;; with the effect of additional term included can be written in the lepton mass

basis as
mg v NP
Yi = 0t e Y 1
S ————
SM NP

with YNP being rotated to this basis as VNP The diagonal SM Yukawa matrix Y is
recovered in the limit of A — oco. The scale of A can be approximated to vm:/my ~
O(1 TeV) [44], making it not too far from the sensitivity of the LHC, as well as interestingly
close to the hierarchy-problem scale. The result of eq.2.1 can be generalized in the presence
of additional Higgs in the model by including the summation over all Higgses [30].

The expression in eq. 2.1 can also be recast as a decay width of the Higgs-like boson A to
the chosen LFV channel, as well as the branching fraction [30]:

F(h — lil]') + Ism

m
D(h— tly) = 0 (1Vl? + Yal?) . Blh— L) =

where I'gyr is the width of SM Higgs boson. The above expression allows the study in
different CLFV channels to be collected and compared in term of the Yukawa coupling
matrix, which is discussed in the following section.

12
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2.3.4 Status of HCLFYV searches & constraints

The status of the HCLFV searches can be summarized in term of the bounds of Y;; matrix
[30] shown in Table 2.1. The results are collected from different measurement channels
including the radiative decay l; — lo7y, the 3-bodies decay | — [;l3l3, u — e conversion in
nuclei, and muonium-antimuonium oscillations. These process are shown in Fig. 2.10.

The summary of bounds in Table 2.1 shows that the current constraints on the Yukawa
couplings with 7 lepton is relatively weak compared to the constraints on the first two
generations. This is exploited in recent studies from CMS/ATLAS, providing the limit
of SM Higgs decay B(H — pt) < O(1%). Moreover, because 7 leptons couple to Higgs
more strongly than other charged leptons, as well as having experimental signatures less
challenging than the quark sector (due to QCD modelling, detector response, etc.), these
reasons make 7 leptons a very appropriate probe for HCLFV phenomena.

Table 2.1 — Constraints on HCLFV for a Higgs mass of 125 GeV/c?, adapted from [30].

Channel Coupling Bound Reference

h — pe Viel2+ [Yeu? < 54x107%  CMS [51]

h — e V2 + Vo2 <226x 1073 CMS [52]
<29x1073%  ATLAS [53]

h— Ty Youl2 4+ [Yur|2 < 1.43x 1073 CMS [52]
<35x1073  ATLAS [54]

= ey Vel + [Yeu? < 3.6x107°  PDG [55]

T = ey Y2+ [Yer2 <14x1072  PDG [55]

T = Wy Y2+ Y2 <1.6x1072  PDG [55]

©w— 3e Viel2+ [Yeu2 < 3.1x107°  SINDRUM [56]

T — 3e Y2+ Y2 <12x10"! BELLE [57]

T —3u Y2+ Y2 <25x1071  PDG [58]

1 — e conversion Vel +|Yeu? < 1.2x107°  SINDRUM II [59]

M-Moscillations |V, + Y| <7.9x1072 MACS [60]

13
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Figure 2.10 — Various low-energy measurements constraining HCLFV, shown with the relevant
Yukawa couplings.
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2.4 The Tau Lepton

The 7 lepton is the third generation of the charged lepton family. It was discovered at
the SPEAR experiment at SLAC during 1974-1977, earning Martin Perl a Nobel Prize
in Physics in 1995 [61]. The properties of the 7 lepton have been studied extensively [3],
establishing a rest mass of 1776.9 MeV/c? (in contrast with 105.6 MeV/c? of the muon, and
0.511 MeV/c? of the electron), and a proper lifetime of 290.3 fs.

2.4.1 Decays of Tau Lepton

The most fascinating property of the 7 lepton is its decay channels. Its large mass is larger
than that of the lightest hadron (7). The 7 lepton is thus the only lepton which decays via
weak charge current to both leptonic and hadronic modes, providing a unique link between
the electroweak and QCD theories. In recent years, the 7 lepton has been used to validate
different areas of the SM [62]: testing lepton universality via Z — Il decays, measuring
the QCD coupling at low-mass scales, determinating the strange quark mass, as well as
studying the hadronic contribution to the anomalous magnetic moment of the muon.

The decay channels of T leptons are summarized in Table 2.2, taken from [3]. More details
on the of 7 lepton decay can be found in [63, 64]. At a glance, a 7 lepton is more likely to
decay via hadronic channels than leptonic ones due to three possible quark colours. The
ratio between lepton channels, B;_,,/B;_. = 0.976, is also found to be consistent with the
SM prediction due to the phase-space.

Table 2.2 — Branching fraction of each 7 lepton decay channel, as grouped in this analysis. The
conjugated mode is implied. Charged hadronic product represented by h* stands for 7% or K*.
“neutrals” stands for 4’s and/or 7¥’s.

Process B [%]

T — W Uulr 17.41+0.04
T — e Velr 17.83+0.04
77— h™ vy > 0 neutrals 50.11+0.09
77— h~h~htv, > 0 neutrals 14.57+0.07
(others) < 0.08

vy

v

< 74 % 7 . . h-
we o™ w- w- T w-

ht

wo e~ h~ h~
(a) (b) (c) (d)
Figure 2.11 — List of major decay channels of 7 lepton, grouped into 4 channels in this analysis.
Only the charged final state particle(s) marked in red are used for the reconstruction, denoted as

(a) 7, (b) Te (¢) Th1 (d) Ths. The conjugated mode is implied, as well as possible neutral hadrons
(omitted from figure) from the hadronic decay of the W.
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2.4.2 Identification of High-pr Tau Lepton

The 7 lepton has a relatively short lifetime (¢ = 87.03 pm). The reconstruction can only
be made from its decay products. The different processes are shown in Fig. 2.11. The py
of 7 lepton before decay influences the kinematic of decay products. A high-pt lepton
is conventionally defined as a lepton with pp 2 20 GeV/¢, which is appropriate for LHC
energies. The following characteristics and limitations should be taken into account for the
7 identification from its decay products:

Spin correlation In a process producing a pair of 7 leptons, their spin correlation should
be taken into account (during the event simulation), as it can influence the phase-
space distribution of the 7 lepton decay products [64]. The computation also depends
on the spin of mother particle (e.g., Z— 77 of spin 1, H — 77 of spin 0), where full
information of the hard process is required for the mother of non-zero spin.

Lifetime & Displacement With a mean lifetime of 290.3 fs, the 7 lepton is expected to
fly a measurable distance inside the detector before it decays. A minimal flight distance
of the reconstructed candidate can be imposed, or a minimal impact parameter for a
daughter particle, when the reconstruction of a secondary vertex is not viable.

Isolation The decay of a high-pt 7 lepton is expected to result in a boosted, high-pr,
and isolated charged track, for one prong decays. Idem, considering the combination
of the 3 collimated charged tracks, for 3 prongs decays.

Neutrino loss With one or two neutrinos produced by its decay, the 7 lepton can only
be reconstructed from partial information, from the sum of its visible decay products.
The technique of missing energy is also used if applicable.

Direction The boost of decay products of high-pr 7 lepton maintains some degree of
collimation.

Cross-feed The decay of a 7 lepton in one channel may incorrectly be reconstructed as
the candidate of another channel. This is referred to as “cross-feed”, for example:

0

o Te: A fake electron can come from a neutral pion decay (7' —ete™7) or

from bremsstrahlung photons, with subsequent pair-production, or from a
misidentified hadron. See also Fig.2.12.

e 7h1: A fake single charged-hadron can come from a partially reconstructed 733,
a fragmentation, as well as a misidentified electron.

e Tp3: Similar to 731, a fake 3-prongs charged hadron can come from a false
combinatorics of 7,1,7h3, a fragmentation, as well as a misidentified-electron.

o 7, A fake single muon can be produced by the decay of heavier hadron (e.g.,
K —u ..., D —p ...), or also from misidentified hadrons.

2.4.3 Gateway for New Physics

The 7 lepton plays a special role in many of the proposed NP models, making it a very
sensitive NP probe. For example, the coupling in Higgs mechanism has a dependency on
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23
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Figure 2.12 — Some of the possibilities of cross-feed 7. candidate. (a) neutral pion decay in 737,
(b) pair-production from 7% —~v decay, (c) bremsstrahlung to pair-production.

the particle mass, allowing a study for further understanding of the dynamics of mass
generation. Recent studies in B-meson involving a decay to 7 lepton also challenge the
lepton universality [65]. Finally, many HCLFV models have weak constraints in 7-related
channels, unlike the tightly-constrained p — e channel, and thus becomes the basis upon
the work in this thesis pursuits.
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S¥ Experimental Environment

3.1 CERN and Large Hadron Collider (LHC)

The European Organisation for Nuclear Research (CERN) is currently the largest collabo-
ration in the field of experimental high energy physics. It is situated at the Franco-Swiss
border near Geneva, and employs more than 2500 people, from over 70 countries and 120
different nationalities [66]. Established by a convention in 1954, the mission of CERN has
four strands [67]:

Research: Seeking and finding answers to questions about the universe
e Technology: Advancing the frontiers of technology
e C(Collaborating: Bringing nations together through science

e FEducation: Training the scientists of tomorrow

3.1.1 Accelerator System

The Large Hadron Collider (LHC) is the latest accelerator complex constructed at CERN.
It is a synchrotron accelerator, providing counter-rotating hadron beams around its circular
27km ring, situated 100m underground. At nominal performance, the LHC aims to provide
two proton beams of energy 6.5 TeV. This is achievable from the series of accelerators in
the system which progressively boost the energy of a beam, shown in Fig.3.1. The chain
of accelerators (and its target proton energy boost) [68] are LINAC2 (50 MeV), Proton
Synchrotron Booster (PSB; 1.4 GeV), Proton Synchrotron (PS; 25 GeV), Super Proton
Synchrotron (SPS; 450 GeV), and finally the LHC (6.5 TeV).

3.1.2 Experiments & Detectors

A range of experiments are housed at CERN, pursuing the question of nature ranging
from the microscopic to astronomic scale. The overview of the experiments are shown in
Fig.3.2. Among these experiments, seven of them are classified as the LHC' experiments:
ATLAS, CMS, LHCb, ALICE, TOTEM, LHCf, and MoEDAL. Each detector differs in
term of the design purpose, reconstruction technique, as well as the geometrical acceptance.
The pseudorapidity, n, of the reconstructible particle is often used to compare the coverage
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Figure 3.1 — The accelerators complex at CERN [69].

between different detectors. It is defined as

1(M

n= §log 171 —pz> = —log(tan(6/2))

where it can be defined in terms of particle momentum p, or the angle between its
trajectory and the beam axis. The comparison of geometrical acceptances from different
LHC experiments is shown in Fig. 3.3. This thesis uses the data collected from the LHCb
experiment.
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CERN and Large Hadron Collider (LHC)
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Figure 3.2 — Experiments at CERN[70].
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Figure 3.3 — Comparison of the detector components and their geometrical acceptance found in
the major LHC experiments. Illustration from [64].
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3.1.3 Milestones & Roadmap

The LHC was officially inaugurated on 21 October 2008. Its operational schedule can be

divided into several periods of data collection, alternating by the “shutdown” period for

maintenance and upgrade. The collision between beams is mainly the proton-proton (pp)

collision, with other configuration available such as proton-lead, lead-lead, etc.. The Phase

1 spans from 2008 to 2023, which consists of the following periods:

Run 1 (2010-2013): The LHC began commissioning in 2010, delivered beams for
pp collision at the centre-of-mass energy of /s = 7TeV. In the following years its
limit were explored and pushed for larger performance, resulting in pp centre-of-mass
energy increased to 8 TeV in the year 2012 [74]. The summary of delivered integrated
luminosity is shown in Fig. 3.4.

Anecdotally, the commissioning was originally planned to start in 2008. However,
the infamous magnet quench incident occurred on 19 September 2008 delayed the
operation schedule. A thorough examination and maintenance of the system took
place for a year before the commissioning started again in late 2009 [75].

Run 2 (2015-2018): The LHC in this period delivered beams for pp collision at /s =
13 TeV, pushing toward its nominal design of 14 TeV.

Run 3 (2020-2023): The LHC is planned to deliver beams for pp collision at /s =
14TeV.

The subsequent Phase 2 of the LHC, dubbed High-Luminosity Large Hadron Collider
(HL-LHC), will spans approximately from 2025 until 2035. It will provide an upgrade

for a larger number of collisions, allowing the better search sensitivity beyond the design
performance of LHC [76].
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Chapter 3. Experimental Environment

3.2 The LHCD detector

The LHCb detector is a single-arm spectrometer optimized for the study of B-physics
(interaction involving hadron with b-quark), which can be considered as a gateway to
different physics programmes, such as CP violation, SM rare decay measurement, exotic
hadrons, and beyond standard model searches. The focus on forward region (2 < n < 5)
stems from the kinematics of bb production at large centre-of-mass energy, which tends to
be highly boosted and results in the decay products along the beam axis.

A distinctive feature at LHCb compared to general-purpose detectors (CMS, ATLAS) is
the choice of low pile-up, or the average number of inelastic interactions in visible events,
achieved by a luminosity levelling procedure [78]. The typical value of pile-up at LHCD is
~ 2 (depending on year and run condition), compared to ~ 21 for CMS[79] and ATLAS[80].
The lower number of pile-up may has a disadvantage of having less luminosity being
recorded, but several advantages are achieved:

¢ By having small number of interaction, the event reconstruction has a cleaner topology,
and the physics analysis becomes more robust, especially for the heavy-flavor decay.

e More efficient computational performance, as there is less occupancy in the detector.

o The detector ageing is more prolonged, as the irradiation is reduced.

£ f ECAL HCAL

/ M5\
[/ SPD/PS T \ N\
RICH2 M M2 i \ O\

|

Figure 3.5 — The LHCb detector [81].

The subdetectors of LHCb are shown in Fig. 3.5. They are listed in the following section
ordered along the beamline, from the innermost volume of the interaction point outward.
This axis is referred as the z-axis in the coordinate system used in LHCb. The y-axis is
vertical pointing upward, and the z-axis is horizontal pointing from the interaction point
toward the centre of LHC ring. Most subdetectors of LHCb are horizontally-separable
into 2 halves, allowing the assembly, maintenance, and access to the beam pipe. The full
detector description can be found in [73], and the detector performance in [82].
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3.2. The LHCDb detector

3.2.1 Vertex Locator (VELO)

The VELO is a silicon-strip detector surrounding the interaction region. It aims to
provide an accurate track position measurement used for the determination of primary
and secondary interaction vertex positions. This is important for b-,c-physics program in
LHCb where it relies on the distinctive displaced vertices in the forward region.

The VELO is composed of a series of 42 semi-circular silicon sensors placed along the beam
direction, as shown in Fig. 3.6. The two halves together occupy the cylindrical volume
of diameter 8.4 cm and length 106.5 cm around the interaction point, which covers the
geometrical acceptance of 1.6 < 1 < 4.9. The close VELO aperture is smaller than the
injected beam width, so the two halves are retracted away from the beamline outside the
data acquisition phase in order to protect the detector from the radiation damage. In each
module, the 2 semi-circular halves are responsible for the measurement of the radial and
azimuthal coordinates (r, ¢) of the hits. Together with the z-coordinate of each module,
the complete three-dimensional coordinates can be reconstructed. On the upstream of
interaction region, 4 stations are used as a veto module rejecting an event with high pileup.

In terms of performance, the VELO has a signal-to-noise ratio of about 20, and a best hit
resolution of 4 um at the optimal track angle. The impact parameter (IP) and decay time,
extensively used for the 7 lepton identification in this thesis, is crucial upon the precision
of the VELO. The impact parameter resolution can be expressed as,

OMSE
yZay

Orp = OmIT @

where the factors governing the resolution expression can be seen: the first contribution is
due to the detector resolution, and the second to multiple scattering, with the dependency
on the transverse momentum of the particle. The values of dyrr = 11.6 mm and dysg =
23.4mm GeV are found from the study of 2012 data [83], as shown in Fig. 3.7a. The
resolution is found to be underestimated in the simulation, due to the non-uniform material
distribution in the VELO. In the vicinity of ¢ = £7/2, where the two halves overlap, the
increase in the IP resolution can also be seen in Fig. 3.7b.

3.2.2 Ring Imaging Cherenkov Detectors (RICH)

The RICH is a photodetector that measures the Cherenkov radiation, emitted from the
charged particle passes through a medium at a velocity greater than the phase velocity of
light in that medium. Given the angle 6 between the velocity vector of the particle and
the radiated light, the velocity of the particle in natural units, 3, can be obtained from the
relation fn = 1/ cosf, where n is the refractive index of the chosen medium.

The RICH system is separated into 2 subdetectors; RICHL1 is situated after the VELO,
using aerogel and C4F1p as a medium. It’s optimized for the separation of pions and kaons
of momentum from 1 to 60 GeV/¢, and within the pseudorapidity range of 2.1 < n < 4.4.
The RICH2 is situated after the OT, optimized for the separation of pions and kaons at
higher momentum from 15 GeV/c to beyond 100 GeV/c. It uses CFy as the medium, and
covers the pseudorapidity range of [3.0, 4.9].
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Figure 3.6 — Schematic of the VELO module and sensors [73].
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Figure 3.7 — VELO impact parameter resolution dependencies [83].

26



3.2. The LHCDb detector

3.2.3 Tracker Turicensis (TT)

The TT is a 4-layer silicon-microstrips tracking station aimed R —

to provide the momentum information of the traversing Ta
charged particle. It is located after the RICH1, housed
in a tight, 5°C-cooled, thermally and electrically insulated =

1324 cm

detector volume. It has an active surface area of about ;

8.4m?, which covers the pseudorapidity range of 2 < n < L
4.9. Each layer contains the strip modules above and below Q\D\‘”\\ / u
the xz-plane, with the second and third layers rotated over a  ~ —

smaller stereo angle, giving an orientation of 0°, +5°, —5°,0° | .
. . . Figure 3.8 — Schematic of 4-
with respect to the yz-plane, as shown in Fig. 3.8. layer TT [73].

3.2.4 Magnet

A warm saddle-shaped dipole magnet is placed after the T'T, providing the field which bends
the particle trajectory on the zz-plane, enabling the measurement of particle momentum
from the track curvature. The field profile is shown in Fig.3.13, which provides an integrated
magnetic field of 4 Tm for track of 10 m length. Two polarities of the magnet configuration
(up, down) are used in LHCb on approximately the same amount of data during the
acquisition, in order to allow the study that depend on the particle electric charge.

3.2.5 Inner Tracker (IT) and Outer Tracker (OT)

The IT and OT are pairs of tracking subdetectors, situated at 3 stations marked T1, T2,
T3 in the Fig.3.5. At each station, the IT is built close to the beam, optimized for the large
occupancy of charged particles passing through, whereas the OT is built surrounding the
IT, optimized for the full LHCb geometrical acceptance. The IT and OT at each station
also follows the 4-layer structure as TT, where the middle layers are rotated in stereo angle
to form (0°, +5°, —5°,0°) structure, as shown in Fig. 3.9.

The IT is a silicon-microstrips tracking of the same technology as TT. Its geometrical
acceptance is 3.4 < 1 < 5 in the zz-plane, and 4.5 < n < 4.9 in the yz-plane, designed to
maximize the resolution in the magnetic bending plane. The OT is a drift-time gaseous-
strawtube detector, composed of 70% Argon and 30% COa, allowing the drift time of less
than 50 ns. It complements the geometrical acceptance of the IT, providing 1.8 < n < 3.4
in the xz-plane, and 2 < 1 < 4.5 in the yz-plane.

414 cm

125.6 cm

(a) The 3-stations OT and IT. (b) Front view of IT.
Figure 3.9 — Overview of the OT and IT [73].
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3.2.6 Scintillating Pad Detector (SPD) and Preshower Calorimeter (PS)

The SPD and PS are the scintillator subdetectors designed to provide fast particle identifica-
tion as well as rejection of background, notably the inelastic pp collision. Both subdetectors
rely on the emitted radiation when a particle traverses the scintillator material being
transmitted to the multi-anode photomultiplier tubes via wavelength-shifting fibres. The
SPD covers the geometrical acceptance of 2.1 < n < 4.4. Its calorimeter surface is 7.6 m
wide and 6.2m high. Four quadrants can be identified, each with 3 lateral segmentations
of increasing cell size as further away from the beamline, as shown in Fig. 3.10a. The
segmentation is needed as the hit density can vary up to 2 magnitudes over the calorimeter
surface. The PS is situated behind the SPD, with thin lead converter in-between. The
PS is also built with the same structure as the SPD, providing one-to-one correspondence
between cells for optimal reconstruction.

Outer section : Outer section :
121.2mm cells 262.6 mm cells
2688 channels 608 channels

Middle section :

60.6 mm cells

1792 channels

Figure 3.10 — Lateral segmentation of the calorimeters, shown only single quadrant [73].

(a) SPD, PS, and ECAL (b) HCAL

3.2.7 Electromagnetic Calorimeter (ECAL) and Hadronic Calorimeter
(HCAL)

The ECAL and HCAL are calorimeters of Shashlik technology, where their layers alternate
between scintillating tiles and lead absorbers. They are situated after the SPD/PS,
providing the measurement of cluster position and the transverse energy deposited by a
particle, which are electrons and photons for ECAL, and hadrons (e.g., protons, neutrons,
pions) for HCAL. The ECAL has the same lateral layout and geometrical acceptance as
SPD/PS (Fig. 3.10a), whereas the HCAL has an acceptance of 2.1 < n < 4.2 (Fig. 3.10Db).
The ECAL and HCAL also differ in the orientation of alternating layers, which is along
the z-axis for ECAL and the z-axis for HCAL.

The resolution of the energy measurement from both calorimeters can be parameterized as

oE © Onoi

7 0 gy T
where 0samp is due to sampling fluctuation, ocanp, is from calibration uncertainty, and oyoise
is the noise term. The data-driven study found gamp = 9.5 x 1072 GeV/2, oo, = 0.83%
for ECAL [84], and ogamp = 0.69 GeV/2, o = 9% for HCAL [73], with the noise term

negligible.
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3.2. The LHCDb detector

3.2.8 Muon System

The muon system performs the measurement of muon trajectory. .
It is separated into 5 stations (M1-M5) and situated behind
the calorimeters, except the first station (M1) is situated in g~

\
\
\

SHILINHOWO |

front, for the precise position measurement before the multiple

scattering in the calorimeters. The layout is shown in Fig. 3.11. ;
To cope with a large hit density, the design of M1 station is 2&i————
based on a triple-gas electron multiplier, whereas the other I

stations are multi-wire proportional chamber, interleaved with -

80 cm iron absorber between each station to ensure that only YT_.
muons pass through to the stations. The muon system covers

the acceptance of 2.0 < 1 < 4.6, allowing the detection of muon Figure 3.11 — Sideview
of p > 3GeV/c and pr > 0.8 GeV/c. of muon stations [73].

3.2.9 High Rapidity Shower Counters for LHCb (HERSCHEL)

The HERSCHEL is the system of forward shower counters, providing the measurement
of particles at large pseudorapidity region 5 < n < 8. It is based on plastic scintillation
counters, with light guides connected to the photomultipliers. The system consists of 5
stations, with 2 stations situated in the forward region behind the LHCb detector, and 3
stations in the backward region, as shown in Fig.3.12. Its installation finished in December
2014, making it operational for Run 2. HERSCHEL is largely motivated by diffractive
physics, especially the central exclusive production (CEP) programme at LHCb, where it
is susceptible to a large inelastic background in the high-pseudorapidity region, [85].
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Figure 3.12 — Schematic of HERSCHEL stations around the interaction point at LHCb [85].
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3.3 Event Reconstruction

For each collision, the LHCb event reconstruction framework utilizes the information
from each subdetector to provide a description of the event. This includes the number of
particles, their types, trajectories (tracks), charges, energies, and momentum information,
as well as vertices composed of parent and children particles. The algorithms in the event
reconstruction framework are generally classified into 2 classes:

e Online, where a fast description of the event is made (nearly) synchronously with
the data acquisition, which is crucial for the trigger system.

o Offline, where the detector-wide information are used to provide an accurate de-
scription of the event. It is processed asynchronously from the data acquisition,
usually on the computing farm, as it requires more computation resources. The
offline reconstruction can be improved over time as the reconstruction algorithms are
being more refined.

The recent upgrade on reconstruction framework continuously bridges the advantages of
both classes, making the online reconstruction as accurate as the offline version whilst
respecting the computation time. This allows the online reconstructed event to be fully
usable for the physics analysis, and greatly reduces the computation resources in the
intermediate stages.

The components of event reconstruction will be discussed in the following sections.

3.3.1 Tracking

The tracking provides the information of trajectory for each particles in the event. It
is commonly referred to only the tracks from charged particles, as neutral particles do
not directly leave tracks in the tracker subdetectors, so their trajectories are available
from calorimeter clusters only. The reconstructed tracks are classified into different types,
depending on which subdetector(s) they used information from, as shown in Fig. 3.13:

VELO The VELO track is produced where the magnetic field is negligible, so it bears no
momentum information. As the VELO also covers the central pseudorapidity region
(-4.5 < n < 4.5), the forward as well as backward tracks can be reconstructed, which
is mainly utilized for the vertex reconstruction.

Upstream = VELO + TT The upstream track indicates the track of low momentum,
which is deflected by the magnetic field before reaching other tracking stations.

Downstream = TT + (IT/OT) The downstream track indicates the track from long-
lived parent particle decaying outside the VELO.

Long = VELO + (IT/OT) The Long track is the most precise and commonly used
track, using the information from VELO and T track, and optionally from TT track.

MuonTT = TT 4+ Muon The MuonTT track uses only the hits from TT and Muon
subdetectors. As this is complementary to the basis of Long track, it can be used to
provide a data-driven study of muon tracking efficiency.
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3.3.2 Calorimetry

The calorimetry provides the information of energy for each particle in the event, mainly
utilizing the information from SPD, PS, ECAL, and HCAL. For each reconstructed track,
the trajectory can be extrapolated through the clusters in the calorimeters, where the sum
of energies from those clusters can be associated to the track. Inside the reconstruction
framework, this reconstructed track with associated calorimeter information is referred as

ProtoParticle.

Once the particle identification is completed (see Magnet ECAL
the next section), an additional stage of energy ’
recovery from bremsstrahlung is performed which e E,

is especially important for electrons. This is
achieved by collecting photon candidates with
their trajectories compatible with the parent elec-
tron, and correct the track momentum and energy

correspondingly, as illustrated in Fig. 3.14. The
recovery procedure is imperfect in practice, re-
sulting often in the reconstructed electron of less Figure 3.14 — Schematic illustration of

energy than its truth value. bremsstrahlung correction [73].

3.3.3 Particle Identification (PID)

The particle identification determines the types of particles in each event using the in-
formation (or lack thereof) from subdetectors, schematically shown in Fig. 3.15a. In the
reconstruction framework, the particles are classified as either Basic particle or Intermediate
particle. The intermediate particles (e.g., J/, D) are composed of the basic particles,
or other intermediate particles in a recursive way. For each basic particle, the outline of
identification strategies is the following:
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Muons The track is identified as muon if it passes minimal a number of muon stations
(as a function of track momentum). As the muon deposits no energy in the ECAL
and HCAL, it provides a very clean reconstruction signature and becomes a basis for
mainstream analyses in LHCb.

Electrons The electron is expected to deposit energy in PRS and ECAL clusters. Some
charged hadron can fake as an electron, in which the information from PRS, RICH
and HCAL can be used to suppress the fake electron.

Photons The photon can be identified as ECAL clusters with no associated track, as well
as no cluster in the SPD.

Neutral pions The neutral pion almost always decays to a pair of photons, where the
same identification strategy as photon can be used. The neutral pion is classified
in the reconstruction framework as merged or resolved, whether the pair of photons
deposit the energy onto ECAL as single or multiple clusters. This poses a potential
case for fake photons, and vice versa.

Hadrons The hadrons are mostly identifiable with information from HCAL, where a
considerable amount of energy deposit is expected, and from RICH, where different
hadrons can be distinguished via their Cherenkov radiation profile, as shown in
Fig. 3.15b.

Different identification algorithms relies on the strategies outlined above, in such a way that
different analyses may employ different techniques, such as using the detector responses
directly (hits, energies), the pattern recognition likelihood (DLL), or the neural-network
recognition (ProbNN).

Q <
élo & Q> ECAL HCAL £
e—»p 5
5
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m Momentum (Ggl\;Ic)

(a) Simplified overview of interaction of particles

in different calorimeters [86]. (b) Cherenkov angle versus particle momentum

for different particle passing through the RICH
detectors. [87].

Figure 3.15 — LHCD calorimetry responses.
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3.3.4 Triggers

. . . o LHCb 2012 Trigger Diagram
The trigger system is essential to data acquisition at LHCb,
providing a fast decision of which event to be stored. It

~ b b

LO Hardware Trigger : 1 MHz
cesses of interest while minimizing computation and stor- |readout, high Er/Pr signatures

aims to maximize the number of events with physics pro-

age resources. The reconstructed candidates and detector [ I I ]
responses of the event passing the trigger system are writ- 0
ten to the storage, allowing further processing at later date [ Defer 20% to disk ]
for physics (or "Offline") analysis. IT

Software High Level Trigger
29000 Logical CPU cores

Offline reconstruction tuned to trigger
time constraints

In 2012, the LHC delivered beams with a bunch crossing
rate of 40 MHz, leading to approximately 10 MHz of visible

Mixture of exclusive and inclusive
selection algorithms

pp interaction at LHCb. In order to satisfy the persistency
requirement at 5 kHz, the LHCb trigger system is divided
into 3 levels, scaling in processing time and reconstruction

robustness: LO, HLT1, HLT2. The corresponding scheme Figure 3.16 — LHCb trigger

is shown in Fig. 3.16. scheme in 2012 [88].

LO (Level 0) The LO trigger aims to reduce the readout rate to 1 MHz. It relies on
the VELO rejection of events with large number of pileup interaction, on the SPD
rejection of events with large number of track multiplicities, and on calorimeters and
muon system requiring highest-pr,E1 candidate in the event to be above the given
threshold, as most discardable collisions fail to satisfy these requirements.

HLT1 (High Level Trigger 1) The HLT1 aims to further reduce the readout rate to
approximately 50 kHz. Given the CPU restriction, the event reconstruction at this
level contains partially-reconstructed tracks and the primary vertex information from
tracking subdetectors.

HLT2 (High Level Trigger 2) The HLT?2 aims to finally reduce the readout rate to
meet the persistency rate at approximately 5 kHz. The full pattern recognition for all
tracks in the event is performed, as well as the reconstruction of secondary vertices,
allowing specific decay channels to be selected at this level. The HLT?2 is also designed
to run asynchronously to the data acquisition, deferring the event reconstruction to
the CPU farm during the no-collision window.

3.3.5 Luminosity determination

The accurate determination of colliding-beam luminosity is essential for the precise cross-
section measurements. For a proton-proton colliding bunch pair, the instantaneous lumi-
nosity can be written as [64],

N,
oM bf
Oinelastic

where p is the average number of visible interactions per bunch crossing, N, is the number
of proton bunches, f is the revolution frequency, and jpelastic is the proton-proton inelastic
cross-section.
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In order to determine L, only the values of p, and oielastic are unknown and need to
be measured. The p can be determined from observables that are proportional to the
interaction rate, which must be measured in every bunch crossing, whereas gjpelastic is only
needed to be measured once. An extensive detail on the luminosity determination procedure
can be found in [89]. Using two different techniques to determine oipelastic, (Van-de-meer
scan, and Beam-gas imaging), the luminosity is determined with a precision of 1.16%
for the proton-proton collision at 8 TeV, representing the most precise measurement at a
bunched-beam hadron collider.

3.4 Analysis Framework

The analysis framework of LHCb is built on top of GAUDI [90] developed between collabo-
rations at CERN. The software stack is organized into a hierarchy of projects as shown in
Fig. 3.17, where each project is responsible for different stages of the analysis workflow.
The software are written in C++, and interfaced in PYTHON for the run-time configuration.
The BRUNEL project [91] is responsible for the offline reconstruction, both from actual
collision data and from Monte Carlo (MC) simulation. The user analysis packages are
organized under the DAVINCI project [92]. The generation of MC sample relies on the
GAUSS project [93], with the BOOLE project [94] responsible for the subdetector responses,
and the MOORE project [95] for the emulation of the trigger response.

The data collected at the pit are stored on magnetic tapes (using ~13.3 PB in 2012
[96]). Due to the limited accessible bandwidth, only a subset of the data are preselected
and available for the user analysis via the STRIPPING framework [97]. The Worldwide
LHC Computing Grid (WLCG) [98] provides an infrastructure of computing and storage
resources. They are organized into 4 tiers of different services, shown in Fig.3.18. The
DIRAC framework [99] provides a management layer of data distributed over the WLCG,
and GANGA software [100] provides a user interface for analysis job submission to different
backends, including the WLCG.

The LHCb analysis framework is being constantly developed in order to improve the
performance and robustness alongside the computing community at the time, as well as to
prepare for the upcoming physics Run-II and Run-III. The Task Force on Core Software
(TFCS) [101] was formed to tackle the issues, including the migration of framework version
control system from SVN to GIT, the modernization of old C++0x to C++14, the scaling
improvement of computing model (“functional framework”). The continuous development
means users have to be constantly aware of the current technology and its usages, as well

as encourages the contribution to the development from interested users'.

3.5 The LHCb Working Groups

The LHCb collaboration consists of 1160 personnel (number as of 15 July, 2017 [102]),
relatively a small part of CERN. At the top level, the Collaboration Board is composed of
one representative from each institute and the LHCb management team [103]. From the
physics analysis point of view, the collaboration can be branched into different Physics

!This is organized as hackathon several times in a year, where the author often participates.
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analysis working groups (PWGs) as listed in Table 3.1 where different physics programs can
be specialized and pursues. The Physics performance working groups (PPGs) are organized
orthogonal to the PWGs, in order to effectively communicate the operational performance
to each PWGs and vice-versa®. Lastly, the Technical board oversees the detector design,
construction, budgets, and schedule.

Table 3.1 — List of the working groups as organized at the LHCb collaboration.

Physics analysis working groups (PWGs) Physics performance working group (PPGs)

B-decays to Charmonia (B2CC) Tracking, Alignment & Vertexing
B-decays to Open Charm (B20C) Flavour Tagging

B-hadrons and Quarkonia (BandQ) Luminosity

Charmless b-hadron decays (BnoC) PID and Calorimeter Objects
Charm Physics (Charm) Simulation

Tons and fixed target (IFT) Statistics

QCD, Electroweak & Exotica (QEE) Stripping

Rare Decays (RD)
Semileptonic B-decays (SL)

2The author joined QEE working group, and held the position of Stripping liaison during the period of
this thesis.
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Figure 3.18 — Layers of WLCG Tier-0, Tier-1,
and Tier-2 sites as of June 2014 [104].
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Figure 3.17 — Projects and their dependencies
in the LHCD framework.
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‘S — 77 at LHCDb

The measurement of production cross-section Z boson decaying to 7-leptons provides
important tests of the SM. It also lays the foundation of BSM searches with 7-lepton
signatures. Measurements at LHC using pp collision at /s=7 TeV has been performed by
the ATLAS [105], CMS [106], and LHCb [107] experiments. All experiments found a good
agreement between measured cross-sections and their theoretical predictions, with LHCb
yields the most precise measurement.

In this section, the measurement of the production cross-section of Z boson in a fiducial
phasespace volume of LHCbD (called fiducial region in the following Section 5.1) is presented,
using a decay mode to two 7 leptons. The analysis procedures are refined from the previous
analysis [107] performed in 2011, and completes the trilogy of 2012 Z — Il study at LHCb
(Z— pp [108] and Z — ee [109]). This measurement is also an important validation of the
7 lepton identification and reconstruction at LHCb.

The 7 lepton decays to 4 major channels as discussed in Section 2.4.1. From the 4 decay
channels, the chosen di-tau (7777) final states are grouped into 10 mutually-exclusive
channels, listed in Table 4.1. Among these channels, the pure-hadronic channels (75,1731,
Th1Th3, Th3Ths) are not included in this analysis due to the high QCD background and the
inherent limitation of LHCD trigger specification during Run-I. The Z — 77 candidates are
thus reconstructed in the following 7 di-tau channels, 7,7, T.Th1, TuTh3, TuTe, TeTe, TeThl,
TeThs, Which cover 58% of the total branching fraction. The selection of Z — 77 candidates
is discussed in Chapter 5.

Table 4.1 — Branching fraction of each di-tau decay channel, as considered in this analysis.

B [%] Tu Te Thl Th3
Ty 3.03+0.01 6.21+£002 17.45+005  5.07+0.03
Te — 3.18+0.01 17.87+0.05 5.20+0.03
Thi — — 25.11+0.09 14.60+0.08
Th3 — — — 2.1240.02
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4.1 Background Processes

The following background processes are expected in the Z — 77 analysis. Considering a
single 7 lepton, the 7, 7, processes can be faked by the leptonic decays of electroweak
bosons W, and Z, as well as by semileptonic decays of heavy flavors. In the case of
hadronically-decaying 7 (71, 7h3), QCD or electroweak process with jets of hadrons are the
main sources of background. Moreover, the particle misidentification can also contribute
to the background, as well as cross-feeds discussed in Section 2.4.2. The list of background
processes are illustrated with Feynman diagrams in Fig.4.1. The estimate of number of
background candidates for each process will be treated in Chapter 6.

jet

! (d)

Figure 4.1 — List of major background processes in this study. (a) QCD from gluon-pair, (b)
Drell-Yan, (¢) Wijet, (d) Z+jet, (e) tt, (f) WW. Note that the conjugated mode and topologically-
equivalent diagrams are implied.

4.2 Cross-section Measurement

The production cross-section of Z— 77 at Born level in QED, where Z is produced within
the LHCb fiducial region is measured for each di-tau channel from the formula

Nsig

g = ———
EBEtot ’

Etot = A Erec Esel (41)

with following definitions:

L, integrated luminosity, will be discussed in Section 4.3, using 1976.2 + 22.9pb~! for
all channels of analysis.

B, di-tau decay branching fraction, as shown in Table 4.1.

A, acceptance, will be discussed in Section 5.2.

Nsig, estimated number of signal candidates, will be discussed in Chapter 6.

€recs reconstruction efficiency, will be discussed in Chapter 7.

€sels selection efficiency, will be discussed in Chapter 8.
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4.3. Data Samples

4.3 Data Samples

4.3.1 Real Data

This analysis uses the data collected at /s = 8 TeV during the 2012 Run-I period, corre-
sponding to 1976.18 4 22.92 pb~! of integrated luminosity after excluding the dataset with
anomalous number of candidates per unit of luminosity [110].

4.3.2 Simulated Samples

Several simulated samples are used to define the analysis strategy and for calibration.
The simulated samples are generated with the detector conditions of 2012. The list of
samples are summarized in Table 4.2. The simulated samples are from the LHCb central
production, with a few exceptions where they are generated with the Lausanne cluster’.

Table 4.2 — Details of simulated samples used in this analysis, sorted by decfile-ID as used
in LHCDb. The cross-section is at leading-order from PYTHIA 8, unless stated otherwise. Where
relevant, the branching ratio is already applied to the cross-section.

Process 1D Events oB [pb] Egen [ 0] Remarks
tt 41900010 4,042,228 211 3.00 1]
WW — ... 42021000 223,475 34.3 7.78 -
WZ— .. 42021001 238,199 12.3 5.55 -
Z—= 1T 42100000 4,046,990 857 37.0 2]
Z— 1T 42100003 996,131 866 — 3]
Z— up 42112011 20,571,464 4466 39.1 -
Z(—pp) + jet 42112022 5,073,236 1239 33.6 -
Z(—pp) + ¢ 42112052 2,019,302 572 1.22 -
Z(—pp) + b 42112053 2,011,907 571 0.51 -
Z— ee 42122011 2,369,246 4385 38.3 -
Z— bb 42150000 10,399,697 3848 16.1 4]
W= Tv,) + jet 42300010 2,576,506 1.31 x 10* 28.1 -
W (= pv,) + jet 42311011 10,015,768 1.32 x 10* 23.6 -
W= pvy) + jet(— p...) 42311012 69,950 1.32 x 10* 7.45x 1073 [5]
W (= eve) + jet 42321010 2,080,560 1.32 x 10* 27.7 -
Minimum bias 49001000 1,021,185 4.34 x 10® 7.79 x 10! -
CC— fi... 49011004 1,167,321 1.64 x 10° 1.78 x 1072 -
bb— ... 49011005 1,118,554 1.54 x 10° 9.44 x 1072 -
cc— e... 49021004 1,057,501 1.64 x 10 1.52x 1072 -
bb— e... 49021005 1,033,611 1.54 x 105 8.89 x 1072 -
Remarks

1. Use PowHEG-Box r2092 [111, 112, 113, 114] as a generator.

2. Central production, no v* interference.

1 A computing farm of 20-nodes Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz.
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Chapter 4. Z— 77 at LHCDb

3. Local production, with v* interference. Has fiducial and acceptance cut, so the egen
is not uniform but varies across di-tau channel. This sample implements the tau spin
correlation and decay via PYTHIA 8.175 as suggested by [115].

4. Use PYTHIA 6 as a generator, no «v* interference.

5. Local production. Required second muon of pp > 5GeV/e, Ad(p1,u2) > 2.6.
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53 Signal Selection

The analysis is organized into several stages as shown in Fig. 5.1, where criteria at each
stage are discussed in detail throughout this section. The full summary of selections in the
tabulated form is provided in Section 5.7. In this document, for channels with identical
particles, 7,7, and 7.7, the two particles are pt ordered, the first has the largest pr.

{ Fiducial region }

Ncceptance

In acceptance

ErNrigger, Reconstruction, Preselection

Reconstructed

€sel \_ Single 7, di-tau selection

{ Selected }

Figure 5.1 — Schema of Z— 77 candidates selection stages organized in this analysis.

5.1 Fiducial Region

The cross-sections computed in this analysis are relative to the fiducial region defined to
have 60 < m(77) < 120 GeV/c? for the di-tau mass, and each 7 with pr(7) > 20 GeV/e,
and 2.0 < n(7) < 4.5. This choice of the fiducial volume is the same as in the other LHCb
Z — 1l analyses [108, 109, 107].
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Chapter 5. Signal Selection

5.2 Acceptance

The 7 lepton is expected to decay inside the LHCb detector and can be (partially) re-
constructed from its decay products. The “acceptance” range for the di-tau candidates
is defined on its charged daughters pp, 1, and the di-tau m, taking into account the
momentum loss due to unmeasured particles (neutrinos and neutrals). In order to keep
the compatibility with the previous analyses, as well as aligning with the contraints from
trigger (see Section 5.3) and reconstruction efficiency calibration sample (see Chapter 7),
the acceptance requirements for each di-tau channel are the following;:

7Ty Requiring one muon with pr > 20 GeV/c, and a second muon with pr > 5GeV/c.
Both muons are required to be inside the LHCb geometrical acceptance, 2.0 < n < 4.5.
The reconstructed invariant mass of the pair must be greater than 20 GeV/c?.

TuTh1 Requiring one muon with pp > 20 GeV/c, and a single charged hadron with pp >
10 GeV/c. Both muon and charged hadron must be inside the LHCb geometrical
acceptance, 2.0 < 7 < 4.5, and the mass of the pair greater than 30 GeV/c2.

TuThs Requiring one muon with pr > 20 GeV/c, and three charged hadrons all having
pr > 1 GeV/c with at least one of them having pr > 6 GeV/c. The sum of momenta
from the three charged hadrons must have pp > 12 GeV/¢, and the 3-prongs invariant
mass within 700-1500 MeV/c?. Muon and the 3 charged hadrons have 2.0 < n < 4.5.
The invariant mass calculated from the four-momenta sum of muon and three charged
hadrons must be greater than 30 GeV/c?.

TeTes TeThls TeTh3 Lhe criteria are similar to the ones applied to the 7,7, T,7h1, TuTh3
channels respectively, with the requirement on muon replaced by the electron.

TuTe Requiring one muon and one electron with pt > 5GeV/c, and one of them pr >
20 GeV/c. Both leptons must be inside the geometrical acceptance 2.0 < 7 < 4.5, and
the invariant mass of the pair greater than 20 GeV/c?.

The choice of invariant mass cut roughly follows the kinematic relation valid for a 2-body
decay back-to-back:

m® = (BEy + E3)* — (p] + p5)* > mi + mj + 2p1pa(1 — cosf) > 4prpry

where 6 is the angle between the momenta of the two decay products. Given that the
transverse boost of the Z is typically small, the relation is a good approximation for the
Z — TT process.

The selection from the acceptance criteria is visualized by an example in Figs. 5.2 and 5.3,
using Z — 77 events generated at the next-to-leading order via POWHEG-Box r2092
[111, 112, 113, 114] with MSTWO8NL0O90c1 as a PDF set [116] via LHAPDF 6.1.6 [117], and
showered with PyTHIA 8.175 [118, 119]. The complete list of figures are available in
appendix A.1.

The acceptance factor, A, is defined as the number of events with a di-tau candidate
after the final state radiation (FSR) and passing the acceptance selection discussed above,
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5.3. Trigger Requirement

divided by the number of Z — 77 inside the LHCb fiducial region before the FSR. The
values of A for each di-tau channel is obtained from simulation at next-to-leading order.

P, (T, [GeX/c]
%

=
o

-1
10T 1

10 10°
(a) p,(te) [GeVic] (b) Nt

Figure 5.2 — The selected di-tau acceptance region is shown as the area not covered by the gray
mask, for the 7,7, channel. The fiducial region requirement was applied. The distributions are
shown as a function of (a) pr (b) n of 7. (horizontal axis) and 7, (vertical axis). The plots are
obtained at generator level.

0.045

0'045 LHCb 8Te'VE Figu;r'e 5.3 — The invariant mass of <’ii-tau

E — 1 E candidates at generator level for Z— 77 in the
0'0355_ — TTw 3 fiducial region, with all pr and 7 acceptance cuts
0.03g — Tl 3 applied. The 7, and 7, candidates are grouped
0'0255_ _ together as 7;. Note that the minimal invariant
0.02¢ E mass used in this analysis is 20 GeV/c? for 77
0.015F 3 (black curve), and 30 GeV/c? for both 7,75, (red)
0.01E 3 and 773 (blue).
0.005F =

% 50 100

Invariant mass(tt) [GeV/c?]

5.3 Trigger Requirement

The online selection is based on muon (muon-alley) and electron (electron-alley) triggers,
as listed in Table 5.1. Depending on the decay channel, the trigger requirement needs the
muon in 7, to be TOS (triggered-on-signal) by the muon-alley, or the electron in 7. to be
TOS by the electron-alley. In the channel with more than one 7. or 7, either of the leptons
can be TOS for its respective alley. Details on the trigger requirements can be found in
appendix A.2 and [120].

Table 5.1 — List of triggers defined for each trigger alley.

Muon-alley Electron-alley

LOMuon LOElectron
Hl1t1SingleMuonHighPT H1t1SingleElectronNoIP
H1t2SingleMuonHighPT H1t2SingleTFVHighPtElectron
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Chapter 5. Signal Selection

5.4 Candidate Reconstruction

The tau and di-tau candidates are obtained from the reconstructed particles passing the
trigger algorithm, track quality cut, and particle identification criteria. In the particular
case of the 7,3 decay, the candidate is reconstructed from the combination of 3 charged
hadrons with correct charge combination, 4.e., 77— hthth~, and 7~ — h~h~h™T, implying
the existence of a measurable secondary vertex. The di-tau is subsequently reconstructed
combining two tau candidates of opposite electric charge. A vertex fit is not required in
the process as the displacement from both tau candidates is not necessary compatible with
the primary vertex.

5.4.1 Track Quality

The reconstruction of a tau candidate uses long tracks with probability-y? > 0.01, identical
for every di-tau channel.

5.4.2 Particle Identification

The particle identification criteria are applied separately for muons, electrons, and charged
hadrons used in the reconstruction of the tau candidate. The criteria are chosen to be
mutually exclusive.

Muons The reconstructed muons are tracks having at least 2 muon-station-hits for track
with pr > 3GeV/c, at least 3 station-hits if pp > 6 GeV/¢, and 4 station-hits if pp >
10 GeV/e.

Charged hadrons The reconstructed charged hadrons are tracks assuming mass of a
pion. It is required to be in the HCAL acceptance, and deposits an energy of
Eycar/p > 0.05, as well as to fail a loose muon ID criterion, defined as having at
least 2 muon-station-hits for track with pp > 3 GeV/c¢, and at least 3 station-hits if
pr > 6GeV/e.

Electrons The reconstructed electrons are tracks assuming mass of an electron. It
is required to fail the loose muon ID. The electron is also required to be in the
acceptance of PS, ECAL, HCAL sub-detectors, and deposit a considerable amount
of energy in the PS, ECAL, but not in HCAL: Epg > 50MeV, Egcar/p > 0.1, and
0 < Eycar/p < 0.05, where p is the momentum of an electron.

5.5 Kinematic Preselection

The reconstructed di-tau candidates are required to satisfy the same selections for pr, 7,
m, as at acceptance level (Section 5.2). From simulation, the preselection efficiency at
this stage is expected to be close to unity for 7, slightly less for 75,1, 73,3, and significantly
smaller for 7. Due to imperfect bremsstrahlung recovery, the electron momentum is smaller
than the real value. An illustration of this effect is given in Fig. 5.4, for the 7,7, channel.
The complete list of figures is available in appendix A.3.
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pT(Tu) [GeVic]

Figure 5.4 — pr of the reconstructed muon
vs pr of the reconstructed electron, in the 7,7,
channel, from Z — 77 simulated sample. The
kinematic preselection excludes the shaded re-
gion. Notice that the reconstructed electrons
can populate the region below this cut, because
of the bremsstrahlung loss.

40 60
p, (10 [Gevid]

In the LHCb analysis framework, the kinematic preselection is applied on top of the
stripping selection (using version Stripping20). The line Z02TauTau_MuXLine is used
for the reconstruction of 7,7, 7,71, T,Th3 candidates, and Z02TauTau_EXLine for 7.7,
TeTh1, TeTh3 candidates. For a 7,7, candidate, an event passing either line is sufficient. The
stripping specifications details can also be found in appendix A.2.

5.6 Candidate Selection

Selection criteria are applied to the reconstructed tau candidates, which are subsequently
combined to form the Z decay candidates. Cut-based selections are used, applied sequen-
tially. A summary of the criteria, dubbed offiline selection, is given in Tables 5.8 and 5.9.
The simulated samples listed in Section 4.3.2, as well as same-sign candidates from data
(di-tau candidates with taus of identical electric charge) are used in the optimization
procedure based on the figure of merit (FOM) S/+/S + B, where S is the number of
expected signal obtained from simulation and B the number of background candidates
from simulation or from same-sign samples’.

A priori, it is possible to have more than one reconstructed di-tau candidate per event.
After all selection requirements are applied, the number of di-tau candidates per event is
checked; no events are observed with multiple di-tau candidates in either data or simulated
samples. In the auxiliary studies (e.g., tag-and-probe study, particle misidentification
study), when multiple candidates per event arises, only one is selected at random. The
order of the Sections follow the analysis flow.

5.6.1 Tau Candidate Selection

This section describes the criteria chosen to purify the 7 lepton sample. The study of
correlation effects and details of the optimization are available in appendix A.4. The
complete set of figures is given in appendix A.5. As there are many di-tau channels and
variables under study, only some of the distributions are displayed in this section.

!The procedure is assisted by the TMVA [121] package cut-based optimization (TMVA.Types.kCuts).
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5.6.1.1 Combination Quality of 733

In the 3-prongs case, a vertex fit is performed on the
triplets. A x?/ndf < 20 from the fit is required. Several
triplets can be present in the event. A first selection
is based on the topology of the candidate in 1-¢ space.
The distance in 7-¢ between any pair of charged hadrons,
ARpax, is expect to be small for true 3-prongs candidates
and becomes smaller as the total pp of the three prongs
increases. To ensure a well collimated topology, the se-
lection requires ARpax/pr < 0.005 (GeV/c)~!, where pr
is the vectorial sum of the transverse momenta of the
three prongs. The choice of decorrelation between ARyax
and pr is performed similarly to the method adopted by
CMS [122]. The two variables and selection thresholds
are illustrated in Fig. 5.6.

PV®

Figure 5.5 — Illustration of 733
cone and distances R; between
prongs.
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Figure 5.6 — Combination quality variables of 7,3 from 7,73 channel: (a) vertex fitting x?/ndf

)

(b) ARpax, () ARpax and pr contours (d) ARp.x between prongs divided by the pr of 75,5. The
Z — 77 signal from simulation (black) is compared against other prominent backgrounds.
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Candidate Selection

5.6.1.2 Isolation

This criterion is applied to all tau candidates. The isolation
variable for a particle is defined as

r pr
(D' + Deone) T

IPT -

where Peone is the sum of momenta from all charged tracks around
the given particle within radius R, = 0.5, and the subscript
T refers to the transversal component of the momentum. The
particle is referred as fully isolated if pr — 1. The tau leptons

from Z decays are expected to be isolated, as illustrated in Fig.5.8.

The selection based on this observable requires pr > 0.9 for all
tau candidates.

10"

10

-3 Il -3
1075 } 04 0.6 ) 1 1075 . 04

(c) (1)

Figure 5.7 -
Tllustration of neighbor
tracks inside the cone
around a tau candidate
used to compute the
isolation.

1 T
(b) (T

0.6

. 1
(d) i(t,)

Figure 5.8 — Tsolation variable I, for (a) 7,, (b) T3 from 7,73 channel, and (c) 7, (d) 7

from 7,751 channel.
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Chapter 5. Signal Selection

5.6.1.3 Decay Time and Corrected Mass of 73

The vertex fit for 7,3 candidate provides a secondary vertex (SV), assumed to be the tau
lepton decay position. A refitting of the primary vertex (PV) is performed after removing
tracks from the candidate.

The variable named decay time is an estimate of the elapsed proper time for the particle
traveling from the PV to the SV. The goal is to select candidates compatible with the
7 lifetime of 290.3 + 0.5 fs [123]. The decay time is calculated as |djm/|p], where d is the
distance from PV to SV, m and p are the invariant mass and momentum of 75,3. Given the
uncertainties on the input variables (d: m, p), the decay chain is fitted (via a Kalman filter)
for a better precision on those parameters [124]. The decay time result cannot be exact,
due to the missing v, and other neutrals not included in the 75,3 reconstruction. This
variable is illustrated in Fig. 5.9a. The selection requires 733 to have a decay time > 60 fs.

The corrected mass, Meeorr, of the 753 candidate with respect to the PV is defined as

Meorr = \/ M2 + p?sin 0 + psin §

where m, p is the invariant mass and momentum of 7,3 candidate, and 6 is the angle
between the momentum and flight direction of the candidate. This quantity defines the
minimum mass that the particle can have which is consistent with the direction of flight,
recovering part of the momentum component carried by neutrals, transverse to the flight
direction of the tau candidate. The selection requires meoy < 3 GeV/ ¢2. This variable is
illustrated in Fig.5.9b.

E LHCb-Simulation F LHCb-Simulation
0.4? =z 0.25— —Z - Tt
0.355 i -1 WHJet E o WeJet
030 et Z - 02k e Z =
E ! -4 cchar E - cchar
0.25? Lo bbar 015 - bbar
0.2F N g
0.15 0.1~
0.15 E
0055 0.05
1 10 10 10 05

10 . 4 5
(a) Decay time [fg] Meorr [GEV]

Figure 5.9 — Variable used for 7,3 identification based on a secondary vertex, shown with 73,3
from 7,755 candidates: (a) decay time, (b) corrected mass Meorr-
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5.6. Candidate Selection

5.6.1.4 Impact Parameter

For 7, 7,, and 71, it is not possible to reconstruct the SV corre-
sponding to the 7 decay position. Instead, the impact parameter
(IP) of the track with respect to the best PV is used. A large
IP is an indication of a long lifetime. The PV refit procedure is
performed after removing the 7 decay track, as described for 743.
The distribution of IP is given as an example in Fig. 5.11. The 2Psv
selection requires IP > 0.03mm for 7 in channel 7,71, TeTh1. e

It also requires IP > 0.05 mm for the second 7, in channel 7,7, :
as well as for the second 7, in channel 7.7.. No IP selection is

pv &

applied to the 7 candidate with the largest pr, as suggested by Fi 5.10
igure . -

the FOM study. Ilustration  of  the

impact parameter of a
tau candidate.
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7w Figure 5.11 — Impact parameters of (a)
;"*fi " second T, from 7.7, channel, (b) second 7,
- ccbar from 7,7, channel, (¢) 71 from 7,71 chan-
- bbar
nel.
102 10" 1 10
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Chapter 5. Signal Selection

5.6.2 Di-tau Candidate Selection

Further selection variables for a di-tau candidate are exploited. Only a subset of the
corresponding distributions are shown, the remaining figures can be found in appendix A.6.

5.6.2.1 Invariant Mass

The invariant mass of the di-tau candidates is expected to be reconstructed below the
on-shell Z mass (~ 91 GeV/c?) because of the missing energy from neutral particles not
included in the reconstruction. Optimizing for largest S/v/S + B as shown in Fig. 5.12,
an upper limit at 60 GeV/c? is placed in 7,7y and 7.7 channels to remove the Z — ppu,
Z — ee backgrounds. No upper limit is applied to the other channels.

30— — 45— . -
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25 :_—x— T, & )_: § —— T g
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20 F— Turha . 3 ;_—.— 'ru'[h3 o _;
E+rere c E 255_+ Tele 3
15 [ —=— TEThl 7_' E_+ Te'[hl _E
E T Tl = o B E 2 F— Tl 3
10~ Wl = 15F—-— T,Te E
F 1 1F 3
5F 3 05F E
L. L ] OF ) L T =
4 50 60 70 80 9010 4 50 60 70 80 90 10?
(a) Upper mass[GeV/c’] (b) Upper mass[GeV/c?]

Figure 5.12 — Figure-or-merits as a function of maximum di-tau invariant mass selection, with
all selections applied: (a) S/v/S + B, (b) S/B. At the right-most bin, no mass cut is applied.

5.6.2.2 Azimuthal Separation

The 7 leptons from a Z — 77 decay are expected to fly back-to-back
in the transverse plane, given that the Z typically has only a small
transverse boost. Moreover, because of the boost of the 7 lepton, /
the daughter tend to retain the original mother direction. Thus, the
back-to-back decay direction is expected to be preserved by the two 7

candidates. The azimuthal separation angle, A¢ € [0, 7], is defined
as the angle between two tau candidates in the transversal plane.

The selection requires A¢ > 2.7 for all di-tau channel. Examples of Figure 5.13 -
Tllustration  of
A¢ between two
7 candidate.

distributions are shown in Fig. 5.14.
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Figure 5.14 — Azimuthal separation, A¢, for (a) 7,743, (b) TeTn1 channel.
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5.6. Candidate Selection

5.6.2.3 Transverse Momentum Asymmetry
The transverse momentum asymmetry between two particles is defined as:

‘pTl *pT2|
pT1 +PT2

pT T
In Z — Il process, the distribution of A, for the two leptons peaks at zero. In Z — 77
process, where this quantity is applied to the 7 decay products (instead of the 7 lepton),
the asymmetry is expected to be larger, because of the missing energy from the undetected
neutrals. Other processes such as QCD or W+jet also display a larger value of A,,. The
selection requires A, > 0.1 in the channels 7,7, and 7.7, and A, < 0.6 in the channel
TuTe. Examples of distributions are shown in Fig. 5.15. The A, criterion is found to be
less effective when hadronic decays are involved as a high-p selection is already applied,
so this cut is not used for the channels involving 71, Th3-
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Figure 5.15 — Transverse momentum asymmetry, A, for (a) 7,7,, (b) 7,7, channel.

5.6.2.4 Distance of Closest Approach

The distance of closest approach (DOCA) between the decay products of the two 7
candidates is expected to be large, because of the 7 lifetime. The same is expected for
the decay of couples of b-hadrons, while the DOCA must be low for prompt decays like
Z — pp, and of the same order of the vertex position resolution.

The Z — pp simulated sample is compared to data for validation, where the di-muons pass
the preselection requirement, with pr > 20 GeV/¢, 80 < my,,, < 100 GeV/ 2, for each muon.
The X2DOC A distributions in data and simulation are shown in Fig.5.16. The distribution
from Z— 77 is also shown. The data/simulation discrepancy at XQDOC A ~ 10, the potential
cut value, has pushed to abandon this variable.

Figure 5.16 — Distribution of
X30ca for Z — pp from data
(black), Z — pp from simulated
sample (red), 7,7, candidate of
Z — 7171 from simulated sample
(blue). The data-simulation dis-
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10

E—— Z_pp (dat i
T Z»Eﬁ ESJ' ma)ulation) agreement can be observed in the
I Z-1,T, (Sjm‘u|ation) ‘ ‘ I v1c1n1ty of X%OCA ~ 10.
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Chapter 5. Signal Selection

5.7 Summary of Selections

Table 5.4 — Acceptance cuts. The subscript 1(2) refers to the 7 lepton decay product candidate
labeled at position 1(2) of the respective di-tau channel. The pt cuts in channel 7,7, T.7., and

Table 5.2 — Definition of the LHCb Z-boson fiducial region.

Variables Unit Cut
m(rim2)  GeV/c?  [60, 120]
pr(7) GeV/e > 20
n(7) - 2, 4.5]

Table 5.3 — Trigger and stripping requirements.

Channel Trigger requirement Stripping requirement
TuTu Muon-alley TOS by (either or both) 7, Z02TauTau_MuXLine
TuThl Muon-alley T0S by 7, Z02TauTau_MuXLine
TuTh3 Muon-alley T0S by 7, Z02TauTau_MuXLine
ToTe Electron-alley TOS by (either or both) 7. Z02TauTau_EXLine
TeThl Electron-alley TOS by 7. Z02TauTau_EXLine
TeTh3 Electron-alley TOS by 7. Z02TauTau_EXLine
TuTe Either:

(i) Electron-alley TOS by 7,
(i) Muon-alley TOS by 7,

202TauTau_EXLine
Z202TauTau_MuXLine

T, T are interchangeable between the two 7 lepton decay product candidates.

Table 5.5 — Additional acceptance cuts for 743 in 7,753 and 77,3 channel, where i denotes a

Variables Unit TuTu TuThl

T#Thg

TeTe TeThl TeTh3 TuTe

m(rime)  GeV/c2 >20 > 30
pr(T1) GeV/e > 20 > 20
pr(T2) GeV/e >5 > 10

n(r1) -
n(T2) -

[2,4.5] [2, 4.5]
2,4.5] [2, 4.5]

> 30
> 20
> 12
[2, 4.5]

> 20 > 30 > 30 > 20
> 20 > 20 > 20 > 20
> 5 > 10 > 12 > 5
[2,4.5] [2,4.5] [2,4.5] [2,4.5]
[2,4.5] [2,4.5] — [2, 4.5]

single charged hadron used in the construction of 3-prongs 743.
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Variables Unit Cut
min(pr(h)) GeV/e >1
max(pr(h)) GeV/ie >6

n(h) - (2, 4.5]
m(mh3) MeV/c?  [700, 1500]




5.7. Summary of Selections

Table 5.6 — Particle identification cuts.

Variables Unit Muons Charged hadrons Electrons
ISMUON - True - -
ISMUONLOOSE - - False False
InAccPrs - - - True
InAccEcal - - - True
InAccHcal - - True True
Epg MeV - - > 50
EgcaL/p - - - > 0.1
EHCAL/p - - > 0.05 < 0.05

Table 5.7 — Tracking selection criteria. They are applied identically to all muons, charged hadrons,

and electrons used in the reconstruction of the 7 candidate.

Variables Cut
Track type LONG
Track prob. x? > 0.01

Table 5.8 — Summary of the criteria for the offline selection. The subscript 1(2) refers to the 7
lepton decay product candidate labeled at position 1(2) of the respective di-tau channel.

Variables Unit TuTu TuThl TuTh3  TeTe TeThl TeThd  TuTe
1P mm — — — — — — —
1Py mm > 005 >0.03 — > 005 >0.03 — —
prL? - >09 >09 >09 >09 >09 >09 >09
A¢p rad >27  >27 >27 >27 >27 >27 >27
Ap, - >01 — — >01 — — < 0.6
m(r1me)  GeV/c2 <60  — — <60 — — —

Table 5.9 — Additional offline selection criteria for 743 in 7,753 and 7,73 channels.

Variables Unit Cut
Vertex x2/ndf - <20
ARnax/pT (GeV/e)™t < 0.005
Mecorr GGV/C2 < 3.0
Decay time fs > 60
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Background Estimation

The estimation of the number of backgrounds for Z — 77 candidates is discussed in this
section. The results are summarized in Table 6.5. The techniques used are largely retained
from the previous Z — 77 analysis [107]. The background from the different processes are
estimated by a data-driven approach when possible. This is the case of the background
from the QCD and Z — [l processes, which are the most important.

When the data-driven approach is not possible, the number of candidates is computed with
the help of simulated background samples. The number of candidates from process = for a
given di-tau channel is estimated from the corresponding simulated set using the relation

N = £ Oy ggen Etotal-sel

where o, is the production cross-section of the process, egen is the generator-level selection
efficiency, and eyota1501 TEpresents the total selection efficiency, obtained by dividing the
number of events passing the final selection by the number of events after the generator-level
selection. The list of the calculated values is given in Table 6.7. The table includes the
predictions for the signals, also inferred from the simulated sets, as well as the predictions
for the Z — 1, QCD and Vj processes, for which the background is subsequently estimated
from data. The uncertainties are only statistical, taken from the uncertainties of o, and
E€gen given by the generator, and for e¢otalsel the Clopper-Pearson method [125] at 68.3%
confidence level is used.

6.1 Drell-Yan Process

The Drell-Yan process, Z — (I, contributes to the background in a way which depends on
the di-tau channel. The process Z — ppu affects the 7,7, 7,741, and 7,7 channels, and
Z — ee the 7.T,, TcTh1, and 7,7, channels. The Z — Il background is irrelevant for 7,73
and 7.7p3 channels. This section considers only the fake candidates originated directly
from the Z — [l decay. The contribution from Z+jet is treated in Section 6.2.

6.1.1 Channel 7,7, 7.7

The Z — pp background distribution for the 7,7, channel is obtained by scaling the
simulated mass distributions in such a way to obtain the same amount of candidates as in
data under the Z-peak, 80 < m(7,7,) < 100 GeV/c?. The Z— ee background distribution
in the 7.7, channel is obtained in a similar fashion, but the region used for normalization is
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Chapter 6. Background Estimation

enlarged to 70 < m(7,7,) < 100 GeV/c?. In order to account for other kinds of background,
the number of same-sign di-electron candidates in the peak region is subtracted from the
data distribution, prior to normalization. Note that the presence of genuine Z — 77 inside
the normalization region is negligible.

The mass distributions are shown in Fig. 6.1, with the area under the Z-peak normalized to
data. The results are summarized in Table 6.1, with the associated statistical uncertainty.

Table 6.1 — Determination of the Z— Il background in 7,7, and 7.7, channels.

Background Z— pp Z — ee
Z-peak range for normalization [ GeV/c? ] [80,100] [70,100]
Number of candidates in data inside Z-peak 901.0+30.0 437.0+20.9
Estimation of the Z — [l background in signal region 249.7+88  420.8+25.3

25 - LHCh8Tev =
a0 — Data =
R i =
E --—Z-77, 3
% 100 E =
o] 0 = L=t —— n = | =
& Y0 20 20 60 80 100 120
O
(a) mass(t,1,) [GeV/c?
L 140 B LHCb8Tev =
3120 B~ —— Data =
OI0EFE —Z —ee =
0 803_ ""Z_’Tere =
§OE gtet =
8 40E —
k=l = —
=Ry SN 1-=5 o S S ers nnrae E
g 0 20 40 60 80 00 20
(b) mass(T,T,) [GeV/c]

Figure 6.1 — Mass distribution for (a) the Z— up background after the 7,7, candidate selection,
and (b) the Z— ee background in 7.7, candidates. The number of candidates in data (black dot)
under the Z peak is used to normalize the Z — [l background from simulated events (red). The
distribution from Z— 77 (blue) is shown for reference with an arbitrary normalization.

58



6.1. Drell-Yan Process

6.1.2 Channel 7,741, TeTh1, TuTe

The Z — pp process can be a background to the 7,71 channel when one of the two muons
is misidentified as a charged hadron (denoted as g — h). The estimation technique is to
use the number of di-muon in data passing the 7,7, selection, subsequently scaled by the
muon misidentification rate.

The expected number of fake candidates, Ng‘ _}hllw, is calculated from the following expres-

sion:

N = Z el l2) — Z €l 1)
T (s 12) = €y n(12)0™ ™ (10, 1) + €y 1 (1)7™ (12, Iy)

where eT‘m” 5 (11, 12) is the misidentification probability, when one of the muons is identified
as a charged hadron, passing the selection for the 7,7, channel. This rate is thus
composed from two contributions whether the first or second muon is misidentified. The
misidentification rate for single muon is denoted as €, ,(I). The term §™#71(ly,l2) has a
value of one when the di-muons satisfies the requirement of the 7,71 selection, with the
first muon I; satisfies 7, requirement, and the second muon /o satisfies 75,1 requirement.
The double-counting correction term is negligible.

The misidentification rate for the single muon is determined from simulation and from a
tag-and-probe analysis applied to real data and to the Z — puu simulated sample as well.
For the tag-and-probe analysis, the Z — pu enriched sample is selected with one muon and
a charged track. The probe is subsequently checked against the hadron identification. The
results from three calculations are compared and found to be in agreement within their
uncertainties, as shown in Fig. 6.2. More details on the misidentification rate validation
are given in appendix B.

For the calculation of the background from p — h misidentification, the data is analysed
with identical selections as for 7,71, with exception of the hadron identification criteria,
which is replaced by a muon. The summation Z“i‘ﬁ is performed over the selected
opposite-sign (OS) di-muon sample where the misidentification rate is evaluated for each
di-muon as a function of pp. A similar procedure is preformed but from the same-sign
(SS) di-muon sample, Z“i“i, and result is subtracted from the opposite-sign one, to
approximately account for the impurity in the di-muon selection.

The results from the computation are summarized in Table 6.2. The misidentification
probability for each di-muon is also used to re-weight the distributions in a later stage,
notably for the invariant mass distributions of Fig. 6.5 (more details in appendix C).

The associated uncertainty is calculated from the uncertainty on the misidentification rate
(statistical uncertainty of used samples), and from the statistical uncertainty of selected
di-muon samples, from both opposite-sign and same-sign selections.

Similarly, Z — ee event can arise as a fake 7,77 candidate when one of electrons is
misidentified as a charged hadron (denoted as e — h). The same technique as the one
outlined above is used, where the e — h rate is obtained from the simulated sample,
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Chapter 6. Background Estimation

and it is applied to (opposite-sign) di-electron sample selected from data. The same-sign
counterpart is again used to subtract contamination from other processes.

For the channel 7,7, the same technique is also applied to obtain the fake candidate from
Z — ppv (where one muon is misidentified as an electron, denoted as y — e) and Z — ee
(where one electron is misidentified as a muon, denoted as e — u). Both p — e and e — p
rates are obtained from the simulated samples. The sum of both contributions is used as a
total background in this channel. The misidentification probabilities as a function of the
lepton pr obtained from the simulation are shown in Fig. 6.3.

g LHCb-Praiiminary "
= 10 —e— MCtruth
" 102 —e— Tag & probe (MC)
s . : R U : —— Tag & probe (data)
= 107 B T R S B B
o : : P ; ; :
o T i il s Bl e il it s s, oo T T e, SR A
S 10 ']‘
10°¢ H H FES | H H H ; H :
6 7 8 9 10 20 30 40 50 60 70 80
P, [GeV]

Figure 6.2 — The yu — h misidentification probability as a function of the muon pr. The results
are from the simulated sample (black), and from the tag-and-probe in simulated sample (red), and
in data (blue).

1

Misidentification rate
=
S

Figure 6.3 — Summary of the lepton misidentification probabilities as a function of the lepton pr
which are used in the computation of the background from Z — [l decays. The values are inferred
from simulation: (black) muon misidentified as charged hadron, (red) electron misidentified as
charged hadron, (blue) muon misidentified as electron, (brown) electron misidentified as muon.

Table 6.2 — Estimation of the Z — Il background for the 7,71, Te7h1, and 7,7 channels. For
illustration, the “Mean mis-id” column gives the lepton misidentification averaged over the pr range
of the selected di-lepton.

Channel Background Selected fake SS/OS [%] Expected Z— 1l Mean mis-id [%]

TuThi Z = pp 18756 0.18+0.12 1.23+0.53 0.007 +0.003
TuTe Z— pp 112425 0.20+0.11 5.41+2.41 0.005 +0.002
TeThl Z — ee 7005 1.93+0.39 16.09+2.18 0.234+0.031
TuTe Z — ee 44717 1.61+0.52 19.94+479 0.045+0.011
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6.2. QCD and Vj Processes

6.2 QCD and Vj Processes

The background from QCD events, Nqcp, and the one originated from the decay of a
single electroweak boson in association with a jet (W+jet, Z+jet), Ny;, are estimated by a
data-driven method. As a first step, the same-sign di-tau candidates are used as a control
sample and are selected from the data using the same criteria as signal, but requiring two
tau candidates to have identical electric charge. The total number of same-sign candidates
in the data is assumed to be mainly from QCD and Vj process, as well as a trace amount
from the cross-feed Z — 77:

SS _ ArSS SS | ArSS
N> = Nqep + Ny + Nz~ -

These processes are expected to be dominant. This is checked using simulated events, as
listed in Table 6.8. The amount of N3°, __ is only used to obtain the correct amount of
other two species. The number of expected opposite-sign candidates for the background
process, indexed by 1, is subsequently expressed as:

NS =r; - Nj®

where 7; is determined separately for each process i. The procedures to determine NiSS
and r; will be discussed below.

In order to separate the contribution from each processes, the distribution of pr (1) —pr(72)
is used for all di-tau channels, where 7y(9) denotes the first (second) tau of the di-tau
candidate. This variable has been used in a previous analysis [107], and provides a good
discriminant between those processes.

The distribution template for the QCD process is obtained from the data using an anti-
isolation selection on both tau candidates, requiring (Peone)T > 10 GeV/c and pr < 0.6,
whilst keeping the other cuts unchanged. The same selection is also applied on the simulated
samples to verify that there are only QCD processes selected by this cut (results can be
found in Table C.5).

For the Vj process, the distribution template is obtained from the simulation. The selection
criteria are identical to the main analysis. The distribution of pp(71) — pr(72) in WHjet
and Z+jet from simulation are similar enough, so only the distribution from W+jet is
used (by virtue of the larger simulated sample from central production). The W (— puv,) +
jet sample is used in the fitting procedure relative to the 7,7, 7,751, and 7,743 channels,
and the W(— ev,) + jet sample in the case of 7¢7e, TeTh1, and T.7p3. Both samples are
needed for the 7,7, channel.

For the same-sign Z — 77 template, the distribution from a simulated sample is used.
Various histogram bin sizes for pr(m1) — pr(72) are tested as this strongly affects the
convergence of the fit'!. Among those leading to convergence, the compatibility with the
expected same-sign candidates given in Table 6.8 is checked. The fitting is compatible if the
number of same-sign Vj background matches the expected number from simulation within
2 standard deviations. After the incompatible ones are removed, the one with lowest x? is

!The fit is performed by the RooT algorithm TFractionFitter [126].
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chosen. In order to ensure better fitting convergence, the fraction of same-sign Z — 77 is
constrained to lie within 2 standard deviations from the expected number from simulation.
The results for all the channels are shown in Table 6.3 and Fig. 6.4 (more details, including
correlation matrices of fit results, are available in appendix C, Table C.3).

The factor r is obtained by dividing number of the selected opposite-sign candidates by the
number of the selected same-sign candidates for each distribution template used. For rqcp,
the number N&%D, N(%SCD are taken from data using the anti-isolation selection previously
defined. In the case of ry;, it is calculated from simulation as a weighted-average of the r
values for W+jet and Z+jet;

TWjN%/Sj + TZjN%S Np?;? 1, if channel 7,7, TeTe
TV = iTWi = woess Tz =
! N%/Sj + N%S ! NI?VSJ' ’ ’ NZOJ-S/N%S otherwise
where NS5 is the expected number of opposite(same)-sign W+jet | Z+jet] candidates
W3,1Z3]

obtained from simulation normalized to the integrated luminosity used. This allows the
effect of systematic uncertainty to be minimized. The value of rz; is estimated to be unity
in channels 7,,7,,7.7. as the computation from the simulated sample is impractical. In case
of insufficient statistics in the simulated sample, the ry; factor is calculated without the
isolation requirement.

For the channel 7,7, two ry; factors are calculated. One from the W(— puv,) + jet
template and one using W(— ev,) + jet template. The expected number of Vj candidate
in this channel is calculated from the sum of both projections. A check on the simulated
sample was performed to ensure that there is no double-counting of candidates (The list of
the r; values calculated for QCD and Vj processes for each channel is given in Tables C.2
and C.7).

The systematic uncertainty is taken from the fitting uncertainty on NS5, combined with
the uncertainty on r; which is statistical. The correlation between fitting variables are
taken into account during the uncertainty propagation.

Table 6.3 — Results of the fit of the pr(m) — pr(r2) variable for same-sign di-tau candidates.
“hard e” and “hard p” indicates which of the two particles has the larger pr.

Channel NSS X2 /ndf N(%%D N‘S/jS N%S_> o rQCD TV

TuTu 50  0.827 398+ 78 9.8+ 57 04+04 1.30+005 1.44+011
TuThi 293 0978 232.1+189 60.9+164 0.0+08 1.02+001 2.37+0.30
TuTh3 25 0.582 20.6+ 51 4.4+ 30 0.0+11 1.03+0.03 1.14+0.11
TeTe 58 1.068 40.6+ 87 164+ 74 1.0+07 1.04+006 1.05+0.08
TeThi 380 0.879 331.4+224 46.7+132 1.9+13 1.00£0.01 1.46+0.07
TeTh3 28 0.625 19.8+ 52 82+ 41 0.0+08 0.94+005 1.37+023
TuTe (hard e) 186  0.528 151.1+156 15.1+ 83 0.0£35 1.06+0.02 2.32+0.49
TuTe (hard p) 19.9+ 7.9 1.53+0.26
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Chapter 6. Background Estimation

6.3 tf, WW, WZ, Z— bb

The contributions to the background from tf, WW, W Z, Z — bb, are expected to be very
small with respect to the other sources of backgrounds previously discussed. As such, the
estimations are taken from simulation.

6.4 /— 77 Cross-feed

Some of the selected di-tau candidates may not truly be originated from the selected channel.
For instance, a 7,1 candidate may be falsely selected from a partially reconstructed 7,3
candidate. Simulated Z — 77 are used to obtain the fraction of events from a process
that is reconstructed as a given channel. The list of fractions is shown in Table 6.4, with
statistical uncertainties.

Table 6.4 — Z— 771 cross-feed probabilities from a given channel to another, given in percentage.
Each column represents the di-tau final-state under study, whilst each row represents the true
channel of origin. The last row shows the total percentage of cross-feed. The contributions inferior
to 0.1% are omitted.

Channel TuTu TuThl TuTh3 TeTe TeThl TeTh3 TuTe
Origin

TuTu 98.8+0.3 - - 0.2+02 - 0.2+02 -
TuThi 1.1+03 97.8+0.2 7.0+0.8 0.2+0.2 - 0.2+0.2 4.0+0.3
TuTh3 0.1+01 1.0+02 92.2409 0.240.2 - 0.2+0.2 -
TeTe - - - 90.8+14 0.2+01 0.2+0.2 -
TeThl - - - 8.6+14 96.3+04 6.8+1.4 0.9+0.2
TeTh3 - - - 0.4+03 1.0+02 90.9+15 -
TuTe - 0.4+01 - 0.4+0.3 - 0.2402 95.0+03
Th1Thl - 0.840.1 0.240.1 0.4+0.3 2.5+04 0.240.2 -
Th1Th3 - - 0.8+0.3 0.2+0.2 - 2.4+0.9 -
Th3Th3 - - - 0.2+0.2 - 0.2+0.2 -

Total 1.18+0.28 2.25+022 7.81+087 9.24+1.44 3.71+044 9.07+155 4.97+0.34

6.5 Summary

The estimated number of background events is given in Table 6.5, as well as the observed
number of candidates in data. The last line gives the estimated Z — 77 signal. The
uncertainty on the signal is given by the uncertainties on the backgrounds, and the
statistical uncertainty on the observed events; the correlations are accounted for. The
corresponding di-tau mass distributions are shown in Fig. 6.5. The complete set of figures
is available in appendix D.

The mass distributions are also shown with equiprobable bins in Fig. 6.6. The optimal
number of bins for each channel follows the computation in [127], and the x? is computed
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as

bins obs exp \ 2

- Z NP> — N;

—~ \ %5 @ P
i 7 7

where the summation is over each bin ¢, containing the number of observed candidates

Nfbs + O'?bs, and the sum of expected candidates NP £ 07" over all processes. The

°bs ig statistical and 0P is obtained from the previous table, assuming in

uncertainty o
each process that their relative error is independent of the bins. The results are summarized

in Table 6.6.

Table 6.5 — Estimated number of backgrounds candidates, number of observed candidates, and, in
the last row, the inferred number of signal candidates. The uncertainties on the signal are statistical
and systematic combined.

TuTu TuThl TuTh3 TeTe TeThl TeTh3 TuTe
Z— 1l 249.7+ 88 1.2+ 05 0.0+ 00 420.8+253 16.1+ 22 0.0+ 00 253+ 54
QCD 50.9+10.2 235.8+19.3 21.2+ 53 42.7+ 88 330.8+228 19.4+ 51 160.0+16.9
Vi 1274+ 74 14424430 514 34 5.8+ 27 6834197 10.1+ 58 65.3+25.7
\YAY 0.2+ 0.1 1.2+ 02 0.2+ 01 0.2+ 01 0.8+ 01 0.2+ 01 10.0+ o5
tt 1.0+ 02 22+ 02 06+01 02+00 07+01 0.1+ 00 5.5+ 0.2
Z—bb 0.8+ 04 0.3+ 02 0.1+ 01 0.1+ 01 03+ 02 0.1+ 01 0.3+ 0.2
Cross-feed 45+ 11 222+ 25 139+ 20 13.0+ 39 16.5+ 24 7.3+ 1.7 52.5+ 4.2
Backgrounds 319.9+12.7 407.1+375 41.14+ 53 482.74+24.2 433.5+220 37.2+ 58 318.9+236
Observed 696 1373 205 610 861 110 1322

Z =TT 376.1+£29.0 965.9+52.1 163.9+14.2 127.3+329 427.5+358 72.8+11.1 1003.1+41.8

Table 6.6 — Result of the x? test between the observed and expected di-tau candidates using
equiprobable binning. The two last rows give the purity of the signal in the analysis.

TuTp  TuThl  TuTh3  TeTe TeThl  TeTh3 TuTe

ndf 32 28 13 12 23 10 28
x2/ndf 0.75 122 081 348 154 212 1.99
S/B 1.18 237 399 026 099 196 3.14

S/\/(S+B) 14.26 26.07 1145 516 1457 6.94 27.59
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'8 Reconstruction Efficiencies

The reconstruction efficiency of the di-tau candidate, €., depends on the kinematic of
di-tau candidate. As such, it is computed as the average over the selected candidates. The
components of e.,. can be expressed as:

Erec = (Etrack (1i; P> nTracks) - exine - €pD (M, PT;) © €GEC - Etrig(Mi, PT;)) (7.1)

where €50k is the tracking efficiency, eyine the kinematic preselection efficiency, epip the
identification efficiency, egrc the global event cut efficiency, and ey, the trigger efficiency.
A round bracket indicates dependency on a di-tau candidate, and a subscript i includes
all particles used to reconstruct a candidate. The efficiencies are determined cumulatively
starting from the left-most term, e.g., the identification efficiency is defined for di-tau
candidates which passed the kinematic selection. Each of the efficiencies in eq.7.1 along with
their uncertainties are described in detail in following sections. By default, the efficiencies
are determined from the simulated sample of Z— 77. When possible, a data-driven method
is applied. The usages are summarized in Table 7.1. Most uncertainties from fractional
quantities (e.g., in the form of Npass/Niotal) are determined using the Clopper-Pearson
method [125] at 68.3% confidence level'!. The complete tables of efficiencies are also
available in appendix E.1.

Table 7.1 — Summary of calculation methods for different reconstruction efficiency components

Etrack €kine EPID EGEC Etrig
Tu Data MC Data Data Data

7. MC+correction MC Data Data Data
7, MC+correction MC Data - -

lvia the ROOT.TEfficiency class
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Chapter 7. Reconstruction Efficiencies

7.1 Tracking Efficiencies

The tracking efficiency is defined as the probability that a charged particle inside the LHCDb
acceptance is reconstructed and satisfy the quality criteria described in Section 5.4.1. This
is determined separately for muons (for 7,,), electrons (for 7.), and charged hadrons (for
Thi, Th3)- As explained in the following sections, the efficiency for muons is obtained from
data, while the simulation is used for electrons and hadrons. Corrections factors, functions
of pr and 7, are used to match data and simulation. Averages of the corrections applied to
the selected candidates are provided for illustration in Table 7.2 for each process considered.
For 71,3 a special treatment is needed, as explained in Section 7.1.3.

Finally, the tracking efficiency for the detection of a di-tau candidate is calculated as the
product €irack = Etrack,r Etrack,» assuming that the eaq for the two 7 decay products are
uncorrelated. Using simulated Z — 77 events this is verified to be a valid assumption.

7.1.1 Muon Tracking

For 7, the muon tracking efficiency is determined using tag-and-probe method applied
to data. The results from LHCDb high-pr muon reconstruction study [128] are used for
the present analysis. As the previous study noted that the efficiency is independent of
the muon pr, only the dependency in 7 is considered. The results are shown in Fig. 7.1a,
compared to the efficiency obtained from simulation, which is seen to over-estimate the
efficiency close to the detector edges.

7.1.2 Electron Tracking

For 7., the electron tracking efficiency dependency on n and event tracks multiplicity
(nTracks) is determined from the simulated sample of Z— 77 events, giving the results of
Fig. 7.1b.

Subsequently two kind of simulation-to-data correction factors are applied. Their average
values are given in Table 7.2, for each decay process:

1. As outlined in [129], the event is initially weighted to match the nTracks distribution
in data (examples of nTracks distributions are shown in Fig. 7.4). The correction
factors binned in track momentum and pseudorapidity are shown in Fig. 7.2. They
are applied to each track of the signal candidate.

2. The second correction is taken from the study on egack,, of the previous Section. As
seen before the simulation is found to over-estimate the efficiency close to the edges
of the detector. The correction factors are binned in 7 values of the particle track.

The uncertainties are a combination of the statistical uncertainty from simulated sample,
of the per-track correction uncertainty, and of the overall correction uncertainty of 0.4%,
for data versus MC 2012 as determined by the LHCb tracking group?.

2 https://twiki.cern.ch /twiki/bin/view /LHCb/TrackingEffStatus2012520
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Figure 7.1 — (a) €rack,, as a function of the 7 of the muon. The results from data and simulation
are compared. (b) e¢rack,e from simulation as a function of the electron 7 and of the track multiplicity
in the event.

Figure 7.2 — The single-track simulation-to-data correction
factor for the calculation of €¢ack, binned in track momentum
and pseudorapidity.

1.042
25E +0004 £0001 +0.001

1.011 1.007 1.008

+0.002

1.024
+0.01

L
0 o p (Gevic)

Table 7.2 — Correction factors applied to the tracking efficiency calculation, for each analysis
channel. The values are averages over the candidates. The tracks of same kind are ordered in
descending pr.

Channel Track Correctionl  Correction2

TuTy Ty — —

TuThi Thi 1.0124+0.009 0.978 £0.005
Tu — —

TuTh3 Ths (1st-prong) 1.012+0.009  0.980+0.004
Ths (2nd-prong)  1.006+0.005  0.980+0.004
Ths (3rd-prong) 1.004 +0.004  0.980+0.004
TP‘ — —

TeTe Te (1st-electron)  1.015+0.012  0.978 £0.005
Te (2nd-electron) 1.008+0.006  0.978+0.005

TeThl Te 1.014+0.011  0.979 +0.005
Thi 1.011+0.009 0.978+0.005

TeTh3 Te 1.015+0.012 0.978 +0.005
Ths (1st-prong) 1.011+0.008  0.980+0.004
Ths (2nd-prong)  1.006+0.005  0.980+0.004
Ths (3rd-prong)  1.004+0.004 0.980+0.004

TuTe Te 1.0124+0.009 0.978 +0.005
TH i -
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Chapter 7. Reconstruction Efficiencies

7.1.3 Charged Hadron Tracking

For 7,1 and 733, the calculation of the charged hadron tracking efficiency also begins from
values estimated from simulation. The hadron traverses approximately 20% of a hadronic
interaction length of material before the last tracking plane, which can result in early
showering, with subsequent reduction of the tracking efficiency. This efficiency is found
to depend on the di-tau channel under consideration. For 75,1, the tracking efficiency is
determined as a function of 1 and of the event track multiplicity. For 7,3, all 3 prongs
are required to pass the track requirements simultaneously. The tracking efficiency is
determined only as a function of the event track multiplicity. The simulation-to-data
tracking efficiency correction is applied in the same manner as for the electron. The
efficiencies are shown in Fig. 7.3, and the averages of the correction factors in Table 7.2.

The uncertainties are taken from the statistical uncertainty of the sample used, from the
per-track correction uncertainty, from the overall correction uncertainty (again 0.4%). In
addition, a 1.4% relative uncertainty contribution is added, due to the hadronic interaction
simulation precision, as proposed in [129].

j 1 FT T T 7 < 1FF T T A
3 E 3 k| C ]
w:: 09 E _—+——+ + ——t— E w= [ 1
08¢ 1 0.8} —
07F TN 3 C j
0.6 ;— —; 0.6 L .
05F LHCb-Simulation E X ]
04F —— (0, 100] E 04 ]

E —— (100, 200] = N . . ]

03 E —— (200, 300] E [ LHCb-Simulation ]
02E —=— (300, 400] E 02 1, p
0.1¢ —— (400, 600] E Fo— T .
o | I 3 0 oL . R B 1

2 3 4 0 200 400 600

(a) n(h) (b) nTracks

Figure 7.3 — (a) €track,n Of Th1 as a function of 7 and of the event track multiplicity. (b) €qrack of
7h1 (black) and 75,3 (red) as a function of the event track multiplicity.
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Figure 7.4 — Comparison of nTracks distributions from data (black) and simulated Z — 77

(red), from the channel (a) 7,741, and (b) 7,7h3. The ratio is used to reweight the events prior to
the computation of e¢pack.
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7.2. Efficiencies of the Kinematic Preselection

7.2 Efficiencies of the Kinematic Preselection

These efficiencies are defined as the fraction of di-tau candidates satisfying acceptance and
the track quality criteria, which also satisfies the kinematic selections on pr, n, and m,
listed in Section 5.5. This is especially important for the channels with electrons, because
of the imperfect correction for bremsstrahlung losses. The efficiencies are determined for
each di-tau channel from simulated Z — 77 events.

The uncertainty has a statistical component from the number of the events of the samples
used. A second component is taken from the study in [109], especially focused on the 7,
candidate. The result of the study shows that the simulation reproduces very well the
data, the electron pr calibration factor is compatible with one: 1.000 £ 0.005. This small
uncertainty is taken as a contribution to the uncertainty on eyine for each channel.

7.3 PID Efficiencies

The particle identification efficiency is defined as the probability that the reconstructed
track passing the kinematic preselection satisfies the PID criteria described in Section 5.4.2.
The calculation is performed independently for muons, electrons, and charged hadrons. The
epip of the di-tau candidate is calculated as a product of efficiencies from each particle, in
a similar way as for e¢ack. The tag-and-probe method is used to determine epyp from data,
where the procedures are largely derived from the PIDCalib package [130], including decay
modes, calibration datasets, fit models, and background removal via sWeight technique
[131]. The PIDCalib package cannot be used directly as the PID selections of this analysis
are not part of the ones considered in the original code.

7.3.1 Muon Identification

The muon identification efficiency, epp ,, is determined from data as a function of muon n
and pr. Since the muon pr can range from 5 GeV/c to 70 GeV/e, it is determined using the
combination of the analysis of two data sub-sets: the high-pr region (pr > 20 GeV/c) uses
Z — utu~ events as studied in [128], while the low-pr region (5 < pr < 20 GeV/c) uses
Jhp — T events.

In the low-pr region, the stripping StrippingMuIDCalib_JpsiFromBNoPIDNoMip allows
to obtain the J/) — p™p~ sample, where the probe muon has no identification applied.
The J/p candidates from this selection contain some background, so a maximum likelihood
fit is used to identify the true number of muon probes. The J/ip signal is modeled with
a Voigtian distribution, whereas the background is modeled with a decaying exponential
function. The result of the fit, and associated sWeight are shown in Fig. 7.5. The probe
muons are binned in 1, pr. The epip , is calculated for each bin as the sum of sWeight of
probes passing the identification requirement, over the sum of sWeight in that bin. The
choice of bins is governed by the statistical precision.

The muon probes bi-parametric distribution can be seen in Fig.7.6. where the two sub-sets
are merged. The efficiencies in the overlapped region at pr [20,25] GeV/c is computed via
BLUE (best linear unbiased estimator) technique [132], assuming conservatively that the
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Chapter 7. Reconstruction Efficiencies

uncertainties are fully correlated. The efficiencies from simulation and data-driven methods

are found to agree, as shown in Fig. 7.7.

The uncertainty in the high-pr region is estimated from the background contamination
of the tag-and-probe sample. The uncertainty of the low-pr region follows the guideline

of PIDCalib: For each track 0.1% systematic uncertainty is assigned, as well as from
the choice of binning. The uncertainty of the latter is made by recomputing epip,, at

doubled /halved number of bins from the nominal choice, and the variations are used
as systematics. This is combined in quadrature with the statistical uncertainty of the

calibration sample. The results are summarized in Table 7.3.
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Figure 7.5 — Results from the background-removal fit of J/i) — pp~ muon calibration sample.
(a) contribution of processes projected on distribution of J/ip mass, (b) distribution of s Weight from
different fitted processes as a function of J/i) mass.

4.5 ]
= L = 10°
4 R
LA R 10 Figure 7.6 — Bi-parametric distribution in 7
and pr of the probe muon from Jip — ptp~
3 and Z — putpu~ calibration samples combined.
1 The red dashed lines show the binning choice.
25
25678910 20 30 4050
p, [GeV]

Table 7.3 — Comparison of the average signal epip from the data-driven method for three different
epip,u (pr,m) binning, and the corresponding systematic uncertainty.

epm (%] Nominal Doubled Halved Systematics [%)]
7, from 7,7, 98.5+02 98.6+02 98.6+0.1 0.02
7y (low-pr) from 7,7, 98.6+01 98.6+02 98.6+0.1 0.02
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Figure 7.7 — Examples of epip,,, from data (black) as a function of muon 1 (a), and pr (b). The
efficiency from simulation (red) is also shown. The values are taken from Table E.5.

7.3.2 Electron Identification

The electron identification efficiency, epip e, is determined from data as a function of
electron’s n and pr. The tag-and-probe data-driven method treats electrons into two
separate regions as a function of their pr, similar to the procedure for epip ,: the high-pr
region (pr > 20 GeV/c) using Z — ee as studied in [109]; and the low-pr region (5 < pp <
20 GeV/c) using BT — Jjp(— ete )KT.

For the high-pr region StrippingWeLine is used (requiring one electron of pr > 20 GeV/c¢).
The Z boson is required to have a reconstructed invariant mass greater than 60 GeV/c?,
with the two electrons A¢ > 2.8. Both electrons are also required to pass the isolation
pr > 0.9. The tag electron satisfies all the track, identification, and trigger requirements,
while the probe only needs to pass the track requirement. The efficiency is evaluated as
the number of probes passing electron identification over the number of total probes. The
potential background is estimated from same-sign di-electrons and found to be negligible
for this selection.

In the low-pr region, the BT — J/ip(— eTe™)K process is selected, where the probe
electron has no identification required. The J/i) selection contains considerable amount of
background, so a maximum likelihood fit of the reconstructed invariant mass is performed,
where the signal PDF is modeled by a CrystalBall function, and the background by a linear
function. The result of the fit and its associated sWeight are shown in Fig.7.8.

The two regions are combined together with the overlapping pr bins [8,20] GeV/c computed
via the BLUE technique, in the same manner as epip,. The probe coverage is shown
in Fig.7.9. The comparison of the efficiencies from simulation and from the data-driven
method are shown in Fig. 7.10. They are mostly in agreement within their statistical
uncertainty except toward the detector edge (n < 2.25, n > 3.75). The uncertainties for
both high-pt and low-pr regions are obtained in the same way as epip ;. The results are
summarized in Table 7.4.
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Table 7.4 — Comparison of the average signal epp from the data-driven method for three different
epp,e (pr,n) binnings, and the corresponding systematic uncertainty.
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epmp [%0] Doubled Halved Nominal Systematics [%)]
Te (higher-pr) from 7.7, 95.4+1.2 94.9+07 95.1+09 0.32
Te (lower-pr) from 7,7 92.2+05 92.0+04 91.9+04 0.24
Te from 7.1 95.3+1.2 94.9+07 95.0+09 0.39
Te from 7.7h3 95.3+12 94.9+07 95.1+0.9 0.29
T, from 7,7, 93.8+0.7 93.4+04 93.4+05 0.39
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7.3.3 Charged Hadron Identification

The charged hadron identification efficiency, epip 4, is determined from data using the
D*t — D% — K—at)rT calibration sample, as a function of the charged hadron pr
and 1. The pion without identification from D is used as a probe, covering ade-
quately the kinematic region needed by the 71,7 and 73. The candidates are taken
from StrippingNoPIDDstarWithDO2RSKPiLine. The background is determined from two-
dimensional fit of the distribution of reconstructed D° mass, versus the difference in mass
between the D* and DY (denoted here as Amp). Four processes are considered for the
maximum likelihood fit:

1. Signal process, modeled as a bi-Gaussian distribution in both dimensions.

2. Combinatorial backgrounds, modeled as a linear background in D° mass and a
decaying exponential in Amp.

3. Background of poor Amp, (e.g. random slow pion), modeled as signal in D° mass
and decaying exponential in Amp.

4. Background of fake D°, modeled as an exponential in D mass and as signal in Amp.

The fit results, shown in Fig. 7.11, are used to calculate the sWeight for each process, for a
given calibration dataset, see Fig.7.12. The probes coverage is shown in Fig.7.13, which are
divided into bins in 1 and pr. The epip, is finally calculated for each subset as the sum
of sWeight of the probes passing the identification requirement over the sum of sWeight
in that bin. The efficiency distributions are shown in Fig.7.14. Unlike epip ¢, efficiencies
from simulation and data-driven method are not in full agreement; only the values from
the data-driven method are used. The systematic uncertainty follows the same manner as
€PID,, in the previous section. The results are summarized in Table 7.5.
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Figure 7.12 — Distribution of sWeight from different fitted processes as a function of two

parameters of interest; (a) mass of DY, (b) Amp.

Figure 7.13 — Bi-parametric distribution for
the probe hadron in 1 and pr. The red dashed
lines show the choice of bins.
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Figure 7.14 — Examples of epip  from data (black) as a function of charged hadron 7 (a), and
pr (b) (channel 7,751). The efficiency from simulation is also shown (in red).

Table 7.5 — Comparison of the average signal epp from the data-driven method for three different
epip,n (pr,n) binnings, and the corresponding systematic uncertainty.

epm (%] Doubled Halved Nominal Systematics [%)]
Tpt from 7,71 95.1+10 95.0+05 95.2+09 0.16
Th1 from 7o 95.1+10 95.0+05 95.1+09 0.14
Tp3 from 7,73 74.2+10 T73.1+05 T4.1x08 1.46
Th3 from 7.3 T4.6+10 T73.5+05 74.8+08 1.64
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7.4. Global Event Cut Efficiency

7.4 Global Event Cut Efficiency

The Global event cut (GEC) is the requirement of SPD hits < 600 in the LOMuon and
LOElectron triggers, so the cut is identical for all di-tau channel. The corresponding
efficiency, eqrc, is estimated from data for each channel as the following;:

Channels 7,7, 7.7. The event topology of Z — uu is similar to 7,7, and Z — ee
to the 7.7, channel, thus the results from those analyses are used. The efficiency
can be determined from data via a method outlined in [108] for Z — pup, yielding
(93.00 £ 0.32)% and [109] for Z — ee, yielding (91.60 + 0.60)%.

Channel 7,7, The eggc in this channel is taken as the average of the egrc values for
the 7,7, and 7.7, channels, with the half of their difference used as a systematic
uncertainty.

Channels 7,71, 7,753 From the simulated sample of Z — 77 events, it is found that the
differences in egrc between the channel 7,7, 7,7h1, 7,73 are very small (shown in
Fig.7.15). Thus the eqgc inferred from 7,7, is used for those channels. A systematic
uncertainty for a given channel is computed from the difference in eqrc for that
channel with respect to the reference 7,7, computed at the point where egrc of
7,7, in the simulated sample matches with eqrc of Z — pp from data.

e

Channels 7.7,1, 7e7n3 The same procedure as the previous point is used where 7,7, is

used as the reference channel to 7,71, TeTh3 channel.
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Figure 7.15 — Relative eggc as a function of maximum number of SPD hits obtained from the
Z — 77 simulated sample normalized to the reference value. (a): channels 7,751 (red) and 7,73
(blue) relative to 7,7, (b): channels 77,1 (red) and 7,73 (blue) relative to 7, 7. The green band
denotes the region where the eggc of the reference channel in simulation matches the efficiency
obtained from data.
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Chapter 7. Reconstruction Efficiencies

7.5 Trigger Efficiencies

The trigger efficiency, et,ig, is evaluated separately for muon and electron triggers, listed in
Table 5.1. egig is evaluated as a function of the lepton pr, and 5. For the di-tau channel
having only one leptonic tau candidate, the trigger efficiency is evaluated for that lepton
type. In the case of two leptonic tau decays (7,7, TuTe, TeTe), either of the leptons can
trigger the event, so the efficiency is calculated as eiig = Etrig,1 + Etrig,2 — Etrig,1 Etrig,2
where ey, 1(2) is the trigger efficiency evaluated for the first (second) leptonic decaying
tau candidate.

7.5.1 Muon Trigger

The muon trigger efficiency is determined from data using a tag-and-probe method described
in [128]. The efficiency and uncertainty are taken from that analysis, as shown in Fig. 7.16.
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Figure 7.16 — ¢€yyig,, from data (black) as a function of muon (a) 7, (b) pr. The efficiency from
simulation is shown in red.

7.5.2 Electron Trigger

The electron trigger efficiency is determined from data using a tag-and-probe method.
The Z — ee events are selected from data via StrippingZ02eelLine, where the tag is
an electron passing the track, PID, and trigger requirement, and the probe is another
opposite-charge electron passing the track and PID requirement. Both tag and probe are
required to have pt > 20GeV/e, 2.0 < 1 < 4.5, and be isolated with pr > 0.9. The Z
boson is required to have an invariant mass in the 70-120 GeV/c? range. The results are
shown in Fig. 7.17, with the statistical uncertainties of the Z — ee sample used.
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Figure 7.17 — &ig,e from data (black) as a function of electron’s (a) 1, (b) pr. The efficiency
from simulation is shown in red.
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7.6. Summary

7.6 Summary

The efficiency product of eq. 7.1 is calculated on a per-event basis. In order to quantify the
efficiency for each di-tau channel, an equivalent efficiency is computed as

Nsignal
Nobs{(ez Yobs — 22i Noke,i(€z ') bke,i (7.2)
Nsignal = Nobs — Z kag,i
%

£y =

where z is the efficiency kind under consideration (tracking, PID, trigger, rec). It can be
regarded as the weighted harmonic average of the per-event efficiency, with Nignal is the
number of expected signal candidates, Ngps is the number of observed candidates in data,
Npkg,i is the number of expected background from process ¢, and }_; is the sum over all
background processes. The quantity (e, !)ops is the average of e, over all selected events
from data, and (e ')pke,i is the average over all selected background events of process i.
The results are summarized for each efficiency and for each di-tau channel in Table 7.6.
More details are provided in appendix E.

In general, the efficiencies for channels involving electrons are a factor of 2 lower than
the corresponding channel with muons. This is mainly due to the momentum loss for the
electron, from bremsstrahlung.

Table 7.6 — Summary of the equivalent reconstruction efficiencies for each di-tau channel at each
stage of the selection, given in percentage.

TuTu TuThl TuTh3 TeTe TeThl TeTh3 TuTe

Etrack 89.6+ 09 755+ 15 369+ 1.8 T1.8+ 22 67.8+ 1.9 32.6+ 1.7 782+ 1.2
€kine 100.0+ 0.0 100.0+ 0.0 100.1+ 0.0 62.3+ 08 61.3+ 08 62.3+ 08 81.7+ 0.9
epip 96.0+ 05 93.1+ 08 74.7+ 13 879+ 14 875+ 13 67.6+ 1.5 90.9+ o7
eagec 93.0+ 03 93.0+ 06 93.0+ 06 91.6+ 06 923+ 1.0 923+ o7 923+ 07
Etrig  84.7+ 15 80.4+ 17 804+ 18 795+ 20 69.2+ 30 70.1+ 27 84.8+ 13

Erec 64.8+ 1.4 526+ 16 20.8+ 1.2 288+ 1.3 23.3+ 1.3 89+ 06 45.7+ 1.2
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“Offline” Selection Efficiencies

The selection efficiency, €41, is defined as the fraction of reconstructed signal candidates
satisfying the “offline” selections presented in Section 5.6. &g is calculated from the
simulated sample of Z— 77 for each di-tau channel. The results are in Table 8.1.

Corrections to the simulation are needed before the calculation of 4, as discussed in
the following section. The resultant e after all corrections applied are summarized in
Table 8.2. When the corrections are inferred from the comparison of Z— uu candidates
in data and simulation, the selection of such events requires muons with pp > 20 GeV/c,
2.0 < < 4.5, at least one muon is required to fire the entire series of muon trigger lines,
and the invariant mass of the di-muon must be in the 80-100 GeV/c? window.

Table 8.1 — Selection efficiencies (in percentage) obtained from Z — 77 simulated events, for each
of selection variables applied individually. The last line is the efficiency with all the criteria applied.

Esel [%} TuTu  TuThl  TuTh3  TeTe TeThl TeTh3 TuTe

A, 836 — — 854 — — 893

di-tau mass  87.6 — — 942 — - —
L1 926 917 924 898 885 888 86.4

[ppo 775 773 793 715 775 789 786

IP 517 613 — 471 61.3 — —

Agp 818 823 81.8 809 822 808 816

Vertex x?2/ndf — — 947 — — 938 —
ARmax/pT — — o — — T2 —
Decay time — — 775 — — 76.8 —
Meorr — —  80.7 — — 794  —

(All) 235 356 337 204 346 315 51.7
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Chapter 8. “Offline” Selection Efficiencies

8.1 Transverse Momentum Asymmetry (A,,)

A good agreement between data and simulation can be observed for the A,, variable
applied to Z — pp events, as shown in Fig. 8.1. Hence no correction is needed for the
simulation. The uncertainty to €4 is calculated from the relative difference between the
efficiencies of the A, selection for data and simulation.

0.1233, LHCb-Preliminary

% Z - pu (MC)
- Z - pp (Data)

Figure 8.1 — Comparison between Z — puu
from data (black) and simulation (red) for the
A, of di-muons.

8.2 Upper Cut on the Di-lepton Invariant Mass

This selection only applies to the same flavour di-leptons candidates. From the comparison
of the invariant mass distributions in data and simulation for Z decay into di-muons and
di-electron, there is a good agreement in this variable [133], hence no correction is applied
to the simulation. The difference in position is estimated from the mean of the masses
measured from 20 to 60 GeV/c?. The data and simulation differences are of 0.6 GeV/c?
for di-muons and 1.6 GeV/c? for di-electrons. Moving the cuts by these amounts, the
corresponding &4 variations are of 0.8% and 1.4%, which are taken as contributions to the
systematic uncertainty.

8.3 Isolation (/,,)

The comparison between data and the simulated sample of the muon isolation variable

A

1

pr
because the track multiplicity of the underlying event is known to be underestimated in

() is shown in Fig.8.2a. The small disagreement especially at low p values is expected,

the simulation. The correction function for e4 as a function of pr is determined from the
ratio of isolation selection efficiencies from Z — pp in data and simulation, requiring one
muon to have pr > 0.9. This function is used to obtain the correction factors for the two
tau candidates which are multiplied to obtain the event correction. This procedure is done
independently for each di-tau channel, assuming that the correction function obtained for
the muons is also valid for the other particles.

The uncertainty is calculated from the difference between the isolation selection efficiencies
of Z— pp and Z — 7,7, inferred from simulation. As both processes should have almost
identical underlying event topologies, their efficiencies should match within uncertainty,
see Fig. 8.2b. The effects on the efficiency are detailed in Table 8.2. The contribution to
the systematic uncertainty is computed from the differences, function of pr, averaged over
all the candidates.
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8.4. Impact Parameter (IP)
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Figure 8.2 — Comparison of the single muon selection efficiency as a function of pr of the muon,
(a) between Z — pp from data and from the corresponding simulated sample; (b) between the
simulated samples of Z— up and Z — 7,7,. The muon is required to be isolated with I,,. > 0.9.

8.4 Impact Parameter (IP)

The comparison between data and simulation of the muon IP distribution in Z — pu is
shown in Fig.8.3. The IP resolution is slightly underestimated in the simulation[83], so an
additional pp-dependent resolution component is added prior to the 4o computation. The
VELO data and simulation 1-dimensional resolutions for 2012 data are

Odata = 11.6 + 23.4/pT , omc = 11.6 4 22.6/pT

where pr is the track transverse momentum in GeV/c. Assuming the IP 2-dimensional
resolution is v/2 times the above values, the additional contribution to the resolution is
8(pr) = /2(03,4a — 0%1c)- This component is accounted for by smearing the simulated IP
values. After this correction, the comparison using Z — pp sample is shown in Fig.8.3. A
Kolgomorov test found that the smeared distribution has a better compatibility with the
data (increasing from 0.04 to 0.18). The effects on the efficiency are detailed in Table 8.2.
The uncertainty on ey is taken as the difference before and after correction.
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Chapter 8. “Offline” Selection Efficiencies

8.5 Azimuthal Separation (A¢)

A calibration inferred from Z — uu events is applied to correct for differences in simulation
and data. The calibration is based on the function A¢ — (7 — fscale(m — Ag)), where
fscale is a multiplicative calibration constant such that the x? between the distributions
from data and from the simulated samples is minimized. The function ensures that the
domain A¢ € [0, 7] is respected. The x? profile is shown in Fig. 8.4a where the points are
fitted with a parabolic function, giving a minimum for fcae = 0.9177. The calibrated
distribution in Z — pp is shown in Fig. 8.4b. The effects on the efficiency are detailed in
Table 8.2. The difference of Z — 77 selection efficiency before and after the calibration is
taken as a contribution to the systematic uncertainty.

x107°
0

5 Ty [T’
< F oy ] 10'F—— Daa Sl
12 F —— MC: before scaling O
10 :_ MC: after scaling N
8F i
6F E
4'_
2F _
ot L L L - E_ . . . . 1 . . . . 1 ]
0.8 0.85 0.9 0.95 1 2 25 3
(a) Fecae (b) A®

Figure 8.4 — (a) Distribution of x% (fscale) used to calibrate Ag, (b) Comparison of Z — pp from
data (black) and simulation before calibration (red), and after calibration (green) of the distribution
of m - A¢ of di-muon.

8.6 Variables for the Di-tau Channels with 7,3

There is no reliable high-pr three prongs decay to probe this channel. In an analogous
context, the efficiency to detect displaced vertices from long-living particle (LLP)[134]
was studied by exploiting re-weighted BY — J/i K*V followed by the four-particle final
state J/p — ptp~ and K* — K+7~. A discrepancy of at most 2% between the LLP
efficiencies in data and simulation was inferred.

A more direct approach is the comparison of the 73,3 distributions in data to the simulation.
To enhance the statistical precision, the selection conditions are relaxed; in particular the
minimal value of the decay time variable is lowered from 60 fs to 40 fs, requiring a re-fit of
the background and signal components. The results are shown in Fig. 8.5.

The differences in the average of the myo., distribution is of the order of less than 0.1 GeV
(computed in the range 0.5-2.4 GeV). By moving the cuts by these amounts, the data/sim-
ulation discrepancy is of 0.7% which is taken as systematic uncertainty to the efficiency.
A similar procedure for vertex x?/ndf gives a difference between data and simulated
distributions which is smaller than 0.1. Taking a value of one, the change in efficiency is
less than 0.5%.

In the case of ARpyax/pr and of the decay time variables, the same method indicates
very small discrepancies, from the averages taken in the ranges 0.—0.006, and 60—-1000 fs,
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8.6. Variables for the Di-tau Channels with 7,3

respectively. As an alternative, an exponential fit is done in the region of the nominal cut,
as shown in Fig. 8.6. From the data/simulation differences in the fitted parameters, the

systematic uncertainties on the efficiency are estimated to be 1.5% and 2.7% respectively.

In conclusion, the contribution of these four observables to the systematic uncertainty on

Esel 18 3.2%.
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Figure 8.5 — Comparison data/simulation for the variables relevant to the 7,3 selection: (a) Meorr
(b) AR,¢/pr (c) Vertex x?/ndf (d) Decay time. The signal component is in red, the background
QCD component in purple, cross-feed in green, di-boson in blue, and boson plus jets in yellow.
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Chapter 8. “Offline” Selection Efficiencies

Table 8.2 — The values of €4 for each di-tau channel, and the absolute changes induced by the
corrections. The values are given in percentage.

Esel [70) TuTu TuThl TuTh3 TeTe TeThl TeTh3 TuTe

Before correction 23.5+0.3 35.6+0.2 33.7+05 20.4+04 34.6+03 31.5+07 51.7+03

1P2 +0.04 +0.01 — +0.05 +0.02 — —
prl -0.21 —-0.35 —-0.33 —0.21 —0.37 —0.33 —0.94
prg —-1.07 —0.92 —0.25 —1.03 —0.90 —0.22 —1.36

Ao +0.55 +0.83 +0.76 +0.53 +0.80 +0.74 +1.28

After correction 22.8+1.1 35.2+12 33.9+16 19.7+11 34.2+12 31.6+16 50.6+20
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Uncertainties

Sources of uncertainties for the determination of Z cross-section in eq. 4.1 are identified in
this section, where the relative uncertainty is denoted as 6opp— z7-. Table 9.1 summarizes
uncertainties associated to determination of the background, hence of the signal yield, Ng;g.
The contributions to the systematic uncertainties on eyec and ege are in Tables 9.2 and 9.3
respectively. The uncertainty on the branching fractions are taken from the PDG (details
in Section 2.4.1), where correlations between di-tau channels are dictated by the tau decay
channel involved. The contributions to the total uncertainty are summarized in Table 9.4.

In addition to the already discussed contributions, the following sources of uncertainties
are also considered:

e The partonic luminosity uncertainty affects the estimate of the acceptance. The
corresponding uncertainty is computed by generating Z — 77 events with different
eigenmembers of MSTWO8SNLO90c1 PDF set [116], and determining the variation of A.
An uncertainty of 1.3% is found for channel 7;7;, 1.9% for channel 77,1, and 1.5%
for channel 737,3.

o The uncertainty of the LHC beam energy is studied in [135], where the relative
uncertainty is determined to be less than 0.1%. This is propagated to the cross-
section uncertainty via the variation of pp — Z — [l production cross-section inside
LHCD fiducial region using DYNNLO 1.5 event generator [136] with MSTW20081068cl
PDF. The cross-section as a function of /s is shown in Fig. 9.1, with the linear fit
providing a relative systematic uncertainty of 0.18% for a 0.1% change of \/s. This
is applied identically to all channels.

=} E f
= g7f  0=-71.834+0.021* (s L
£ F E
& o 3
E ] Figure 9.1 — Production cross-section of pp —
®r 3 Z - Ul inside LHCD fiducial region generated from
oaf 4 DYNNLO as a function of 1/s.
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Chapter 9. Uncertainties

Table 9.1 — Relative uncertainties due to the background estimate. The uncertainties associated
to the QCD and Vj backgrounds are correlated, because obtained from the same fit.

Table 9.2 —

6Upp—> Z—TT [%] TuTp  TuThl  TpTh3 TeTe TeThl TeTh3 TuTe
Z—ll 2.34 0.05 — 19.85 0.51 — 0.53
QCD 272 200 321 689 533 696 1.68
Vi 1.97 4.45 2.10 2.09 4.60 7.94 2.56
\AY 0.02 0.02 0.05 0.04 0.03 0.11 0.05
tt 0.04 0.02 0.05 0.02 0.02 0.04 0.02
Z— bb 0.09 0.02 0.07 0.09 0.05 0.15 0.02
Cross-feed 0.30 0.26 1.19 3.07 056 2.28 0.42
Backgrounds 3.37 388 323 19.04 5.15 7.98 2.36

Relative uncertainties of reconstruction efficiencies, shown in percentage.

The

subscript 1(2) refers to tau candidate labeled at position 1(2) of di-tau channel. In case of 75,3, the

uncertainty from product of 3-prongs is shown.
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00 pp—s zs77 | J0] TuTp  TuThl  TuTh3 TeTe TeThl TeTh3 TuTe
Etrack 1.02 1.92 476 3.07 285 534 1.55
“—Etrack,1 049 048 045 1.70 158 1.65 0.48
“—Etrack,2 0.53 1.86 474 139 188 4.70 1.48
Ekine 0.00 0.01 0.01 1.25 1.23 1.27 1.10
EPID 0.50 0.81 1.72 1.60 146 2.25 0.77
—EPID,1 037 039 036 1.00 1.19 1.27 0.31
“EPID,2 0.13 0.72 1.68 0.80 086 1.89 0.70
EGEC 0.34 066 066 0.66 1.06 0.77 0.76
Etrig 1.77 216 222 255 427 3.89 1.55
Erec 2.13 3.08 5.56 4.53 542 7.06 2.68

Table 9.3 — Relative uncertainties of selection efficiencies, shown in percentage.

5Upp—> Z—TT [%} TuTu  TuThl  TuTh3  TeTe TeThl TeTh3 TuTe
A, L —  — 11 — 001
di-tau mass 0.90 — — 1.44 — —
Iy 1.56 1.49 151 145 1.42 142 1.89
prg 3.74  2.06 1.71 3.99 2.06 1.74 2.22
1P, 0.17 0.04 — 0.22 0.05 — —
A¢ 2.36 2.32 2.24 2.60 231 236 247
Vertex x%/ndf — — 0.50 — 0.50 —
ARmax/pr — — 1.50 — 1.50 —
Decay time — — 2.70 — 2.70 —
Meorr — — 0.70 — 0.70 —
Statistical 1.10 0.61 1.41 204 0.92 215 0.53
Total 5.03 3.50 4.74 5.69 3.53 5.05 3.86




Table 9.4 — Summary of the relative uncertainties of the various contributions affecting the
cross-section measurement, given in percentage.

5Upp—>Z—>7'T [%] TuTp  TuThl  TuTh3 TeTe TeThl TeTh3 TuTe
B 0.46 029 053 045 029 0.53 0.32
A (PDF) 1.31 1.90 1.50 1.30 1.90 1.50 1.30
Erec 2.13 3.08 5.56 4.53 5.41 7.04 2.68
Esel 5.03 350 474 569 353 505 3.86
Nsig 3.37 388 323 19.04 515 798 2.36
Beam energy 0.18 0.18 0.18 0.18 0.18 0.18 0.18
Luminosity 1.16 1.16 1.16 1.16 1.16 1.16 1.16
Statistical 6.93 3.75 8.05 17.61 6.61 13.10 3.44
Total 9.62 748 11.52 26.99 10.81 17.73 6.53
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10.1 Fiducial Cross-sections

The production cross-sections of Z— 77 in LHCb fiducial region for each di-tau channels
calculated with eq. 4.1 are the following:

o(tym,) = 10928 +£ 7.57 £ 7.18 £0.20 £+ 1.27pb
o(tuth) = 9887 £ 3.71 £ 6.29 £0.18 +1.15pb
o(tuth3) = 9472 £ 7.63 £ 7.72 £0.17 +£1.10pb
(TeTe)
(
(
(

o = 9420 +16.58 +19.25 +0.17 + 1.09pb
o(Tetm1) = 100.98 + 6.67 + 856 +£0.18 +1.17pb
o(Teths) = 104.30 =+ 13.67 +£12.40 +0.19 +1.21pb
o(rume) = 9150 + 3.15 + 4.96 +0.16 + 1.06pb

where uncertainty values are statistical, systematic, associated with the LHC beam energy
uncertainty, and with the integrated luminosity uncertainty, respectively. The values of
each term in eq. 4.1 are reproduced in Table 10.1, with more detail in appendix F.

The BLUE (best linear unbiased estimator) technique [132] is used to combine the mea-
surements from all channels, taking into account their correlations. The combined result
is
Oz srtr— =9520£2.13+4.79+0.17+ 1.10pb

with a x2?/ndf value of 0.70. More details of the combination procedure can be found
in appendix G. The results can be compared with the previous Z — pp and Z — ee
measurements inside the same fiducial region at 8 TeV, which are presented in Fig. 10.1,
along with the predictions from various theoretical models [108].

Table 10.1 — Summary of the quantities used in the calculation of cross-section, shown in
percentage.
TuTu TuThl TuTh3 TeTe TeThl TeTh3 TuTe

B 3.03+001 17.454+005 5.07+0.03 3.18+0.01 17.87+0.05 5.20+0.03 6.2140.02
€tot  D.7D+032 2.83+014 1.73+013 2.15+016 1.20+008 0.68+0.06 8.93+0.44

A 38.95+051 15.31+029 24.53+037 37.89+049 15.07+020 24.16+036 38.55+0.50
€rec 04.76+1.38 52.63+1.62 20.75+1.15 28.77+1.30 23.28+1.26 8.89+0.63 45.81+1.23
€sol 22.78+1.14 35.17+1.23 33.92+161 19.73+1.12 34.18+1.21 31.65+1.60 50.59+1.95
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Figure 10.1 — Summary of the measurements of Z— Il production cross-section inside the LHCb
fiducial region at 8 TeV. The dark inner error bar corresponds to the statistical uncertainty, whilst
the light outer error bar is the total uncertainty. The colored band corresponds to the combined
measurement of from Z — 77 of this analysis. The last 7 rows represent the NNLO predictions
with different parameterizations of the PDFs [108].

10.2 Cross-section Ratios at Different Centre-of-mass Ener-
gies
The ratio of the Z— 77 cross-sections at /s = 8 TeV and 7TeV using LHCD results is

SZE;eV
2277 = 1.333 £ 0.088
Z—TT

where the systematic uncertainty is conservatively assumed to be fully correlated as
the procedure between the two analyses are closely related, whereas the statistical and
luminosity uncertainties are assumed to be uncorrelated as the analyses use different
datasets. The results can be compared with the ratios from Z — ee, Z — pu analyses:

o U%EELYM

—ee _

Zoce = 12340049 , —Z2ME = 1950 £0.034
Z—ee Z—>

The ratio is found to be in a good agreement with the theoretical prediction from DYNNLO
[137] using MSTWO8 [116] as a PDF, yielding the ratio of 1.272 + 0.009.
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10.4. Tau Lepton Decay Branching Fraction

10.3 Lepton Universality

The lepton universality hypothesis in Z decays can be tested from the ratio of the leptonic
cross-sections:

8 TeV 8 TeV O'S TeV

Z=TT Z=TT Z—
20T 1.00240.057 , 22T — 101540059 , 27— 1,013+ 0.018
Z=r Z—ee Z—ee

where the uncertainties in beam energy and luminosity are assumed to be fully correlated
as the three analyses were performed at the same 2012 condition, whilst the statistical and
systematic uncertainties are assumed to be uncorrelated. This can be compared with the
lepton universality tests performed on 7 TeV data [138, 139, 107]:

ETeV ETeV O-EEGXN

=TT __ =TT __ _

o =0939£0062 , ZEF =0939£0065 . it =1.000+0.034
Z— s Z—ee Z—ee

10.4 Tau Lepton Decay Branching Fraction

The four branching fractions of 7 lepton decay to electron, muon, one and three hadrons,
can be obtained by treating them as unknown parameters and fitted to the cross-section
measurements listed in Section 10.1. The Z— up cross section is used as reference, as it
has the smallest uncertainty. The minimized y? is,

7 channels i

2
2 _ 9%t — 9Zopp
X = E (

: 3 rr)

with 0%, , _+6(c,, ) the Z— 77 cross-section measurement with associated uncertainty.
The uncertainty contains only the relevant elements (statistical and systematic, excluding
the luminosity and beam energy uncertainties). The 4 unknown 7 lepton branching fractions
are fitted using MIGRAD, and the fit results with errors are given in Table 10.2. They are
found to be compatible with the values found in the PDG, also displayed.

Table 10.2 — The 7 lepton branching fractions obtained from the fit of the Z — 77 cross-section
measurements. The values from the PDG are given in the bottom row.

B %] Te Thi Th3 T

Fit 1731 +£0.91 51.93+£3.19 14.67+1.22 17.90£0.72
PDG 17.83+0.04 50.11+£0.09 14.57+0.07 17.4140.04
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81 // — 7 at LHCb

The search for model-independent CLFV decay, H — ut, of a CP-even Higgs-like scalar
with a mass ranging from 45 to 195 GeV/c? is presented in this Section. The production
cross-section to this decay mode is denoted as 0445y ,7. The theoretical motivation for
CLFV as a gateway for new physics, as well as recent searches and constraints are discussed
in Section 2.3. The performance of tau identification and reconstruction at LHCb has been
studied extensively with Z — 77 decay in Part II. A good performance on tau identification
and background rejection is expected, based on a precise tracking and vertex resolution of
the LHCb detector.

The analysis is separated into 4 channels depending on the final state of the 7 lepton decay:
(i) single muon (u7,), (ii) single electron (ure), (iii) single charged hadron (p751), and
(iv) three-prongs charged hadrons (u7p3). The selection of the H — u7 candidates will be
discussed in Chapter 12.

The main sources of background are Z — 77 decays, QCD processes with heavy flavour
production, electroweak boson production accompanied with jets. The estimation of these
backgrounds will be discussed in Chapter 13, and the determination of signal efficiencies in
Chapter 14 and associated uncertainties in Chapter 15. Finally, the statistical treatment of
signal likelihood and its upper limit will be discussed in Chapter 16, with results presented
in Chapter 17.

11.1 Data Samples

The dataset collected by LHCD at /s = 8 TeV is used, which is the same dataset used
in the Z — 77 analysis (Section 4.3), corresponding to a total integrated luminosity of
1976.2 + 22.9pb~!. The H — ur signal samples are generated by PYTHIA 8.175, using SM
Higgs produced via gg-fusion only'. The Higgs decay modes are modified to only produce
H — pr, with masses my from 45 to 195 GeV/c?, by step of 10 GeV/c?. The number of
events is 10° per sample. The simulated samples discussed in Section 4.3.2 are also used in
this analysis as background processes.

! Corresponding to PyTHIA flag HiggsSM: gg2H.
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The analysis described in this section is largely inspired by the Z — 77 analysis described
in Chapter 5. The summary of the selection requirements in the tabulated form is provided
in Section 12.4.

12.1 Acceptance

The “acceptance” is defined by the kinematic requirements (after final state radiation) on
the observables pr, 1 of the prompt muon and of the 7 lepton decay products, and on m,
the invariant mass of the pair. m is an approximation of the Higgs-like particle mass. All
the particles must be in the geometrical acceptance defined by the pseudorapidity range
2.0 < n < 4.5. Other acceptance criteria depend on the channel:

Channel ;7. Requiring one muon and one electron with pp > 5GeV/e, one of them with
pr > 20 GeV/c. The invariant mass of the pair must be greater than 20 GeV/ 2.

Channel pu7,;  Requiring one muon of pr > 20 GeV/¢, and a single charged hadron of pr
> 10 GeV/c. The invariant mass of the pair must be greater than 30 GeV/c?.

Channel u733 Requiring one muon of pr > 20 GeV/c, and three charged hadrons all
having pr > 1GeV/c with at least one of them having pr > 6 GeV/c. The total
transverse momentum from three charged hadrons must be above 12 GeV/c, and
the invariant mass within 0.7-1.5 GeV/c?. The invariant mass calculated from the
four-momenta sum of muon and the three charged hadrons must be greater than
30 GeV/c?.

Channel p7, Requiring one muon with pr > 20GeV/c, and a second muon of pr >
5GeV/c. The invariant mass of the pair must be greater than 20 GeV/c?.

These acceptance definitions are identical to their counterpart in Z — 77 analysis defined
in Section 5.2, mapping ute to 7,7, channel, umni to 7,7p1, uTh3 to T,TH3, and pT, to
T, Ty Distributions of the relevant kinematic variables obtained at the generator level are
available in appendix H.

12.2 Trigger and Reconstruction Requirements

The trigger and reconstruction requirements for H — pr candidates are identical to the
ones used in Z— 77 analysis, described in Sections 5.3 to 5.5.
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12.3 Offline Selection

The offline selection is applied to reconstructed ur candidates, with the selection optimiza-
tion based on the figure-of-merit (FOM) £ga1/(1 + v/Nobs) [140], where g is the efficiency
of signal selection (to be outlined below) from simulation, and Ngps is the number of
selected candidates in data.

Because of the wide range of myy, three different selection regimes are considered such that
each regime is optimized for particular range of my. The central selection regime is similar
to the one chosen for the Z — 77 analysis; as such, it is optimized for mg ~ mz. The
low-mass regime is optimized for 45 < mg <« myz, and high-mass regime is optimized for
my < myg < 195. Details about the criteria for the 3 regimes are given in the following
sections, and summarized in Section 12.4. In practice the analysis is carried out running the
selection corresponding to the three regimes in parallel (in the following, we will indicate
with the word “regime” the Higgs mass range and the corresponding selection criteria).
Only at the end the choice is placed on the result with the best FOM. For instance, we can
anticipate that for the pur. channel the high-mass regime will be preferred for mg above
100 GeV/c?, the central regime for the region 65-100 GeV/c?, and the low-mass regime
below 65GeV/c?. For illustration, the FOM values for the three regimes and the four
channels are given in Fig. 12.2 as a function of my, obtained at the end of the analysis
process with all the selection criteria applied. Distributions of some kinematic variables
from simulation are given in appendix I.

12.3.1 Transverse Momentum

The selection requires a prompt muon pr > 20GeV/c for the low-mass regime, pp >
30 GeV/c for the central regime, and pt > 40 GeV/c for the high-mass regime. Additionally,
pr > 20 GeV/c is also required for 7, 741, Th3 in the high-mass regime. This is not required
for 7, as Z — pp is the dominating background and this criterion does not improve the
FOM.

12.3.2 Combination Quality of 73

Using the definition in Section 5.6.1.1, a reconstructed 3-prongs vertex with x2/ndf < 9
is required. The distance in 7-¢ space, AR,,, between any pair of charged hadrons is
expected to be small for true 3-prongs candidates and becomes smaller as the pp sum of the
prongs increases. To ensure collimation, the selection requires ARpay/pr < 0.01 (GeV/c) ™t
(see Fig.12.1). This is not used for the low-mass regime because of the relatively low boost
of the 7,3 system.

12.3.3 Isolation

Using the definition of isolation variables in Section 5.6.1.2, the selection requires pr > 0.9
for muon and tau candidates for all channels and regimes. In addition, at low-mass regime,
the additional requirement Peone)T < 2 G€eV/e, is applied to muon and tau candidates, as
their pr can be low, making the pr requirement less effective to reject background.
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12.3.4 Decay Time and Corrected Mass of 7,3

Using the definition of decay time and corrected mass in Section 5.6.1.3, a minimum decay
time of 30fs and a corrected mass Mmeorr < 3 GeV/ ¢? are required in all regimes.

12.3.5 Impact Parameter

The decay H — ut is supposed to be prompt, hence the IP is expected to be small for the
muon, and relatively large for the 7 lepton decay products. The selection in all regimes
requires IP < 0.05 mm for the muon, IP > 0.01 mm for 7, 741, and IP > 0.05 mm for 7,
to suppress Z — up background.

12.3.6 Azimuthal Separation

The azimuthal separation, A¢ € [0, 7], is defined as the angle between the p and the T
candidate in the transverse plane. The selection requires A¢ > 2.7 for all channels across
all regimes.

12.3.7 Transverse Momentum Asymmetry

Using the definition of transverse momentum asymmetry defined in Section 5.6.2.3, the
selection requires A, > 0.3 in the u7, channel where the background is expected to
be largely dominated by Z — pu, and becomes Ay, > 0.4 in the high-mass regime. In
u7h1 channel, the background from electroweak processes can be suppressed requiring
A, < 0.5(0.4) in the central (low-mass) regime. The requirement A, < 0.6 is also
adopted for the low-mass u7. channel. The cut is looser because the pr of 7. is softer
than 7371. Lastly, channel ur. also requires the muon pr to be larger than the pr of 7,
to suppress the W/Z — (e) +jet background. This also allows a simplification of the
background estimation procedure described in the Chapter 13.
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Figure 12.2 — Figure-of-merit as a function of my for different channels and regimes.



12.4. Summary of Selections

12.4 Summary of Selections

Table 12.1 — Summary of the acceptance requirements, where 7, denotes the 7 decay channel.

Variables Unit UTe UTh1 UTh3 Ty,
pr(p) GeV/e > 20 > 20 > 20 > 20
pr(72) GeV/e >5 > 10 > 12 >5
n(w) - [2.0, 4.5] [2.0,4.5] [2.0,4.5] [2.0,4.5]
(7z) - [2.0, 4.5] [2.0,4.5] — [2.0, 4.5]
m(uty) GeV/c? > 20 > 30 > 30 > 20

Table 12.2 — Additional acceptance requirements for 7,3 in 7,3 channel, where h denotes one of
the charged hadrons used in the reconstruction of the 3-prongs.

Variables Unit Cut

min(pr(h)) GeV/ie >1
max(pr(h)) GeV/e >6

n () - 2.0, 4.5]
m(mh3) MeV/c? 700, 1500]

Table 12.3 — Tracking selections, applied identically to muons, charged hadrons, and electrons.

Variables Cut

Track type LONG
Track prob. x? > 0.01

Table 12.4 — Summary of the particle identification criteria.

Variables Unit Muons Charged hadrons Electrons
ISMUON - True - -
ISMUONLOOSE - - False False
InAccPrs - - - True
InAccEcal - - - True
InAccHcal - - True True
Epgrs MeV - - > 50
EgcaL/p - - - > 0.1
Encan/p - - > 0.05 < 0.05
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Table 12.5 — Offline selections for 73,3 in the p7y,3 channel, for the three analysis regimes.

Variables Unit Central, High-mass Low-mass
Vertex x?/ndf <9 <9
ARmax/DT (GeV/e)™t < 0.01 -

Meorr GeV/c? < 3.0 < 3.0
Decay time fs > 30 > 30

Table 12.6 — Selections in common to all analysis regimes

Variables

108

Unit  p7e KTh1 KTh3 KTy
Tpr (1) - >09 >09 >09 >09
Ly (T2) - >09 >09 >09 >09
TP (1) mm  [0,0.05] [0,0.05] [0,0.05] [0,0.05]
IP(7;) mm  >0.01 >001 - > 0.05
Agp rad > 2.7 > 2.9 > 2.9 > 2.7
pr(p)—pr(rz) GeV/e >0 - - -

Table 12.7 — Selections specific for each analysis regime.

Regime

Variables

Unit

HTe KTh1  KTh3  HTpu
Low-mass  Ip. (1) GeV/ie <2 <2 <2 <2
I (72) GeV/ie <2 <2 <2 <2
pr(p) GeV/e >20 >20 >20 >20
Aye - <06 <04 - > 0.3
Central pr(p) GeV/ie >30 >30 >30 >30
Apr - - <05 - > 0.3
High-mass pr(u) GeV/e >40 >40 >40 > 50
pr(72) GeV/e >20 >20 >20 -
Ay - - - - > 04




IB] Background Estimation

The estimation of the number of backgrounds for H — p7 candidates is discussed in
this section. The results are summarized in Table 13.5. The methods are similar to the
procedures described in Chapter 6.

13.1 Z— 717

The Z — 77 process becomes a background when one of the 7 leptons decays to a muon.
The number of expected background from this source is calculated from the expression:

-1
Ngsrr =L Opp—2Z ° Bzsrr+ Azsrr €rec,zsr7 " Esel,Z—77 " Pzrr (13'1)

The Z boson production cross-section in the LHCb Z — I fiducial region, oy, 7, is taken
from the results of Z— pu [108] and Z — ee [109] combined, in which the fiducial region
is defined as pr(¢) > 20GeV/c, 2.0 < n(f) < 4.5, and 60 < my < 120 GeV/c?. Bz, is
the branching fraction for Z decays to two tau leptons [123].

The acceptance factor, Az .-, is the number of final states di-tau candidates satisfying
the acceptance requirement of Section 12.1, divided by the number of di-tau candidates
inside the fiducial acceptance. It is calculated from simulation, using POWHEG-BOX at the
next-to-leading order with MSTWOSNL090c1 PDF, showered by PyTHIA 8.175.

The reconstruction efficiency, erec,z—++, is the product of the tracking, kinematic, particle
identification, global event cut, and trigger efficiencies. They are computed with the
procedures described in Chapter 7 from the simulated samples and corrected by comparison
with data where applicable.

The selection efficiency, €sel 77+, is determined from simulated samples of Z — 77 as the
fraction of reconstructed di-tau candidates that passes the 7 offline selections. The purity
factor, pz_,-, defines the fraction of selected di-tau candidates for a given channel which
originates from Z — 77 of the identical channel. pz ., is determined from simulation.

The summary of the numerical values of the terms of eq. 13.1 is given in Table 13.1.
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Table 13.1 — Di-tau branching fraction, acceptance, reconstruction efficiency, offline selection
efficiencies, and purity factor used in the computation of eq. 13.1, shown in percentage.

Regime Channel Bz rr Az srr Erec, Z—7T Esel, Z—T1T PZ—rr
Low-mass  ue 6.21+0.02 38.60+003 45.54+159 17.53+020 94.45+0.60
WTh1 17.45+0.05 15.44+001 52.84+1.85 25.56+020 97.79+0.25
WTh3 5.07+0.03 24.53+0.03 19.15+1.15 28.89+0.47 93.39+0.90
UTy 3.03+0.01 39.14+004 63.68+1.91  9.82+0.18 98.97+0.40
Central UTe 6.21+0.02 38.60+003 46.36+162 9.10+0.15 92.59+0.98
UTh1 17.45+0.05 15.44+0.01 52.70+1.84 10.84+0.14 97.8240.39
UThS 5.07+0.03 24.53+0.03 19.30+1.16 12.93+0.35 92.744+1.43
HT 3.03+0.01 39.14+004 6540+1.96 4.99+0.13 98.83+0.64
High-mass pure 6.21+0.02 38.60+0.03 53.16+1.86 0.52+0.04 87.92+7.31
WTh1 17.45+0.05 15.44+0.01 52.75+1.85  0.69+004 97.82+1.35
UThS 5.07+0.03 24.53+0.03 19.43+117 1.84+0.14 91.614+4.49
WTy 3.03+0.01 39.14+004 63.99+1.92 0.14+002 92.89+7.11

13.2 Drell-Yan Process

The Drell-Yan process, Z — (I, contributes to the background in a way which depends on
the analysis channel. This Section considers only the fake candidates originated directly
from the Z — [l decay. The contribution from Z+jet is treated in Section 13.3.

13.2.1 Channel u7,

The Z — pp background contribution is determined from data via double-prompt selection,
where the impact parameter threshold of a displaced muon is changed to match a prompt
muon, keeping other cuts unchanged. It is calculated from:

\rdata
N double-prompt

vMC
N, double-prompt

MC
Nyefaurt = Ndefault

where NMC denotes number of candidates from Z — pp simulated sample, N9t the
number of candidates in data, subscripts “default” /“double-prompt” denote the selection
used, and a hat above a variable indicates that the number of candidates is counted
inside the Z mass peak window 80-100 GeV/c?. The number of signal in Ngg&%le_pmmpt is
consequently negligible. The results are shown in Table 13.2, compared to the alternative
method where a simulated sample of Z — pp is used and scaled to data inside the Z
mass peak window using default selection. The latter method assumes other processes
including signal in the normalization window negligible. The results from both methods
are compatible with each other. The quoted uncertainty is statistical.

Table 13.2 — Numbers of estimated Z — pu backgrounds.

Methods Low-mass Central High-mass

Via double-prompt control region 155.3+ 5.0 126.7+ 4.5 33.7+23
Direct in signal selection 155.0+22.1 133.1+16.9 30.2+6.6
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13.2.2 Channel ut,;, ut.

The Z — Il background can arise as a fake candidate when one of the lepton is misiden-
tified as a charged hadron. The estimation of this background follows the procedures of
Section 6.1.2. The results are summarized in Table 13.3.

Table 13.3 — Statistics of Z — [l background estimation in p7p1, pre channel. The “Mean
mis-id” gives the lepton misidentification averaged over the pr range of the selected di-lepton. The
uncertainties from the same background source are correlated.

Regime Channel Background Mean mis-id x10*  Selected fake Expected Z — I

Low-mass  pump1 Z— pp 0.63+0.28 63367 4.02+1.75
UTe Z = pup 0.47+0.22 42982 2.04+0.94
UTe Z — ee 4.89+1.06 12687 6.17+1.35
Central ITh1 Z— up 0.60+0.25 70980 4.25+1.79
UTe Z— pp 0.30+0.18 48317 1.43+0.89
UTe Z — ee 4.55+1.03 14612 6.61 +1.50
High-mass p7p Z — [l 0.51+0.23 49142 2.51+1.13
UTe Z — [l 0.24+0.18 37815 0.89+0.70
UTe Z — ee 4.28+1.01 8853 3.76 +£0.89

13.3 QCD and Vj Processes

The backgrounds from QCD events, Nqcp, and from the decay of a single electroweak
boson in association with a jet (W+jet, Z+jet), Ny;, are obtained from a data-driven
method. The procedure follows Section 6.2, using p and 7 candidates with the same electric
charge. The same-sign candidates in the data are assumed to be mainly from QCD and Vj
processes, ignoring contribution from Z — 77. The distribution of Apt = pr(u) — pr(72)
is used in the fit to separate contributions from both processes. When NS is too small
(< 10), which is found in the high-mass regime, the entire contribution is given to Vj as
this process is more likely to pass the high-pr muon selection than the QCD process. The
results for all channels and regimes are shown in Fig. 13.1 and Table 13.4.

Table 13.4 — Results of the fit of the Apt variable for same-sign p7r candidates.

Regime Channel NS5  Fit x2/ndf N(%%D N\S/]S rQCD TV
Low-mass  ue 78 0.435 67.1+103 109+ 74 1.01+0.03 1.33+0.27
UTh1 509 1.025 462.3+ 38 46.7+182 1.00+0.01 3.07+0.37
UTh3 115 0.320 93.8+109 21.2+ 73 0.99+002 1.89+0.36
WTy 25 0672 177+ 49 7.3+ 39 1.10+006 1.46+013
Central U Te 64 0.243 1144160 52.6+174 0.87+006 0.92+0.12
UTh1 219 0.932 141.3+141 77.7+ 32 0.984+0.02 3.1340.30
UThS 47 0.335 30.5+ 91 16.5+ 87 0.98+0.04 1.87+0.41
HTy 11 1.251 5.6+ 32 544+ 32 1.094013 1.4540.13
High-mass ue 3 — — 3.0+ 1.7 0.81+026 1.17+0.56
UTh1 54 1.117 157+ 62 383+ 48 1.00+0.06 3.73+0.49
WThS 19 1.170 120+ 61 7.0+ 58 0.81+0.09 2.66+0.88
Wy 4 — — 4.0+ 20 0.67+025 1.95+025
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13.5. Summary

13.4 t, WW, WZ, Z— bb

The contributions to the background from tf, WW, W Z, Z — bb are expected to be very
small with respect to the other sources of backgrounds. As such, the estimations are
inferred from simulated samples. More details are available in appendix J.1.

13.5 Summary

The expected H — pt background contributions are given in Table 13.5. The corresponding
17 mass distributions are shown in Fig. 13.2, superposed to the distributions from data.
The complete set of distributions is available in appendix J.2. The distributions in the
equiprobable binning following the procedure indicated in [127] are shown in Fig. 13.3 and
the results of the x? test in Table 13.6.

For illustration, a comparisons with the Higgs-like boson signal distributions are also
shown in Fig. 13.4, with the number of signal events chosen to be equal to the statistical
uncertainty of the number of observed candidates.

Table 13.6 — Result of the x? test between the observed and expected y7 candidates using the
equiprobable binning technique.

Regime Variable pu7e prmh1 pmhg p1y

Low-mass ndf 18 27 14 16
x%/ndf 1.01 087 149 1.24

Central ndf 15 21 10 14
x%/ndf 073 1.31 053 0.94

High-mass ndf 5 12 6 6

x?/ndf 0.78 091 1.62 0.48
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Table 13.5 — Expected number of background candidates, and the number of observed candidates.

Regime Process UTe WTh1 WThS Ty
Low-mass Z— 77 371.1+26.0 681.7+471 135.1+11.7 137.4+ 95
Z — 1l 82+ 16 4.0+ 1.8 — 155.3+ 5.0
QCD 67.5+106 463.6+ 54 93.1+109 194+ 55
Vi 14.5+103 143.2+586  40.1+158  10.7+ 58
\AY 3.4+ 03 0.9+ 02 0.3+ 01 0.3+ 0.1
tt 1.7+ 01 1.3+ 01 0.7+ 01 1.3+ 0.2
Z — bb 0.2+ 0.2 0.2+ 0.2 0.1+ 01 0.2+ 0.2
Total background 466.6+28.0 1294.9+755 269.4+203 324.5+125
Observed 472.0+21.7 1284.0+358 240.0+155 344.0+18.5
Central Z—TT 200.0+14.3 288.1+20.2 61.3+ 5.5 T1.7+ 5.2
Z — 1l 80+ 1.7 4.3+ 18 — 126.7+ 4.5
QCD 10.0+140 13794140 29.9+ 9.0 6.1+ 36
Vi 48.3+172 24294253  30.8+17.6 79+ 47
\AY 3.4+ 03 1.5+ 02 0.3+ 0.1 0.3+ 0.1
tt 2.5+ 0.1 1.6+ 01 0.7+ 0.1 1.5+ 0.2
Z — bb 0.1+ 0.1 0.1+ 0.1 0.1+ 01 0.1+ 01
Total background 272.3+178 676.44+352 123.1+150 214.3+ 8.1
Observed 296.0+172  679.0+261 123.0+111 235.0+15.3
High-mass Z— 77 13.7+ 18 184+ 16 8.9+ 11 2.2+ 04
Z— 1l 4.7+ 1.1 25+ 11 — 33.7+ 2.3
QCD — 15.8+ 6.3 9.7+ 5.1 —
Vi 3.5+ 26 142.6+206.0 18.6+16.5 7.8+ 4.0
\AY 1.7+ 02 1.0+ 0.2 0.1+ 0.1 0.2+ 0.1
tt 1.2+ 01 0.9+ 01 04+ 01 0.8+ 0.1
Z — bb 0.1+ 0.1 0.1+ 0.1 0.1+ 01 0.1+ 01
Total background  24.9+ 34  181.2+267 37.8+136 44.7+ 46
Observed 27.0+ 5.2 184.0+136 37.0+ 61  39.0+ 6.2
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I¥:] Signal Efficiencies

The expected number of signal H — ur candidates is calculated from the following
expression:

Nsig =L- Ugg—)HﬁuT(mH) -Brx - €tot(mH) (14.1)

where L is the total integrated luminosity, 044, is the model-independent inclusive
Higgs-like boson production cross-section decaying to 7, which is a function of the boson
mass myr, Brx is the 7 lepton final state branching fraction, and eyo (mfr) is the detection
efficiency, which can be decomposed into

Etot (Mmu) = A(mp) - evec(mu) - Esel(mr) (14.2)

with A the acceptance factor (defined in Section 12.1), €. the reconstruction efficiency
(defined in Section 12.2), and ey the offline selection efficiency (defined in Section 12.3).
The computation of each term is discussed in this section. Additional details and plots can
be found in appendix K.

14.1 Acceptance, A

The acceptance factor is calculated from the generator-level simulated sample of H — ur
produced with POWHEG-BoOX 12092 [112, 113, 114]. Only the gg-fusion production mode
[141] is enabled. The generator uses MMHT2014n1068cl [142] as the proton PDF set via
LHAPDF 6.1.6 [117]. Of the order of 10° events are generated for each H mass value. The
parton shower is performed with PyTHIA 8.186 [118, 119]. Two acceptance factors are
computed, corresponding to a full solid angle normalization of the cross-section, and inside
the LHCb geometrical acceptance, defined as 2.0 <7, , < 4.5.

The A values are computed for each analysis channel. A is the number of events passing
the acceptance requirement listed in Section 12.1, divided by the number of events in the
geometrical acceptance (47 or LHCD). The results are shown in Fig. 14.1. The uncertainty
associated to the parton luminosity is computed from the sum in quadrature of differences in
A between each eigenmembers in the PDF set against the central member. The uncertainty
from scale variations (factorization scale (5 ), and normalization scale (ug)) are computed
by varying scales in the range [0.5u < p < 2u] with 0.5 < up/ugr < 2.
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Figure 14.1 — Acceptances for a Higgs-like boson signal as a function of my and the four analysis
channels; (a) 47 production, (b) production inside LHCb geometrical acceptance.

14.2 Reconstruction Efficiency, ¢ qc

The reconstruction efficiency is calculated using simulated signal samples following the
procedures outlined in Chapter 7, where efficiencies from simulation are corrected by
comparison to data when possible. The reconstruction efficiency depends on the kinematics
of the H — ut candidate as well as event properties such as the event track multiplicities.
The efficiency is averaged over the selected signal candidates directly (without using the
definition of equivalent efficiency, eq. 7.2), and is computed for each analysis channel and
selection regime. For illustration, the results for the central regime are shown in Fig. 14.2.
The difference with the other regimes is small.

r- r - r1r 1+~ 1 11 11"
1|- Regime: Low-mass ]
[ —HTe

T
0sf HTrg

" Figure 14.2 — Reconstruction efficiency of ur
candidates from low-mass selection regime as a
function of my.

0.6}

0.4f

Reconstruction efficiency

0_2:_ b ]

I T R (N NP N SRR S R
025 45 65 85 105 125 145 165 185 205
m, [GeV]
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14.3 Selection Efficiency, cge

The selection efficiency is calculated from simulation, as the fraction of reconstructed events
which also pass the offline selections, Section 12.3. The results are shown in Fig. 14.3, with

statistical uncertainties.
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Figure 14.3 — s of pr candidates as a function of mpy: (a) ute, (b) p7h1, (¢) p7rs, (d) pry.
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I Uncertainties

The list of uncertainties which affects the cross-section calculation (eq.14.1) are summarized
in Table 15.1. The level of correlation of the uncertainties across channels is summarized
in Table 15.2.

The uncertainty on the integrated luminosity is taken from [89]. The uncertainty on the
branching fractions are from the PDG [123]. The uncertainty on A is mainly from the
PDF uncertainty in the gluon-gluon production of the Higgs-like boson, with a minor
contribution from scales variation, as shown in Fig. 15.1. The uncertainties on &y, are
inferred from the simulation statistics and from the uncertainty associated with data-driven
method. The uncertainties of &4 are taken from statistical uncertainties of simulated
signal samples. The relative uncertainties on the number of expected background events,
computed from values of Table 13.5, are summarized in Table 15.3.

Table 15.1 — Systematic uncertainties on the parameters for the cross-section calculation, given
in percentages. When the uncertainty depends on more parameters (e.g., mgy, selection regime),
only the range is indicated.

(%] UTe KTh1 UTh3 KTy,
Luminosity 1.16 1.16 1.16 1.16
Brx 0.22 0.18 0.48 0.23
A 29-74 3.6-74 2875 3381

< PDF 2.6-7.1 3572 2673 3.0-7.9
<5 Scales  0.9-1.9 0.8-1.7 0.9-1.7 0.9-1.9
Erec 1.836 1554 3371 1533
Esel 2560 1.94.1 4.093 3885

Table 15.2 — Correlation across channels for each term in the cross-section computation.

Uncertainty Correlation level across channels

luminosity  fully correlated

Brx uncorrelated

A fully correlated
Erec cort(Erec)

Egel uncorrelated
Npkg uncorrelated
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A partial correlation is inferred for .. The correlation matrix (on average) is

1 0.75 0.62 0.66
0.75 1 073 0.74
0.62 0.73 1 0.54
0.66 0.74 0.54 1

COrT(Erec) =

Table 15.3 — Relative uncertainties on the number of expected backgrounds, shown in percentages.

Regime Process UTe  UThl  MTh3 Ty

Low-mass Z— 77 5.56 3.64 4.33 2.92
Z— 1l 0.35 0.14  0.00 6.83
QCD 2.28 0.42 4.06 1.70

V3 2.21 452 587 1.78
Other 0.08 0.02 0.06 0.09
Total 6.00 583 7.52 7.68

Central Z =TT 5.25 2.98 4.48 2.33
Z— 1l 0.64 0.26 0.00 7.68
QCD 513 2.06 7.33 1.61

Vi 6.32  3.75 1427 213
Other 0.13 0.04 013 0.12
Total 6.54 521 1219 8.26

High-mass Z— 771 7.30 091 2.95 1.04
Z =1 455 0.63 0.00 16.07
QCD 0.00 3.46 1335 0.00
Vi 10.61 14.32 4359 9.74
Other 1.01 012 037 044

Total 13.69 14.75 35.85 18.83

Table 15.4 — Correlation factors between QCD and Vj background uncertainties.

Regime UTe UTh1 UTh3 Wy
Low-mass —0.51 0.02 —-0.28 —-0.37

Central —-0.79 -0.01 -0.62 —-0.49
High-mass - —0.01 -0.69 -
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Figure 15.1 — Relative uncertainties of .4 from PDF uncertainty and scales variation (normaliza-
tion, factorization) for (a) 4w, and (b) LHCD acceptance.
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The best fit for signal production cross-section o4 H—,r and exclusion limit via CLg
method at 95% confidence level are obtained using RooStats framework, taken a large
inspiration from the statistical treatment in H — 77~ analysis [64]. A brief discussion on
hypothesis testing and test statistics is provided in Section 16.1. The extended likelihood
approach is used, defined with one parameter of interest, o445 ,r. The observables are the
invariant mass distributions of H — p7 candidates from signal and background processes.
The result for each my is shown for the selection regime with the best figure-of-merit
€sel/ (1 + /Nops) as discussed in Section 12.3.

The numbers of background candidates are normalized to the results of Table 13.5, with
efficiencies and luminosity taken from Chapter 14. The background processes for which we
expect zero candidates are excluded from the likelihood. The likelihood is simultaneously
fit across the 4 analysis channels. More details on the fit procedure are given in Section 16.2

Systematic uncertainties listed in Chapter 15 are included in the likelihood, where each
of them is treated as nuisance parameter with Gaussian distribution. The correlation
between uncertainties are expressed as a product of conditional probability distributions.
The treatment of uncertainties and their correlation are discussed in Sections 16.3 to 16.4.

Finally, the procedure for the determination of a cross-section upper limit via CLg method
and inverted hypothesis testing is described in Section 16.5. The validation of likelihood
model is presented in Section 16.6. Full detail of model validations can be found in
appendix L.

16.1 Test Statistics

The exclusion limit of oy4,p ., is performed using hypothesis testing between the
background-only hypothesis, Hy, and the signal-plus-background hypothesis, H;. The test
statistic, which is a function of chosen observables in the analysis, is used to build the
probability density function (PDF) for a given hypothesis H,,, denoted as f(q|u). The
fractional signal strength, u, varies between 0-1, and corresponds to background-only
hypothesis for ;. = 0, and signal-plus-background hypothesis for p =1

The test statistic ¢, = —2In A(p) is commonly chosen for the hypothesis test, where the
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Chapter 16. Signal Likelihood

profile likelihood ratio, A(u), is defined as:

L(p, 6(u)|x)

M = e

at the selected choice of likelihood model L (its explicit form discussed in the following
section). The likelihood L(u, 8|x) is defined as a function of signal strength p, considered as
the parameter of interest (POI), and @ the collection of nuisance parameters, whose values
are not known a priori and need to be obtained from the data, evaluated in correspondence
of the measured observables x. Here, [, 0 are their maximum-likelihood estimator (thus
the denominator of A(x) can be considered as the global maximum likelihood), and 8(y) is
the conditional maximum-likelihood estimator of @ at the specified p. The presence of 6

reflects the systematic uncertainties in the analysis and thus the loss of information in pu.

For the purpose of establishing the upper limit on p, the test statistic is proposed [143] to
be redefined as,

—2InA(p) A=>p
u = .
0 otherwise

The distribution of g, can be obtained from various approaches. One is the use of
Monte Carlo simulation to generate the pseudo-experiment data, Zsy, in order to build
the distribution of f(g|p). Whilst this approach robustly treats the uncertainties in a
frequentist way, it can be computationally demanding as large generated samples are
required. Alternatively, in the case where there is only one POI, the asymptotic formulae
[143] can be employed, where it shows that the distribution of ¢,, follows the noncentral
x? for one degree of freedom, when the Wald approximation [144] is assumed. The
use of an Asimov dataset allows the noncentrality parameter to be estimated. The
formulae are valid and reasonably accurate for a small sample, and its implementation in
RooStats.AsymptoticCalculator is used in this analysis.

16.2 Likelihood Model

The likelihood model, L(u,8|x), by construction should yield the value discriminating
between the two hypotheses. Consider the counting experiment where Ngp,s candidates are
observed given the expected candidates of Nexp, = Npkg + 1dVsig, composed of the expected
background candidates (from a single source) and the potential signal candidates at given
signal strength. The likelihood can be written as the Poisson PDF,

Nexp (M)Nobs e_Nexp
Nobs!

L(p|Nobs) = Pois(Nobs| Nexp (1)) = (16.1)

Instead of the single number of observed events, Nys, additional per-event information
can be used to further discriminate between the signal and background candidates. In
particular for this analysis, the distribution of the invariant mass of the H — u7 candidates
is used, denoted as fx(m) for the process k. Given the measurement of the observed
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16.2. Likelihood Model

candidate invariant mass, m, the extended likelihood can be written as,

m;eEm

L(plm) = Pois(Nobs|Nexp (1)) [T (Nokgfokg + 1 Nsig frig) (i) (16.2)
i=0
where fikg, fsig are the invariant mass distribution for the background and signal process
respectively. The product is applied over all observed candidates. The distribution of
fr(m) is taken empirically from its respective simulated sample and made into a PDF by
kernel density estimation (RooFit.RooKeysPdf).

The model can be generalized from single background source to multiple sources:

m;Em /processes

L(p|m) = Pois(Nobs|Nexp(1)) ] ( > Nikgrfokgk + /JNsigfsig> (mi)
i=0 k

where the summation loops over each background, k, with expected candidates Npygr > 0

and invariant mass distribution fykg . The number of expected candidates becomes

processes

Nexp(/i) = Z kag,k + MNsig
k

As the POI of this analysis is 04g g r, the instances of Nz can be substituted with an
expression similar to eq. 14.1:

X X
Nsig — stg = ﬁgggﬁHﬁuTBTﬁXg

where L is the integrated luminosity, B, x is the branching fraction of 7 lepton to one
of the 4 channels of 7 lepton decay performed in this analysis (7¢, Ty, Thi, Th3), and X is
the total efficiency (acceptance, reconstruction, selection) to yield signal candidates of this
channel. The superscript X denotes the channel. The channel-dependent likelihood can
now be expressed as:

miEmX
L™ (ulm) = Pois(Ngp | Nexp (1)) [T F¥ (i)
=0 (16.3)

processes
FX(m) = ( Z Nﬁ)lig,kflgig,k + M(;CO'ggaH%uTBT%XEX)fSng> (m)
k

which allows the simultaneous fit of all analysis channels. The likelihood model operates
on each selection regime separately.
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16.3 Uncertainties

The uncertainties are introduced into the statistic test by the mean of nuisance parameters
6. Consider a term in eq. 16.3 having associated systematic uncertainty, v 4+ d,: its
corresponding nuisance parameter, v’, is substituted into the likelihood expression in place
of v, and the likelihood is multiplied by a normally-distributed constraint term, i.e.,

L(uglm) —  L(u,0/m) N(v;v',62) , v €86

where the parameter v/, acts as an unknown true mean of N, is left floating for the fitting

1. Tt can be seen that in the case where all other parameters are fixed, the

procedure
likelihood expression is maximized for v = v (having the normal distribution constraint
term equals unity), and as v’ deviates from v, the likelihood decreases. The usage can
be generalized for multiple uncorrelated uncertainties by repeating the procedure above,

adding the constraint term to the likelihood product.

In the concrete implementation inside RooStats framework, the class ModelConfig is used
for binding likelihood models and its parameters. The collection of v are floating nuisance
parameters, v are the global observables fixed constant, and 6, are the constraint parameters
also fixed constant.

16.4 Correlated Uncertainties

For correlated uncertainties, they can be considered as nuisance parameters in a multivariate
normal distribution. The above procedure can be applied by redefining the constraint term
to be a product of an appropriate conditional distribution.

In general, given an N-dimensional array of random variable x, with its mean p and
covariance matrix o, such that it is partitioned as:

x My o gx1
xr = = with sizes
(332) H <H2> ((N —q) x 1)

o= (UH 012> with sizes ( x4 g% (N —q) )

g1 02 (N—=q)xq (N—q)x(N~-q)

The distribution of x5 conditional on @y = &; can be expressed as a multivariate normal
distribution of transformed mean and variance, N'(fiy, 32), where

fio =ty +C(& —py) , Ga=09—Cop , C=ay0q

where C; is known as the matrix of regression coefficients. It’s worth noting that while the
new mean iy is shifted as a function of conditioned variables, the new variance & is not
affected, but only depends on the choice of conditioning order.

'This choice of “inverted” arguments (floating mean, and fixed observed value and variance) is conven-
tionally used by physicists, not necessary statisticians. The shorthand notation N(v;v’,62) = N (v,§2) will
be used throughout this section.
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16.4. Correlated Uncertainties

In this analysis, the following systems of correlated uncertainties are treated:

e crec between channels: 4 correlated variables.
e Numbers of QCD and Vj backgrounds: 2 correlated variables.
e Acceptance, luminosity, and Higgs cross-section: 4 fully correlated variables

The treatment for specific system will be discussed in this section, where the explicit form
is derived such that it can be easily parsed into the RooStats framework.

16.4.1 System of 4 Correlated Variables

In a system of 4 correlated nuisance parameters (v{, vh, v5,v}), €.g., in correlated eye, their
means and a covariance matrix are given as:

U1 011 012 013 014

. _ | 921 022 023 024
r= ) o =

U3 031 032 033 034

V4 041 042 043 044

The multivariate normal distribution can be written as:
F(Ullvvévvévvil) = Fl(vi) FQ(UIQ‘UII) F3(Ui/’>|vllvvl2) F4(U51|'U17U§7'Ué)

where each F; retains the normal distribution shape but with the mean and variance
modified, F; ~ N (;,6?) as a function of conditional variables as well as p and o. The
explicit form of v, 512 can be written for each Fj:

vg = vg + Co (U’l—’vl)

/
_ Ul_vl
v3 = v3 + C'3 ;
UQ_UQ

<2

07 =on

<2

(52 = 0922 — 020'12

) g13
53 = 033 — Cg
023

—1
CQ = 0210'11

on
Cs = (031 0'32)
021

012
022

g

/
v] — U1 » 714 011 012 013
Uy=vs+Cy|vh—vy| O1=0au—Culou| Cy= (041 042 043) O21 022 023
/
VU3 — U3 034 031 032 033

16.4.2 System of 2 Correlated Variables

In case of 2 correlated variables, e.g. the correlation between numbers of QCD and Vj
backgrounds, the expression for conditional PDF is greatly simplified. The bivariate normal
distribution of two nuisance parameters (v}, v}) can be written as:

F(vi,vy) = Fi(v}) Fa(vh|v))
with means and a covariance matrix:
w= U1 o — 5% p5152
(%) ’ p(5152 5%

129



Chapter 16. Signal Likelihood

Their explicit forms are:

1)
Fi~N@w,o6d) , FB~N (”02 + Pi(v{ —v1),(1— p2)5§>

An example of constraint term based on this system is shown in Fig. 16.1.

> s
=z z

40 60 80 100 ‘ 40 60 80 100

(a) Noco (b) Noco
Figure 16.1 — Bivariate normal distribution as constraint term of Nqcp, Nv; backgrounds in
the extended likelihood model. The result is taken from u7. channel at nominal regime, with the
correlation coefficient between their uncertainties of (a) —0.5 as found in the analysis, (b) 0., i.e.,
uncorrelated, for comparison.

16.4.3 System of Fully Correlated Variables

In a system of fully correlated uncertainties, the easiest approach is to factorize the nuisance
parameter and its constraint term to be based on the same instance across models (e.g.,
luminosity uncertainty). However, when factorization is not applicable (e.g., acceptance),
it is computationally stable to express the variables as a linear transformation of a standard
normal distribution, thus having only one nuisance parameter in a model. For example,
given A across 4 channels of

.Am-e =1 + (51 5 Al“'hl = V2 + (52 5 Alﬂ'h:& = V3 + (53 5 .Am-“ = V4 + 54

Defining a nuisance parameter obeying a standard normal distribution, v' ~ A/(0,1), the
acceptance factor in each model is expressed as a function of the nuisance parameter
.A; =v; + 6.

16.5 Upper Limit

With the likelihood model well defined, the upper limit can be computed given the
experimentally observed value of test statistic, ¢ons. The confidence limit of the background
only hypothesis, CLy, is defined as CLy, =1 — [ qooobs f(q|0)dg, whereas for the signal plus
background hypothesis it’s defined as CLgyn, = [P f(q|1)dg. The exclusion of signal
plus background hypothesis can be defined as when 1 — CLgyp, > 95%. However, in
order to account for the possible downward fluctuation of the background which leads
to erroneous exclusion limit, the CLs method [145] is preferred in this analysis where
CLs = 1 — CLgyp/CLy, and the exclusion is defined as when 1 — CLg > 95%. This
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computation uses the RooStats.HypoTestInverter class to “scan” for the upper limit of
given POI until the exclusion requirement is satisfied. The example of the CLg scan is
shown in Fig. 16.2. Prior to the scan, the best fit result of given POI is also computed.

A simple upper limit is also computed outside the statistical framework, in order to provide
a baseline for validation. Consider the number of “best-fit” numbers of signal candidates
and its systematic and statistical uncertainties, computed from the excess in the observed
candidates:

best syst stat __ syst
NSE™ = Nujg + 0300 4 0328 = (Nobs — Niskg) £ 35y, + v/ Nobs

where the systematic uncertainties is taken entirely from Npiz. The value of 0B can be
computed with its uncertainties propagated and grouped in a similar fashion:

O_Bbest — B+ 5syst + 5(57%1‘5

The baseline 95% confidence-level upper limit is then approximated by:

Buhm ~oB+ 2(5syst o 5St’dt) (164)

Feldman-Cousins Interval |

o
E}
S —$— Observed CLs

= @ Observed CLs+b
—4— Observed CLb

----- Expected CLs - Median

I sxpected s £ 10 Figure 16.2 — Example of hypothesis test with
SRS CLs method for 95% confidence level upper limit
determination (shown here my = 125 GeV/c?
at central regime, using simultaneous fit based
on eq. 16.3).

it

cscbr

16.6 Validation

Because of the complexity of the likelihood, several validations are made in order to check
the validity of the procedure. Additional information is given in appendix L.

To assess the impact of simultaneous fit over all channels in contrast to independent fits,
the expected upper limit of 44, ;- is computed for each analysis channel independently,
and compared with the simultaneous fit. The results are shown in Fig. 16.3a. With each
channel being statistically independent, the simultaneous fit yields the largest exclusion
power, as expected.

The impact of uncertainties on the upper limit is shown in Fig. 16.3b. As expected, the
upper limits degrade when the uncertainties are included in the calculation as nuisance
parameters.

The uncertainty associated to the mass shape PDF used in the extended likelihood is
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assessed by using different methods to represent such PDF: (i) continuous distribution
(RooKeysPdf), (ii) histogram (RooHistPdf) with fixed bin-width, (iii) histogram with
statistical-dependent bin-width. The expected upper limits are shown in Fig. 16.3c, and
found to be consistent with each other. Thus, the shape uncertainty is handled by choosing
the method with weakest limits overall, which is method (i).

The pull values for the nuisance parameters after the fit are shown in Fig. 16.4, where the
pull is defined as (v' — v)/d,, with v £ &, the nominal value and its uncertainty determined

prior to the fit, and v’ is the corresponding nuisance parameter.
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Figure 16.4 — Pulls of the nuisance parameters from the likelihood simultaneously fit over
channels, for my = 125 GeV/c?.
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Id Results

17.1 Signal upper limit

The extended maximum likelihood is performed simultaneously across all analysis channels
to obtain the best fit of Ny (eq.16.3). The results are summarized in Fig. 17.2 for each
tau decay channel and for each my value. The corresponding invariant mass distributions
for the H — p7 candidates after the fit are shown in Fig. 17.1.

The same procedure is applied to the calculation of ogg.p 7. The results are shown in
Fig. 17.3, and Fig. 17.4, corresponding to 95% CL upper limits. The results are quoted
for the 47 acceptance as well as for the LHCb geometrical acceptance. No statistically
significant excess is observed.

The best fit for the branching fraction, B, as well as the upper limit can be computed
for a given theoretical model of Higgs production. The results shown in Fig. 17.5 are
obtained in the MSSM context, following cross-sections provided by the “LHC Higgs

»l

Cross Section Working Group”", with uncertainties (PDF, scale, ) fully correlated across

channels.

Alternatively, for the SM Higgs of mpy = 125 GeV/c?, the same computation gives the best
fit B(H — pt) = —1.6871532%, and an observed upper limit B(H — u1) < 25.7%. The
result from SM Higgs can be interpreted in terms of the LFV Yukawa couplings [30] on pr
using the following expression:

I'(H— pr)
T(H— pr) + Tsu

M
B(H— pt) = , TH—pr) = §(|Ym|2 + |Yw|2)

Assuming T'syp = 4.1 MeV/c?, this gives an upper limit? of /|V,-|2 + [Y7,]? < 1.69 x 1072
Supplementary results are available in appendix M.

! https://twiki.cern.ch/twiki/bin/view/LHCPhysics/CERN YellowReportPageBSMAt8 TeV
2 In contrast, the world best limit as of 2017 October is /|Vyr|2 + |Yru|2 < 1.43 x 1072 [52].
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17.1. Signal upper limit
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Figure 17.2 — Best fit number of signal candidates at different myy.
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Figure 17.3 — Best fit of 044, 5, With all analysis channels simultaneously fit, and with selection
regimes of best FOM, from inclusive production.
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Figure 17.4 — 95% CLs upper limits of o445, with all analysis channels simultaneously

fit: (a) inclusive H — p7 production, (b) H — ur production with lepton daughters inside LHCb
geometrical acceptance.
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17.2 Future prospect

The estimation for H — p7 signal yield at /s = 13TeV during Run-II (2015-2018) is
presented in this Section, which is calculated using the following expression:

Nsig = L Ogg—~H BH‘)MT B x €geo EPT Erec Esel

The expected signal yields, Ng;g, are summarized in Table 17.2. The meaning and estimation
for each terms are the following:

L, integrated luminosity, assuming the expected integrated luminosity of 5fb~! col-
lected throughout Run-II.

o0g¢9-H, BSM Higgs production cross-section at 13 TeV via gluon-gluon fusion, taken
from the LHCHXWG [146]. The cross-sections are computed at N3LO QCD [147],
using PDF4LHC15_nnlo_100 PDF set [148]. The uncertainty includes QCD scales,
PDF, and theory.

B -, branching fraction of H — pu7, assuming 0.25% from the world upper limit
[52].

B, x, branching fraction of tau lepton, taken from the PDG [123].

€geos geOmetrical acceptance, requiring prompt muon and tau lepton decay product to
be inside the LHCb geometrical acceptance, 2.0 < n < 4.5. The values are computed
from the simulated samples using PYTHIA 8, and shown in Fig. 17.6.

epr, kinematic cut efficiency, requiring prompt muon and tau lepton decay product
to satisfy the minimum transverse momentum thresholds identical to the definition
in Section 12.1. The values are computed from the simulated samples using PYTHIA
8, and shown in Fig. 17.7a.

€recs reconstruction efficiency. The reconstruction requirements are expected to differ
between Run-I and Run-II. It is assumed that the performance remains similar to
Section 14.2. For simplicity, the values are assumed independent from mp, as shown
in Table 17.1.

€sel, signal selection efficiency. It is assumed that the performance remains similar to
Section 14.3, with values assumed to be independent from my, as shown in Table 17.1.

Additionally, the efficiency epq can be improved in the future analysis by lowering the
thresholds to better suit the Run-II triggers. Considering the high-pr muon trigger
(H1t2EWSingleMuonVHighPt), the pr threshold on prompt muon is placed at 12.5 GeV/e.
With pr threshold on other charged particles placed at 1 GeV/e, the improved expected
signal yields are shown in Table 17.3. The future analysis is expected to improve the
background rejection by employing a more sophisticated selection, such as using a multi-
variate technique. The results from Table 17.3 shows that there is a prospect to further
constrain the limit especially in the region where mg < my, despite the reduced geometrical
acceptance at LHCD.
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Table 17.2 — Estimated Run-II signal yield using current selection.

mpg [GeV/c?|  ute wmm wrhs pr,  Total
25 1.62 1.62 0.34 0.97 4.56
45 2.76  3.00 0.67 1.56 7.98
85 1.39 229 049 0.70 4.87
125 0.55 1.05 0.20 0.27 2.06
200 0.13 0.28 0.056 0.06 0.52

Table 17.3 — Estimated Run-II signal yield using improved kinematic selection.

mpy [GeV/c?] WTe  WTh1  pThs  p7, Total
25 10.17 2443 1.76 5.61 41.97
45 6.40 15.81 1.67 3.30 27.18
85 1.73 4.32 0.54 0.86 7.45
125 0.63 1.55 0.20 0.31 2.69
200 0.14 0.35 0.05 0.07 0.60
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Conclusion and Outlook

The search for H — pu7 decay has been presented in this thesis, where H is Higgs-like
boson, with mass in the range 45 to 195 GeV/c?. The theoretical introduction and the
experimental setup have been discussed in Part I. The capability of LHCb to detect the tau
lepton has been demonstrated with the reconstruction of the Z — 77 process, in Part II.

The measurement of the Z — 777~ production cross-section in LHCb at /s = 8 TeV
is performed, in the kinematical fiducial region defined by a di-tau of invariant mass
between 60 and 120 GeV/c?, with the tau lepton having a transverse momentum greater
than 20 GeV/¢, and a pseudorapidity between 2 and 4.5. The forward phasespace explored
by this analysis is complementary to the ones covered by the central detectors, ATLAS
and CMS.

The reconstruction of di-tau candidates is performed in the leptonic and hadronic decay
modes of the tau lepton, but requiring at least one tau decaying leptonically. The
reconstruction of high-pr tau leptons in the 3-prongs decay mode is performed for the
first time in LHCb, which is added to the set of tau lepton identification modes. This
additional decay mode, as well as the combined treatment of 7,7 and 7.7, final states in a
single channel, complements the analysis performed at 7 TeV.

The main sources of background are QCD processes and W and Z bosons produced in asso-
ciation with jets. They are estimated by a data-driven method. The measured production
cross-section, combined from all the measured decay channels, is of 95.20 + 5.36 pb, result-
ing in a precision of 5.6%, an improvement from 7.2% in the previous analysis. However,
the statistical uncertainty (2.2%) is no longer dominating; presently the most important
component is from selection efficiency (3.7%). An improvement of this measurement would
require the identification of control processes to calibrate the selection variables, as well as
the use of multivariate technique for background discrimination.

The result presented in this thesis is compatible with the previous measurement performed
by LHCb, with the World average (PDG), and with the NNLO SM prediction. The lepton
universality hypothesis is verified.
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In Part III, a direct search for model-independent Higgs-like bosons decaying via a lepton
flavour violating process H — u7 has been performed using the same experimental condition,
tau identification, and dataset as Z — 77 analysis. The tau lepton is reconstructed in both
leptonic and hadronic modes as a 1-prong or 3-prongs, covering 99% of its decay modes.
No statistically significant excess is observed over the range of the boson mass my 45-195
GeV/c?. An upper limit for the Higgs-like production cross-section times branching-ratio to
u is computed for each my value, ranging from about 23 pb for my = 45 GeV/c? to 4 pb at
195 GeV/c?. Assuming SM Higgs, the limit on branching fraction is at B(H — ut) < 25.7%,
corresponding to a Yukawa coupling of |/|Y,-|? + |Y7,|> < 1.69 x 1072. Whilst the upper
limit is weaker than results obtained from ATLAS and CMS, the result excludes the
H — pr production in the forward region, as well as covering low-mass region inaccessible
by aforementioned collaborations. Being a model-independent search, the result allows a
flexible reinterpretation by theoreticians to constrain future HCLFV models.

Like previously mentioned about the Z — 77 analysis, a possible improvement is the usage
of multivariate technique for discriminating signal and background candidates. Instead
of using 3 selection regimes, a multivariate technique can be trained and evaluated for
each mp individually, allowing a seamless transition. A dedicated search for H — ur
at low-mass (mpg < 40 GeV/c?) at LHCb would be another promising prospect, as it is
a region inaccessible by ATLAS and CMS. The search would be more difficult because
it could not rely on high-pt p and 7, and would require to change the trigger, in order
to maximize the kinematical acceptance. Another possible development is to include the
decay to pe and Te final states as well, enabling an inclusive coverage of CLFV couplings
in one analysis.

The Z— 77 and H — p7 analyses can be considered “foreign” at LHCb, where the main
programme focuses on the b-physics. Being less mainstream in the collaboration may seems
like a hindrance, but the potential is truly unique. Having less personpower invested in this
field deemed challenging, but that makes the QEE group compact, agile, and passionate
in what we do. Whilst the collected results are statistically limited, the foundation and
techniques for future analyses become increasingly firm and enticing, gradually decreases
the competition gap between collaborations. The New Physics may have already lay
dormant amidst the pile of collected data, awaiting, for the awakening...
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s\l Selection of 7/ — 77

A.1 Acceptance

The acceptance region of the di-tau candidate (shown as visible area outside grey mask) is
compared against the entire fiducial region of Z— 77, which is studied at the generator-
level. The sample is generated at next-to-leading order with POWHEG-BOX 12092 and
showered with PyTHIA 8.175.
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Figure A.1 — The acceptance region as a function of transverse momentum of 7; and 73 (sum of
momenta of 3 charged hadrons) (a) 7,7h3 (b) TeThs3.
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A.1. Acceptance

=
®

[y
o

=
»

m(t,s) [GeV/c?]

I
N

0.6

04

50

(a)

m(TT,s) [GeV/cF]

m(t,s) [GeV/c?]

=
o]

[y
o

=
»

I
N

[y

0.8
0.6

0.40 50

(b)

m(TT,s) [GeV/cF]
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Table A.1 — Signal retention from the mass window cut at the acceptance level (with all other

cuts on pr and 7 applied).

Channel Sample size with lower bound [%] with upper bound [%] with both bound [%]
TuTu 94090 99.8895 99.6185 99.5079
TuThl 164323 99.0847 100.0000 99.0847
TuTh3 75474 99.9762 100.0000 99.9762
TeTe 96048 99.8813 99.6346 99.5159
TeThl 164655 99.1139 100.0000 99.1139
TeTh3 76635 99.9622 100.0000 99.9622
TuTe 190707 99.8757 100.0000 99.8757
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A.2 Trigger-Stripping Specification

Table A.2 — Muon-alley specification for trigger—stripping.

Trigger/Stripping Prescale min pr(p) [GeV/e] Other cuts
LOMuon 1.0 1.76 SPD mult < 600
H1t1SingleMuonHighPT 1.0 4.8 LOMuon || LOMuonNoSPD

VELO hits > 0

VELO missing hits < 999
Track upgrade Tight
Track hits > 0

Track x?/ndf < 4

p > 3GeV
H1t2SingleMuonHighPT 1.0 10 —
Stripping20: Z02TauTau_MuX 1.0 15 TRPCHI2 > (0.001
[Z — = XT]ce pr(X) > 5GeV
myx > 20 GeV

Table A.3 — Electron-alley specification for trigger—stripping.

Trigger /Stripping Prescale min pr(e) [GeV/e] Other cuts

LOElectron 1.0 — SPD mult < 600
Et > 2720 MeV

Hlt1SingleElectronNoIP 1.0 10 LOElectron

VELO hits > 0

VELO missing hits < 999

Track upgrade Tight

Track hits > 0

Track x2/ndf < 3

p > 20GeV
H1t2SingleTFVHighPtElectron 1.0 15 Track x%/ndf < 20

Epgs > 50 MeV

Epcar/p > 0.1

Epcar/p < 0.05
Stripping20: Z02TauTau_EX 1.0 15 TRPCHI2 > (0.001

[Z— e XT]cc Epg(e) > 50 MeV
EECAL/p<€) > 0.1
EHCAL/p(e) < 0.05
pT(X) > 5GeV
mex > 20 GeV
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Table A.4 — StrippingZ02MuMuLine from StrippingZ02MuMu.py, used as control sample for egq
systematics.

Particle Selection

ut From StdAllLooseMuons
PT > 3%GeV

Z Decay descriptor: Z0 -> mu+ mu-
MM > 40%GeV

Table A.5 — StrippingMuIDCalib_JpsiFromBNoPIDNoMip from StrippingMuIDCalib.py, used
for low-pt muon tag-and-probe epip .

Particle Selection

ur From StdNoPIDsMuon
P > 3%GeV
PT > 800*MeV
TRCHI2DOF < 3
ISLONG
MIPCHI2DV (PRIMARY)>10
Jhp Decay descriptor: J/psi(18) -> mu+ mu-
ADAMASS('J/psi(18) ') < 200%MeV
VCHI2PDOF < 8
BPVVDCHI2 > 225
tag u=  ISMUON
P > 6%GeV
PT > 1.5%GeV
MIPCHI2DV (PRIMARY)>25

Table A.6 — StrippingWMuLine from StrippingWMu.py, used for high-pr muon tag-and-probe
€pID,u, and for muon misidentification study.

Particle Selection

ut From StdAllLooseMuons
PT > 20%GeV
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Table A.7 — StrippingJpsi2eeForElectronIDBu2JpsiKLine from StrippingElectronID.py,
used for low-pt electron tag-and-probe epip,e.

Particle

Selection

et

I

tag et

probe e*

K:I:

Bi

From StdNoPIDsElectrons
PPINFO(LHCb.ProtoParticle.InAccEcal,-1) > 0.5
PT > 500%MeV

TRCHI2DOF < 5
MINTREE('e+'==ABSID,BPVIPCHI2()) > 9
Decay descriptor: J/psi(1S) -> e+ e-
VFASPF(VCHI2) < 9

in_range (2200*MeV, MM, 4200%MeV)
BPVDLS > 5

PT > 1500%MeV

PIDe > 5.0

P > 6000*MeV

BPVIPCHI2() > 9.0

PT > 500%MeV

P > 3000*MeV

BPVIPCHI2() > 9.0

From StdTightKaons

TRCHI2DOF < 4

PT > 1.0%GeV

PIDK > O

BPVIPCHI2()>9

Decay descriptor: [B+ -> J/psi(1S) K+]cc
in_range(4.2%GeV, M, 6.0%GeV)
VCHI2PDOF < 9

Table A.8 — StrippingWeLine from StrippingWe.py, used for high-pr electron tag-and-probe

EPID, e and Etrig,e-

150

Particle

Selection

€

+

From StdA11NoPIDsElectrons
PPINFO(LHCb.ProtoParticle.CaloPrsE,0) > 50
PPINFO(LHCb.ProtoParticle.CaloEcalE,0) > P*0.1)
PPINFO(LHCb.ProtoParticle.CaloHcalE,99999) < Px0.05
PT > 20%GeV

HASTRACK

TRCUT (O<TrIDC('isTT')))




A.2. Trigger-Stripping Specification

Table A.9

- StrippingNoPIDDstarWithDO2RSKPiLine from

StrippingNoPIDDstarWithDO2RSKPi.py, used for charged hadron tag-and-probe epip p.

Particle

Selection

K:t

DO

D*i

From StdA11NoPIDsKaons
PT > 250.0

P > 2000.0

TRCHI2DOF < 5
MIPCHI2DV(PRIMARY) > 16
From StdAl11NoPIDsPions
PT > 250.0

P > 2000.0

TRCHI2DOF < 5
MIPCHI2DV(PRIMARY) > 16
Decay descriptor: [DO -> K- pi+]cc
PT > 1500.0

VCHI2PDOF < 13
BPVVDCHI2 > 49

BPVDIRA > 0.9999
BPVIPCHI2() < 30
ADMASS('DO') < 75.0

ADWM('DO', WM('pi-', 'K+')) > 25.0
ADWM('DO', WM('K-' , 'K+')) > 25.0
ADWM('DO', WM('pi-', 'pi+')) > 25.0

Decay descriptor: [D*(2010)+ -> DO pi+]cc
APT > 2200.0

ADAMASS('D*(2010)+') < 75)

AM - AM1 < 165%MeV

VCHI2PDOF < 13
M-MAXTREE('DO'==ABSID,M)<155.0
M-MAXTREE('DO'==ABSID,M)>130.0
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A.3 Kinematic Preselection
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Figure A.6 — The accessible region by kinematic preselection
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A.4. Assisted Candidate Selection

A.4 Assisted Candidate Selection

A.4.1 Variables Correlation Matrix

The correlation matrix of the variables are calculated for each di-tau channel, using the
TMVA package and simulated Z — 77 sample.
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Figure A.9 — Variable correlation matrix in offline selection of (a) 7,71, (b) 7,751 candidates.
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A.4.2 Variables Ranking

The list of available variables for di-tau candidate selection is processed with TMVA for
the separation ranking (method unspecific) with respect to the background process in each
channel. The signal is simulated Z — 77 sample, whereas the background process can be
same-sign di-tau candidates from data, or Z — pp, Z — ee, W+jet simulated samples.

SIG: [MC] Z -> tau tau -> mu mu SIG: [MC] Z -> tau tau -> e e
BKG: [Data] Same-sign BKG: [MC] Z -> e e

Variable : Separation Variable : Separation
Iso(#tau_{#mu2}) 6.619e-01 DOCA #chi~{2} : 3.563e-01
Iso(#tau_{#mui}) 5.624e-01 IP (#tau_{e2}) : 3.234e-01
p_{T} (#tau_{#mu2}) 2.260e-01 p_{T} (#tau_{el}) : 2.679e-01
A_{PT} : 2.081e-01 IP (#tau_{ell}) : 2.094e-01
DOCA #chi~{2} : 9.416e-02 p_{Tr(#tau_{e2}) : 1.939e-01
#Delta#phi : 9.284e-02 A_{PT} : 3.239e-02
IP (#tau_{#mu2}) 8.975e-02 Iso(#tau_{e2}) : 2.930e-02
IP (#tau_{#mul}) 8.601e-02 Iso(#tau_{ell}) 1 9.234e-03
p_{T}(#tau_{#mull}) : 7.971e-02 #Delta#tphi : 1.506e-03
SIG: [MC] Z -> tau tau -> mu mu SIG: [MC] Z -> tau tau -> e mu
BKG: [MC] Z -> mu mu BKG: [Data] Same-sign

Variable : Separation Variable : Separation
DOCA #chi~{2} : 3.763e-01 Iso(#tau_{el}) : 5.726e-01
IP (#tau_{#mu2}) : 3.529e-01 Iso(#tau_{#mu}) : 5.236e-01
IP (#tau_{#muil}) : 2.164e-01 A_{PT} : 2.177e-01
#Delta#phi : 8.255e-02 p_{T}(#tau_{e}) 1 2.135e-01
p_{T}(#tau_{#mu2}) : 5.581e-02 DOCA #chi~{2} : 9.116e-02
A_{PT} : 4.014e-02 #Delta#phi : 8.642e-02
p_{T} (#tau_{#mul}) : 3.160e-02 p_{T}(#tau_{#mu}) : 8.173e-02
Iso(#tau_{#mu2}) : 7.846e-03 IP (#tau_{el}) 1 7.129e-02
Iso(#tau_{#mui}) : 4.237e-03 IP (#tau_{#mu}) 5.271e-02
SIG: [MC] Z -> tau tau -> e e SIG: [MC] Z -> tau tau -> mu hi
BKG: [Data] Same-sign BKG: [Data] Same-sign

Variable : Separation Variable : Separation
Iso(#tau_{e2}) : 5.824e-01 Iso(#tau_{h1}) : 6.819e-01
Iso(#tau_{ell}) : 4.043e-01 Iso(#tau_{#mu}) : 6.175e-01
p_{T}(#tau_{e2}) : 2.601e-01 IP(#tau_{h1}) : 1.368e-01
A_{PT} 1 2.217e-01 p_{T}(#tau_{h1}) : 8.509e-02
DOCA #chi~{2} : 1.159e-01 DOCA #chi~{2} 1 6.417e-02
IP (#tau_{e2}) : 1.134e-01 IP (#tau_{#mu}) : 4.921e-02
IP (#tau_{ell}) : 7.787e-02 p_{T} (#tau_{#mu}) : 4.646e-02
#Delta#phi : 7.311e-02 A_{PT} 1 4.136e-02
p_{T}(#tau_{el}) : 4.913e-02 #Delta#phi : 1.735e-02
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SIG: [MC] Z -> tau tau -> mu hil SIG: [MC] Z -> tau tau -> mu h3

BKG: [MC] W(->mu) + jet BKG: [Data] Same-sign

Variable : Separation Variable : Separation

Iso(#tau_{h1}) 5.037e-01 Iso(#tau_{#mu}) : 6.739e-01

p_{T} (#tau_{#mul}) 3.752e-01 Iso(#tau_{h3}) : 6.696e-01

A_{PT} 3.209e-01 #Delta R_{max}/p_{T}(#tau_{h3}) : 3.461e-01

#Delta#phi : 2.585e-01 p_{T}(#tau_{h3}) : 3.337e-01

IP (#tau_{#mul}) : 2.516e-01 #Delta R_{max} (#tau_{h3}) 2.730e-01

DOCA #chi~{2} 2.474e-01 Decay time (#tau_{h3}) : 2.656e-01

IP (#tau_{h1}) 2.222e-01 m_{corr} (#tau_{h3}) : 2.311e-01

p_{T}(#tau_{h1}) 7.208e-02 Vertex #chi~{2}/dof (#tau_{h3}) : 1.253e-01

Iso(#tau_{#mu}) 2.763e-02 DOCA #chi~{2} : 8.202e-02

- - A_{PT} : 8.054e-02
p_{T} (#tau_{#mul}) 1 4.463e-02
#Delta R_{max}*p_{T}(#tau_{h3}) 1.925e-02

SIG: [MC] Z -> tau tau -> e hil #Delta#phi 1 1.059e-02

BKG: [Data] Same-sign

Variable : Separation
SIG: [MC] Z -> tau tau -> e h3

Iso(#tau_{h1}) : 6.385e-01 BKG: [Data] Same-sign

Iso(#tau_{el}) : 5.179e-01

IP(#tau_{h1}) 1 1.707e-01 Variable : Separation

p_{T}(#tau_{h1}) : 1.114e-01

DOCA #chi~{2} : 1.032e-01 Iso(#tau_{h3}) : 6.157e-01

A_{PT} : 7.336e-02 Iso(#tau_{e}) : 5.763e-01

IP (#tau_{el}) : 6.570e-02 p_{T}(#tau_{h33}) : 3.611e-01

p_{T}(#tau_{e}) : 4.033e-02 #Delta R_{max}/p_{T}(#tau_{h3}) : 3.601e-01

#Deltat#phi : 2.300e-02 #Delta R_{max}(#tau_{h3}) : 2.898e-01
Decay time (#tau_{h3}) 1 2.496e-01
m_{corr}(#tau_{h3}) : 1.979e-01
Vertex #chi~{2}/dof (#tau_{h3}) : 7.862e-02

SIG: [MC] Z -> tau tau -> e hil A_{PT} : 6.475e-02

BKG: [MC] W(->e) + jet DOCA #chi~{2} : 4.858e-02
p_{T} (#tau_{e}) : 3.250e-02

Variable : Separation #Delta R_{max}*p_{T}(#tau_{h3}) : 2.478e-02

- - #Delta#phi 1 2.296e-02

Iso(#tau_{h1}) : 5.410e-01

p_{T}(#tau_{e}) : 2.861e-01

A_{PT} : 2.508e-01

DOCA #chi~{2} 1 2.497e-01

#Delta#phi : 2.490e-01

IP (#tau_{el}) : 2.329e-01

IP (#tau_{h1}) 1 2.282e-01

p_{T}(#tau_{h1}) : 6.979e-02

Iso(#tau_{e}) : 1.605e-02
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A.4.3 Suggested Cut-based Selection

The tables below provide the cut-based selection suggested by TMVA for the selection of
di-tau candidates against different backgrounds. The considered backgrounds are

e Same-sign candidates
o L — up, Z— ee
o W(—= pv,) + jet, W(— eve) + jet

The signal and background candidates in each channel are required to pass the preselection,
as well as pr > 0.9, A¢ > 2.7 prior to the optimization, and a vertex y? > 20 for 7,3.
This provides a good starting point where the number of backgrounds are reduced by these
high-rank variables, and a reduction of the number of variables for the optimization.

The values of thresholds yielding the largest significance, S/v/S + B is obtained. The
number of expected signal, S, and background, B, is obtained from the simulated sample for
each process respectively, using the relation N = L 0 €gen €presel- In case of the same-sign
background, the number is already normalized.

A.4.3.1 Against Z— Il candidates (MC)

## simult_isodphi_zll_ee

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

( 372, 28994) 0.4250 4.2655 152.8629 1131.428 0.4109 0.03902
APT > 6.8360211267647589e-02

IP1 > 10 ** -4.6399129385732394e+00

IP2 > 10 ** -1.2780244925880315e+00

## simult_isodphi_zll_mumu

(  #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

APT > 1.0936455298611278e-01
IP1 > 10 ** -4.3144337307749199e+00
IP2 > 10 **x -1.3001493876349879e+00
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A.4. Assisted Candidate Selection

A.4.3.2 Against W(— pv,) + jet candidates (MC)

## simult_isodphi_EWKmu_mumu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

NBkg EffSig EffBkg

29.05657 861.7569 17.88889  0.9871

0.7778

APT < 7.2502802341830264e-01
IP1 > 10 ** -3.5443412942648349e+00
IP2 > 10 ** -3.1454161540373429e+00

## simult_isodphi_EWKmu_emu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig  EffBkg

R 88) 0.9950 32.8389 1144.063 69.66667 0.9897 0.7917

APT < 7.2217117046508394e-01
IP1 > 10 ** -3.9617222624510440e+00
IP2 > 10 ** -4.5753108020043554e+00

## simult_isodphi_EWKmu_hlmu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

NBkg EffSig EffBkg

0.9350 33.5301 1444.926 412.1133 0.9322 0.5007

APT < 4.6614505450218630e-01
IP1 > 10 **x -3.9666054592171780e+00

IP2 > 10 **x -3.4534922502484604e+00

## simult_isodphi_EWKmu_h3mu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

NBkg EffSig EffBkg
( 298, 607) 0.8050 14.7348 239.6289 24.84795  0.8041

0.04094

BPVLTIME > 10 ** -4.2305614771463809e+00 ns
APT < 3.8423459830820855e-01

BPVCORRM < 6.8551420716383100 GeV

DR/PT <

10 ** -2.0289323727727218e+00 GeV™-1
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A.4.3.3 Against W(— ev.) + jet candidates (MC)

## simult_isodphi_EWKe_ee

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

( 372, 54) 0.9250 18.5641 344.6259
APT < 6.0243040342372633e-01

IP1 > 10 **x -3.2661964516577076e+00
IP2 < 10 ** 1.5078199960067988e+00

## simult_isodphi_EWKe_emu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

NBkg

EffBkg

14

APT < 8.3813491542383622e-01
IP1 > 10 ** -3.8224147990620461e+00
IP2 > 10 ** -3.5859037105913734e+00

## simult_isodphi_EWKe_ehl

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

NBkg

Ef fBkg

( 674, 318) 0.9750 22.1831 654.859%4

216.6087

0.6812

APT < 5.1324978734905013e-01
IP1 > 10 **x -3.0377129174140722e+00
IP2 > 10 ** -3.6007375896638223e+00

## simult_isodphi_EWKe_eh3

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig

Ef fBkg

10 *x -4.7320814543784575e+00 ns
3.5063748202448525e-01
4.9143853775397938 GeV

10 *x -1.9312037762137901e+00 GeV™-1

BPVLTIME
APT
BPVCORRM
DR/PT
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A.4.3.4 Against same-sign candidates (data)

## simult_isodphi_ss_ee

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

14.1405 285.4656 122.08

0.7674 0.16
APT < 5.7914370671523152e-01

IP1 > 10 ** -2.7405750462305196e+00
IP2 > 10 ** -1.8899656928354722e+00

## simult_isodphi_ss_ehl

( #signal, #backgr.)

Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg
( 674, 2450) 0.6750

17.7147 450.3793 196  0.6682 0.08

APT < 5.5036137648043537e-01
IP1 > 10 **x -2.0363326793101724e+00
IP2 > 10 ** -1.7901504963988963e+00

## simult_isodphi_ss_emu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

208 0.905 0.5
APT < 8.4704262057793822e-01

IP1 > 10 **x -2.1752836485063605e+00

IP2 < 10 ** 6.2696457836681674e-01

0.9050 29.5404 1046.137

## simult_isodphi_ss_hlmu

( #signal, #backgr.)

Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

( 1550, 1811) 0.5450 29.0847 845.9193

APT < 3.8792737577067893e-01
IP1 > 10 **x -4.3240011986543641e+00
IP2 > 10 ** -1.6232090556894088e+00

## simult_isodphi_ss_mumu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B)

NSig NBkg EffSig EffBkg

0.9950 27.541 861.5185 117

APT > 2.0868180732041587e-04
IP1 > 10 ** -2.7980521481468532e+00
IP2 > 10 ** -3.8634912225844613e+00
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## simult_isodphi_ss_h3mu

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

( 298, 471) 0.8150 15.5789  242.701 0 0.8144 0
BPVLTIME 10 *x -4.3113518959556467e+00 ns

APT -3.5266384280254934e-03

BPVCORRM 8.8521342853887054 GeV

DR/PT 10 **x -2.1244006050998601e+00 GeV~™-1

## simult_isodphi_ss_eh3

( #signal, #backgr.) Optimal-cut S/sqrt(S+B) NSig NBkg EffSig EffBkg

BPVLTIME 10 *x -5.2657394692961761e+00 ns
APT 3.4313728239372127e-01

BPVCORRM 3.0111604147612998 GeV

DR/PT 10 *x -2.2110161773546668e+00 GeV™-1
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A.5 Tau Candidate Selection

A.5.1 Isolation
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Figure A.10 — TIsolation of the tau in each di-tau candidates after preselection. Comparison of
signal and backgrounds from simulation. (a,b) 7.7e, (¢,d) TeTh1, (&,f) TeThs.
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Figure A.10 — Isolation of tau in each di-tau candidates after preselection. Comparison of signal
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A.5. Tau Candidate Selection
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A.6. Di-tau Candidate Selection

A.6 Di-tau Candidate Selection

A.6.1 Azimuthal Separation
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Figure A.13 — Azimuthal separation, A,
of di-tau candidates after tau-level selection.
Comparison of signal and backgrounds from
simulation. (a) 7,7, (b) TeTe, (¢) TuTh1, (d)
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A.6.2 Transverse Momentum Asymmetry
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m Muon Misidentification

The probability of muon misidentification as a charged hadron is determined using a
data-driven method, cross-checked with the result found from the simulation. The tag-
and-probe method using Z — ppu decays is employed, where the tag is a muon passing the
track quality selection, identified as muon, and fires the muon trigger, and having pp >
20 GeV/c. The probe is a charged track passing the track quality selection, but with no
particle identification and trigger requirement imposed. The invariant mass of tag and
probe combined is between 70-110 GeV/c?, with the vertex x? < 5. The muon-misidentified-
as-hadron rate (u — h) is in principle defined as the number of probes passing charged
hadron identification over the total number of probes. However, because of the possible
background contribution to the tag-and-probe sample, an additional step of background
fitting is performed. The tag-and-probe sample is separated into 2 sets of selection, one
requiring the probe to pass the charged hadron identification criteria, and another without.
The samples are binned in 3 bins of probe’s pr at the interval between 20, 30, 40, 70 GeV/c.
The fitting using ROOFIT is performed over the distribution of mass of the candidates,
with the following definition:

f () = nprobe fprobe(T) + Nbkg fokg ()
Gaussian(z; z, o) (1)
Jprobe(x) = ¢ CrystalBall(z; Z, 0, a,n)  (2)
Voigtian(z; z, 0, 0gauss)  (3)

fokg = Exponential(z; c)

where the distribution of the probe, fprobe, is (1) Gaussian, in sample of the hadron-
identified probe, which exhibits a very low statistic of genuine Z — pu candidates, (2)
CrystalBall, in the sample of unidentified probe, where the long tail on the lower-mass
side of the distribution agrees with data, and (3) Voigtian (convoluted Breit-Wigner and
Gaussian) in the last pr bin of the sample of unidentified probe, where a high purity of
Z — pp is expected.

The fitted distributions are shown in Fig. B.1, with the results in Table B.1. The misidenti-
fication probability is thus computed per bin of probe’s pr as the number of background-
excluded hadron-identified probes over the total number of background-excluded probes.
The systematic uncertainty is combined in quadrature from the errors of npone yielded
the fitting, with the uncertainty from the division using Clopper-Pearson 68% confidence

interval.
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Appendix B. Muon Misidentification

Table B.1 — Muon misidentification tag-and-probe fitting results.

Interval Unprobed Probed Misid rate x10%
Nprobe Tbkg Nprobe TNbkg
[20,30]  12856+216 6695+201 3.46+1.75  3456.7+16.0 2.6911%

(30, 40] 63220 +344 67344249 2.34+132 2473.6+£239.2 0.371034
[40,70]  124213+452 317442914 2.68+054 2677.3+159 0.221032

fit_unprobed 1 [Probe PT (20, 30] GeV fit_ishad 1 [ Probe PT [20, 30] Gev
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Figure B.1 — Background-removal fit in muon misidentification tag-and-probe study, where each
row is different pr range. The probe muon at unprobed state is on the left column, and probed
state on the right column.
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Table C.1 — Numbers of expected opposite-sign di-lepton candidates in 7,7 channel, allowing the
estimation of dominating processes in faking Z — Il background in 7,741, TeTh1, T, Te channels.

Process 1D di-muon di-electron
Z— T 42100000 420.37113 (2715)  94.47%43 (610)
Z— pp 42112011 532477895 (31740)  0.077 (0)
Z— ee 42122011 0.0 (0) 21271872 (1519)
Z— bb 42150000 0.9793 (8) 0.015:3 (0)
Z(—pp) + jet 42112022 9422+§8§-§ (58105) ().()j_:;f, (0)
W= Tv;) + jet 42300010 0.0° ()) 0.075:2 (0)

W (= pvy) + jet 42311011 25 7+ ¢ (42) 0.0 (0)
W — ev, 42321000 0.0 ( )) 15.2738 (16)
W eve) + jet 42321010 {; Q) 13.87450 (1)
W (= pv,) + jet(— p...) 42311012 6 9+ 3 (249) 0.0705 (0)
ce— e... 49021004 05(0) 0.0709 (0)
= .. 49011004 16. 8+§ (34) 0.0703 (0)
bb— e... 49021005 0.0° )5 (0) 23.677%° (9)
bb— fi... 49011005 236.932_? (92) 0.055:¢ (0)

tt 41900010 14. 4*3-2 (4636) 0.0199 (0)
WW — 2. 41922002 1.0731 (214) 0.475:0 (100)
WW — L. 42021000 2.6733 (109) 11702 (46)
WZ— .. 42021001 1. 11“8} (193) 0.5707 (91)
Data 5242 2020
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Figure C.1 — Comparison of the di-lepton invariant mass distribution before and after the

reweighting to the misidentification probability. (a) u — h (b) e = h (¢) p = e (d) e = p.
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Table C.2 — Number of observed candidates in data and projection factor r for the calculation of
QCD background.

Channel OS SS TQCD

TuTu 1522 1167 1.304+0.051
TuThi 25162 24768 1.016 +0.009
TuTh3 2205 2139 1.031+0.031
TeTe 684 658 1.040+0.057
TeThl 11375 11394 0.998 +0.013
TeTh3 791 841 0.941+0.047
TuTe 4505 4253 1.059+0.023

Table C.3 — Detailed result from the fitting of same-sign candidates to different compositions via
ROOT.TFractionFitter class.

Channel src Amount Correlation matrix
mumu QCD 39.2251+/- 8.1054 | 1.0000 -0.5426 0.0607 |
EWK 10.3473+/- 6.1484 | -0.5426 1.0000 0.0045 |
Ztau 0.4277+/- 0.4178 | 0.0607 0.0045 1.0000 |
himu QCD 232.0730+/- 18.8591 | 1.0000 -0.5078 -0.0138 |
EWK 60.9270+/- 16.3939 | -0.5078 1.0000 0.0153 |
Ztau 0.0000+/- 0.8278 | -0.0138 0.0153 1.0000 |
h3mu QCD 21.1058+/- 7.0829 | 1.0000 -0.3823 0.5735 |
EWK 3.8941+/- 2.8508 | -0.3823 1.0000 -0.2248 |
Ztau 0.0000+/- 1.2259 | 0.5735 -0.2248 1.0000 |
ee QCD 36.7870+/- 7.9141 | 1.0000 -0.4191 0.0178 |
EWK 20.1890+/- 7.2010 | -0.4191 1.0000 0.0051 |
Ztau 1.0240+/- 0.8407 | 0.0178 0.0051 1.0000 |
ehi QCD 318.4637+/- 21.9221 | 1.0000 -0.4479 -0.0518 |
EWK 59.5910+/- 13.9446 | -0.4479 1.0000 0.0118 |
Ztau 1.9454+/- 1.3145 | -0.0518 0.0118 1.0000 |
eh3 QCD 19.2638+/- 5.2128 | 1.0000 -0.3860 -0.0185 |
EWK 8.7362+/- 4.2796 | -0.3860 1.0000 -0.0010 |
Ztau 0.0000+/- 0.6603 | -0.0185 -0.0010 1.0000 |
mue QCD 151.0642+/- 15.6013 1.0000 -0.3957 -0.2994 -0.0306

| |
EWKe 15.0847+/- 8 | 1.0000 0.1231 0.0072 |
EWKmu  19.8511+/- 7.9494 | -0.2994 0.1231 1.0000 -0.0055 |
Ztau 0.0000+/- 3 | 0.0072 -0.0055 1.0000 |
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Table C.7 — Number of selected candidates from simulation and projection factor r for the
calculation of Vj background.

Channels N, [§VS N %S NVC[),S W ry TV
TeTe 48.8+7.3 209.4+19.0 61.1+81 1.254+025 1.00+0.09 1.05+0.08
TeThl 695.6 £29.2 237.4+203 1037.5+373 1.49+0.08 1.38+0.16 1.46+0.07
TeTh3 62.1+8.2 14.8+5.2 84.8495 1.37+024 1.38+0.63 1.37+0.23
TuThl 42.0+55 129+16 115.5+95 2.75+043 1.11+0.19 2.37+0.30
TuTh3 108.1+9.2 28.9+25 125.3+100 1.16+0.13 1.06+0.13 1.14+0.11
TuTu 2.7+0.3 5.0+1.0 6.1+04 2.26+029 1.00+020 1.44+40.11
emu_ raw 21.4+49 24.6+6.5 55.4+78 2.60+070 2.084+067 2.3240.49
mue_raw 12.6+3.1 142417 19.3+3.8 1.53+048 1.524+023 1.53+0.26

Table C.8 — Same-sign candidates fit results at different Z — 77 fit constraints, where constraints
are the multipliers applied to the 2-0 upper limit on same-sign Z — 77 from simulation.

Channel Constraint ~ NS% N(%%D N‘S’,JS NSS, . N(gCS}D+Vj
TuTu x0 50 396+ 81 104+ 6.1 - 66.7+ 9.7
x1 50 39.24+ 81 10.3+ 6.1 0.4+ 04 66.1+ 9.7
x1.5 50 39.4+ 7.4 99+ 54 0.6+06 65.7+ 9.9
x2 50 39.6+ 7.4 95+ 51 09+0.7 65.44+ 9.8
TuThl x0 293 229.94+193 63.1+17.1 - 382.9+39.2
x1 293 232.1+189 60.9+16.4 0.0+08 379.9+383
x1.5 293 232.1+186 60.9+168 0.0+£1.2 379.9438.0
x2 293 229.9+18.8 63.1+17.0 0.0+1.6 382.9+39.0
TuTh3 x0 25 2114 47  39% 27 - 26.2+ 5.1
x1 25 21.1+ 7.1 3.9+ 29 0.0+12 26.2+ 6.8
x1.5 25 21.1+ 5.0 3.9+ 27 0.0+15 26.2+ 5.4
x2 25 21.1+ 5.1 3.9+ 27 0.0+14 262+ 55
TeTe x0 58 376+ 79 204+ 7.2 - 60.5+ 8.9
x1 58 36.8+ 7.9 202+ 72 1.0+08 59.4+ 8.9
x1.5 58 36.44+ 79 201+ 72 15415 58.9+ 8.9
x2 58 360+ 79 200+ 72 21+21 58.3+ 8.9
TeThl x0 380 331.7+21.0 48.3+14.5 - 401.94+22.8
x1 380 31854219 59.6+139 1.9+1.3 405.2+23.1
x1.5 380 325.6+21.5 51.4+134 29+06 400.4+228
x2 380 326.8+21.4 49.3+131 3.9+06 398.4422.7
TeTh3 x0 28 19.3+ 5.2 8.7+ 4.3 - 30.1+ 6.4
x1 28 19.3+ 5.2 8.7+ 43 0.0+07 30.1+ 64
x1.5 28 19.3+ 5.2 8.7+ 43 0.0+1.1 30.1+ 6.4
x2 28 19.3+ 5.2 87+ 43 00+15 30.1+ 6.4
TuTe (hard e) %0 186 151.1+15.6 151+ 8.3 - 195.0 +21.5
x1 186 151.1+156 15.14+ 83 0.0+3.5 195.0+215
x1.5 186 151.1+159 15.1+ 83 0.0+49 195.0+21.6
x2 186 150.6+151 21.3+ 87 0.0+6.7 209.0+£24.3
TuTe (hard p)  x0 186 151.1+15.6 19.9+ 8.0 - 190.3 +18.3
x1 186 151.1+156 1994+ 79 0.0£35 190.3+184
x1.5 186  151.1+159 19.9+ 7.9 0.0+4.9 190.3+18.6
x2 186 150.6+151 14.14+ 74 0.0+x67 181.0+17.1
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Appendix D. Combined Plots of Z — 77
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E.1 Binned Efficiencies

The efficiencies used in Chapter 7 are tabulated here, all shown in percentages.

Table E.1 — €rack, as a function of

muon 7

n

Etrack,u

2.00 -
2.25
2.50 -
2.75 -
3.00 —
3.25 —
3.50 —
3.75 —
4.00 —
4.25 —

2.25 85.20+0.68
2.50 90.4140.48
2.75 93.474+0.35
3.00 93.98+0.36
3.25  94.55+0.37
3.50 96.74+0.30
3.75  96.744+0.39
4.00 96.3540.46
4.25 94.2540.58
4.50 91.7340.89

Table E.2 — ctrack,e as a function of electron 1 and event
track multiplicity.

n \ nTracks 0 - 100 100 — 300 300 - 600
2.00 — 2.25 82.73+0.94 80.06+£0.90 75.61+£1.25
2.25 — 2.50 86.634+0.97 85.27+0.94 81.75+1.20
2.50 — 2.75 87.42+0.98 85.224094 81.60+1.21
2.75 - 3.00 88.58+0.99 86.23+£0.95 81.91+1.22
3.00 - 3.25 88.00£0.99 85.634+095 81.144+1.28
3.25 — 3.50 88.70+1.00 86.31+£0.96 80.47+1.36
3.50 - 3.75 87.21+1.00 84.61+096 78.894+1.56
3.75 — 4.00 83.944+1.02 81.84+0.97 73.89+1.89
4.00 — 4.25 82.86+1.08 80.68+1.02 75.17+£245
4.25 — 4.50 74.57+1.28 T71.294+1.16 64.66+3.36

Table E.3 — erack,h as a function of charged
hadron 7 and event track multiplicity, for 7,751

channel.

Table E.4 — crack,n as a function of charged
hadron 7 and event track multiplicity, for 7.7x1

channel.

1 \nTracks

0 - 100

100 — 300

300 — 600

n \nTracks

0-100 100 - 300 300 — 600

2.00 - 2.25
2.25 - 2.50
2.50 - 2.75
2.75 - 3.00
3.00 - 3.25
3.25 - 3.50
3.50 - 3.75
3.75 - 4.00
4.00 — 4.25
4.25 - 4.50

81.0241.30
84.09 +1.32
85.59 +£1.32
85.60 +£1.33
85.72+1.34
85.00+1.36
85.04 +1.40
82.98 £1.48
82.08 £1.70
74.13+2.30

77.31+£1.21
81.25+1.24
81.93+1.25
82.00+1.25
81.71+1.26
81.524+1.28
80.13+1.31
77.00£1.37
77.61 £1.56
64.78+1.97

74.364+2.12
76.47 +2.04
77.7142.00
72.554+2.13
75.78 £2.17
76.61 & 2.42
77.10+£2.68
63.61+3.73
68.50 £ 4.61
52.89+7.77

2.00 - 2.25
2.25 - 2.50
2.50 - 2.75
2.75 - 3.00
3.00 — 3.25
3.25 - 3.50
3.50 - 3.75
3.75 - 4.00
4.00 - 4.25
4.25 - 4.50

80.59+1.31 77.4941.21 71.06+2.14
84.35+1.32 81.94+1.25 78.57+1.99
84.81+£1.32 81.80+£1.25 78.46+1.99
84.924+1.33 82.384+1.26 79.45+2.04
84.42+1.34 81.71+1.26 78.06+2.18
85.394+1.36 82.46+1.29 76.29+2.43
84.95+1.41 80.89+1.32 76.51+2.74
81.91+1.49 79.084+1.39 74.4443.32
83.25+1.68 78.05+1.55 69.81+5.09
72.58 £2.28 63.01+1.99 67.5746.95
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E.2 Equivalent Efficiencies

The list of reconstruction efficiencies and their components are shown here, for each di-tau
channel. The value in each entry is an harmonic averaged value over the list of candidates
passing final selection. In cases where the value of 0 is possible (notably the probability of
the second lepton to optionally trigger an event), an arithmetic average is shown instead.
The values are in percentage.

The first column (“MC”) refers to the efficiency obtain from Monte-Carlo truth by simply
dividing the number of candidate passing such selection over the number at previous stage
(the “cut-and-count” method). The rest of the columns are efficiencies evaluated as a
function of binning variable given selected candidates from respective source. The values
in the column “Equivalent” are determined from eq. 7.2, and the last column (Z — 77)
uses candidates from simulated sample of Z— 77. Only €, from “Equivalent” column is
used in the cross-section computation.

The next-to-last row, “Size”, refers to the size of samples used to perform the average,
reflecting the quality of the average. The last row, “Expected”, refers to the expected
number of that process in data.

Table E.10 — Channel 7,7,
MC Observed Z—1l QCD Vi Others Equivalent Z— 77

Etrack 90.2 85.7+0.9 86.4+09 84.7+08 84.44+0.8 81.7+09 85.6+ 0.9 86.3+0.8
Etrack,ul  95.0 92.8+05 93.3+05 92.3+04 92.2+04 90.7+05 92.6+ 05 93.0+04
Etrack,u2  94.8 924+05 92.6+05 91.8+05 91.5+05 90.1+05 924+ 05 92.8+04
€kine 100.0 100.040.0 100.0£0.0 100.04+0.0 100.04+0.0 100.0+0.0 100.0+ 0.0 100.0+£0.0
EPID 97.8 96.0+0.5 95.7+0.6 96.84+0.4 97.4+04 97.24+04 96.0+ 0.5 96.54+0.4
EPID, 1 989 97.84+04 97.54+04 97.9+03 98.54+0.3 98.5+03 97.9+ 04 98.0+0.3
EPID, p2 98.8 98.2+0.1 98.1+0.2 989+0.1 98.840.0 98.6+0.1 98.1+ 0.1 98.5+0.1
€GEC 99.2 93.0+0.3 93.0+0.3 93.0+0.3 93.0+0.3 93.0+03 93.0+ 0.3 93.0+0.3
Etrig 80.4 85.6+16 88.2+15 82.6+20 783+16 8l.7+14 84.7+ 15 85.5+15
Etrig,ul 75.7 80.44+1.8 80.5+1.9 80.84+21 780+16 T77.8+15 804+ 1.6 80.3+1.7
Etrig,u2 18.6 26.4+1.2 39.2+1.7 87404 1.3+01 18.6+0.8 100.1+ 3.1 26.0+1.2

Erec 70.0 65.6+14 67.8+1.4 63.0£1.7 59.9+14 60.3+13 64.8+ 1.4 66.2+14
Size — 696 1425 1518 2125 259 — 6456
Expected 696 249.7 50.9 12.7 5.8 376.1 376.1
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Appendix E. Reconstruction Efficiencies

Table E.11 — Channel T, Thi

MC Observed Z— 1l QCD Vi Others Equivalent Z— 77
Etrack 77.5 74.9+14 749+16 73.84+14 73.24+14 714414 7554+ 15 75.6+15
Etrack,u 95.0 92.7+04 93.0+05 91.7+05 92.1+05 91.14+05 93.1+ 04 93.0+04
Etrack,h 81.4 80.8+1.5 80.6+1.6 80.5+15 79.4+1.4 783+15 8l.1+ 1.5 81.2+1.5
Ekine 100.0 100.040.0 100.0+0.0 100.0+0.0 100.04+0.0 100.0+£0.0 100.0+ 0.0 100.0+0.0
EPID 91.1 929407 94.0+1.1 925+05 91.8406 92.2+0.7 93.1+ 0.8 93.3+0.7
EPID,u 99.0 97.9+04 982403 98.0+03 98.3+04 98.5+03 97.8+ 04 97.9+0.3
EPID,h 91.8 94.9+06 95.7+10 94.44+05 93.44+05 93.64+06 953+ 0.7 95.3+06
EQEC 99.2 93.0+06 93.0+06 93.0+06 93.0+0.6 93.0+0.6 93.0+ 0.6 93.0+0.6
Etrig 76.0 80.1+1.8 79.2+1.0 80.6+19 783+16 76.9+19 80.4+ 1.7 80.3+1.7
Erec 52.7 51.9+1.6 52.0+14 51.2+16 49.0+14 472415 52.6+ 1.6 52.7+1.6
Size — 1371 18750 25150 188 377 — 17278
Expected — 1373 1.2 235.8 144.2 25.7 965.9 965.9
Table E.12 — Channel T Th3
MC Observed Z— 1l QCD Vj Others Equivalent Z— 77
Etrack 38.9 36.5+1.7 — 35.6+1.7 35.3+17 34.3+17 369+ 1.8 36.6+1.7
Etrack,u 95.0 93.0+04 — 91.5+05 91.84+05 90.8+05 93.4+ 04 93.0+04
Etrack,rns 407 39.3+19 — 39.0+1.8 384+18 37.8+18 395+ 1.9 39.4+19
Ekine 100.1 100.1+0.0 — 100.1+0.0 100.140.0 100.1+0.0 100.1+ 0.0 100.1+0.0
EPID 76.7 72.8+13 — 66.9+1.1 66.6+12 65.4+12 74.7+ 1.3 73.1+1.3
EPID,u 98.9 98.0+03 —  98.0+03 98.6+04 98.6+03 97.9+ 04 97.9+0.3
EPID,A1 93.2 95.0+04 — 94.3+04 94.1+04 94.3+05 95.2+ 04 95.2+04
EPID,h2 91.9 92.3+02 — 89.9+02 90.0+02 89.0+03 93.0+ 02 92.4+0.2
EPID,h3 84.0 84.5+02 — 80.24+02 79.3+£02 78.5+0.2 8594+ 02 84.7+0.2
€PID,rs (7.1 743+13 —  682x11 67.5+12 66.3+12 76.3+ 1.3 74.6=+1.3
£QEC 99.5 93.0+0.6 93.0+0.6 93.0+0.6 93.0+06 93.0+ 0.6 93.0+0.6
Strig 75.8 80.1+18 —  80.4+19 75.1+25 77.9+18 80.4+ 1.8 80.3+1.7
Erec 22.1 199+11 — 179+1.0 16.5+1.0 16.3+09 20.8+ 1.2 20.1+1.1
Size — 205 — 2205 204 109 — 3425
Expected  — 205 — 21.2 5.1 14.7 163.9 163.9
Table E.13 — Channel 7.1,
MC Observed Z— 1l QCD Vj Others Equivalent Z— 77
Etrack 72.2 71.0+ 2.2 70.7+22 70.8+2.0 71.04+2.1 71.9+2.1 71.8+ 2.2 71.6+2.1
Strack,el  89.4 84.7+ 1.4 85.1+1.4 84.7+1.4 84.7+1.5 85.1+1.4 83.6+ 1.4 85.0+1.4
Ctrack,e2 4.3 83.7+ 12 83.1+1.2 83.64+1.1 83.8+1.1 84.4+1.1 85.9+ 12 84.2+1.1
€kine 62.3 62.3+ 0.8 62.34+0.8 62.34+0.8 62.3+0.8 62.3+0.8 62.3+ 0.8 62.34+0.8
EPID 81.0 86.2+ 1.1 85.84+1.0 85.0+1.1 86.5+1.4 87.4+1.0 87.9+ 1.4 88.1+1.0
epiper 90.8 944+ 0.9 95.0+0.8 93.7+1.1 95.7+1.2 94.7£0.9 92.6+ 0.9 95.1+0.9
epip,e2  89.0 91.4+ 05 90.2+0.5 90.7+0.5 90.4+1.0 92.3+04 95.5+ 0.8 92.6+0.4
EGEC 99.2 91.6+ 0.6 91.64+0.6 91.64+0.6 91.6+0.6 91.6+0.6 91.6+ 0.6 91.6+0.6
Etrig 70.4 74.2+ 2.2 73.5+£2.0 69.0+3.4 69.84+2.3 70.1+£2.9 79.5+ 2.0 70.2+2.8
Etrig,el 66.8 70.1+ 2.1 69.7+2.0 68.84+3.4 69.4+2.3 68.9+2.9 71.9+ 2.1 68.6+£2.8
Etrig,e2 10.7 13.3+ 0.8 12.44+0.8 0.74+0.0 1.44+01 3.54+02 -2.24+ 0.1 5.0+0.3
Erec 25.2 26.1+ 1.2 25.6+1.2 23.7+1.4 24.6+1.2 25.2+1.3 28.8+ 1.3 25.4+1.3
Size 610 300 683 58 458 1966
Expected — 610 420.8 42.7 5.8 13.3 127.3 127.3
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E.2. Equivalent Efficiencies

Table E.14 — Channel 7.7

MC Observed Z— 1l QCD Vi Others Equivalent Z— 771
Etrack 70.6 68.04+ 1.9 68.442.1 68.24+1.9 68.14+2.0 69.24+2.0 67.8+ 1.9 69.2+2.0
Etrack,e 86.4 84.6+ 1.4 84.6+1.4 84.5+1.4 84.6+1.5 85.0+1.4 84.5+ 1.3 85.0+1.4
Etrack,h  81.6 80.4+ 1.5 80.9+1.6 80.7+1.5 80.4+1.5 81.4+1.5 80.1+ 1.5 81.4+1.5
€kine 61.3 61.3+ 0.8 61.34+0.8 61.3+0.8 61.3+0.8 61.3+0.8 61.3+ 0.8 61.3+0.8
EPID 85.9 88.1+ 1.2 90.24+1.2 88.74+1.1 87.94+1.6 90.7+1.1 87.5+ 1.3 90.5+1.1
EPID,e 93.0 93.3+ 1.1 94.3+1.0 94.0+1.1 93.24+1.6 95.1+0.9 92.7+ 1.1 95.0+0.9
EPID,h 91.9 944+ 0.6 95.6+0.9 94.4+0.5 94.4+0.4 95.4+0.6 94.3+ 0.8 95.34+0.6
EGEC 99.2 92.3+ 1.0 92.34+1.0 92.3+1.0 92.3+1.0 92.3+1.0 92.3+ 1.0 92.3+1.0
Etrig 66.7 68.9+ 3.2 70.1+£2.2 68.3+3.4 70.1+3.8 68.84+2.9 69.2+ 3.0 68.7+2.9
Erec 24.2 23.4+ 1.3 24.54+1.2 23.54+14 23.84+1.6 24.5+1.3 23.3+ 1.3 24.4+1.3
Size — 7005 11370 312 1981 — 7840
Expected — 16.1 330.8 68.3 17.9 427.5 427.5
Table E.15 — Channel 7,73
MC Observed Z— 1l QCD Vi Others Equivalent Z— 771
Etrack 35.3 32.6+ 1.7 32.6+1.7 32.3+1.7 33.3+1.8 32.6+ 1.7 33.3+1.8
Etrack,e  86.6 84.1+ 1.4 84.1+1.4 84.1+1.4 85.0+1.4 84.0+ 1.4 84.9+1.4
Etrack,m; 40.6 38.7+ 1.8 38.8+1.8 38.4+1.839.2+1.9 38.7+ 1.8 39.2+1.9
Ekine 62.3 62.3+ 0.8 62.3+0.8 62.3+0.8 62.3+0.8 62.3+ 0.8 62.3+0.8
EPID 71.8 66.9+ 1.5 64.8+1.4 63.7+1.6 70.3+1.5 67.6+ 1.5 71.2+1.5
EPID,e 93.0 92.6+ 1.2 94.4+1.1 93.841.7 94.3+0.9 91.94+ 1.2 95.0+0.9
epm,p1 - 93.4 94.8+ 05 94.140.4 94.14+0.3 95.4405 95.0+ 0.5 95.1+04
epmope 91.7 91.7+ 0.2 89.84+0.2 90.5+0.2 92.5+0.2 92.3+ 0.3 92.4+0.2
€pmp,p3 83.9 82.6+ 0.2 80.9+0.2 79.3+0.2 84.2+02 83.4+ 0.2 85.0+£0.2
EPID,rs (7-2 721+ 13 68.7+1.3 67.9+1.2 745414 73.5+ 1.4 749414
EQEC 99.2 92.3+ 0.7 92.3+0.7 92.3+0.7 92.3+0.7 92.3+ 0.7 92.3+0.7
Etrig 66.9 69.5+ 3.0 67.6+34 69.54+44 69.1+3.0 70.1+ 2.7 68.7+2.9
Erec 10.2 8.7+ 0.6 8.3+0.6 83+07 93+07 89+ 06 9.4+07
Size — 110 791 89 410 — 1533
Expected — 110 19.4 10.1 7.6 72.8 72.8
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Z — 77 Cross-section Measurement

Appendix F.
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@l Combining Cross-sections with
Uncertainties

The uncertainties of the cross-section measurement is combined across all di-tau channels
using the method of best linear unbiased estimator outlined in [132]. The computation is
assisted by the python packages pandas [149] and uncertainties [150] which allows the
manipulation of variables attached with uncertainty and correlation being tracked by their
usages.

The summary of the correlation for each uncertainty terms is listed in Table G.1. The
correlation matrices of the fully correlated and uncorrelated quantity can be represented as
a 7x7 identity matrix, and square matrix of ones respectively. The terms B, €pec, €sel are
partially correlated across channels, with their correlation matrices are also listed below.
The order of rows and columns in the matrix is the following: 7,7, T,Th1, TuTh3, TeTe,
TeThls TeTh3s TuTe- Lhe correlation in B, erq is dictated by the tau decay channel involved.
The € is not factorized into a product of efficiencies as done in the previous analysis to
ensure that the average of products is used consistently instead of the product of averages.
For &4, the correlation of systematic uncertainties is dictated by which selection cuts are
common between each channel. The uncertainty from the size of the simulated samples is
also included, but is completely uncorrelated between channels.

Table G.1 — Summary of correlation across channels for each term in the cross-section computation,
and their contributions to combined cross-section uncertainties.

Uncertainty ~ Correlation across channels  dopy—z--[pb]  [%]
statistical uncorrelated 2.13 2.24
luminosity  fully correlated 1.10 1.16
LHC beam  fully correlated 0.17 0.18
B corr(B) 0.26 0.27
A fully correlated 1.44 1.51
Erec corr(Erec) 2.41 2.53
Esel corr(Egel) 3.54 3.72
Nsig uncorrelated 1.57 1.65
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Appendix G. Combining Cross-sections with Uncertainties

1 0.7878 0.4314 0 0 0 0.7155
0.7878 1 0.3399 0 0.3849 0 0.5637
0.4314 0.3399 1 0 0 0.8174 0.3087
corr(B) = 0 0 0 1 0.7806 0.4231 0.6986

0 0.3849 0 0.7806 1 0.3303 0.5454

0 0 0.8174 0.4231 0.3303 1 0.2956
0.7155 0.5637 0.3087 0.6986 0.5454 0.2956 1

1 0.7071 0.3955 0 0 0 0.5407
0.7071 1 0.7963 0.1556 0.2727 0.4257 0.5165
0.3955 0.7963 1 0.1685 0.3528 0.6285 0.3541
oIt (Erec) = 0 0.1556 0.1685 1 0.7548 0.6087 0.5912

0 0.2727 0.3528 0.7548 1 0.8093 0.4995

0 0.4257 0.6285 0.6087 0.8093 1 0.4152
0.5407 0.5165 0.3541 0.5912 0.4995 0.4152 1

1 09164 0.6959 0.9238 0.9028 0.6358 0.7758
0.9164 1 0.7636 0.8847 0.9636 0.6982 0.8244
0.6959 0.7636 1 0.6694 0.7547 0.7755 0.9043
corr(egel) = | 0.9238 0.8847 0.6694 1 0.8724 0.6130 0.7424
0.9028 0.9636 0.7547 0.8724 1 0.6908 0.8127
0.6358 0.6982 0.7755 0.6130 0.6908 1 0.8247
0.7758 0.8244 0.9043 0.7424 0.8127 0.8247 1

The covariance and correlation matrices from all uncertainties combined are

111.5182 30.2456  22.1989  33.8307 25.8508 19.3245 22.0803
30.2456 56.4879  26.6455  25.0313  24.6544  25.0151 18.5448
22.1989 26.6455 109.9349 19.4277 24.3388  38.9752 18.1980

V =cov(o) = | 33.8307 25.0313 19.4277 618.1798 40.4465 36.2090 23.2731

25.8508 24.6544  24.3388  40.4465 118.6728  47.8153 21.6196

19.3245 25.0151 38.9752  36.2090 47.8153 330.2145 22.6144

22.0803 18.5448 18.1980 23.2731 21.6196 22.6144 35.3756

1 03811 0.2005 0.1288 0.2247 0.1007 0.3515
0.3811 1 0.3381 0.1340 0.3011 0.1832 0.4149
0.2005 0.3381 1 0.0745 0.2131 0.2046 0.2918
corr(c) = [ 0.1288 0.1340 0.0745 1 0.1493 0.0801 0.1574
0.2247 0.3011 0.2131 0.1493 1 0.2415 0.3337
0.1007 0.1832 0.2046 0.0801 0.2415 1 0.2092
0.3515 0.4149 0.2918 0.1574 0.3337 0.2092 1

The weights to each di-tau channel is A = (UTV~1U)"Y(UTV 1), where Uis the column

vector of ones of length 7.

/\:(0.0497 0.2196 0.0850 0.0061 0.0568 0.0088 0.5739)
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|5l Generator-level H — ur

The plots are from the generator-level H — u7, using POWHEG-BOX inclusive production.
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Appendix H. Generator-level H — ur
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Figure H.4 — n and pr distributions of u7 candidates from different channels.
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These figures are obtained after the kinematic selections on pr, 1, m, as described in

Section 12.3. The left column is Higgs signal at different mp, the right column is different

backgrounds.
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Appendix I. Selection of H— ur
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Il Background estimation of H — ur

J.1 Estimation from Simulation

Table J.1 — Opposite-sign low-mass selection

Process

ID UTe WTh1 UTh3 Wy
tt 41900006 0.715:1 (97) 0.5701 (63) 0.270-0 (24) 0.173-9 (9)
i 41900007 0.8751 (250) 0.415:0 (118) 0.170:0 (39) 0.270-0 (56)
tt 41900010 0.2%5°9 (62) 0.4757 (140) 0.4751 (129) 1.0702 (325)
WW — ... 41922002 2.8751 (629) 0.073:0 (1) 0.070:0 (0) 0.073:0 (2)
WW = L. 42021000 3.2753 (136) 0.979% (36) 0.270-1 (9) 0.270-1 (8)
WZ— .. 42021001 0.173:9 (25) 0.173:0 (14) 0.173:0 (9) 0.173:0 (20)
Z— 7T 42100000 226.8739 (1465) 575.67153 (3718)  120.67%% (779)  124.2797 (802)
Z - pu 42112011 14.471% (86) 61.7157 (368 12.6717°(75)  142.6%5 (850)
Z(—pp) + jet 42112022 11.2715 (69) 16.571:2 (102 37759 (23) 122.6129 (756)
Z— ee 42122011 2.873% (2) 0.0725 (0) 0.0735 (0) 0.072:5 (0)
7 — bb 42150000 0.179% (1) 0.1753 (1) 0.079-2 (0) 0.1793 (1)
W= Tv,) + jet 42300010 0.0 (0) 141795 (5) 0.0752 (0) 0.0752 (0)
W (= pvy) + jet 42311011 13.5755 (22) 155.01105 (253)  46.6781 (76) 4,971 (8)
W= pvy) + jet(= p...) 42311012 0.0} (0) 0.070% (0) 0.079-5 (0) 4,975 (175)
W = eve 42321000 0.07) 7 (0) 0.0157 (0) 0.0757 (0) 0.0557 (0)
W (= eve) + jet 42321010 0.0757 (0) 0.0155 (0) 0.075% (0) 0.0152 (0)
T ... 49011004 7.47%5 (15) 19.373:% (39) 18.87%1 (38) 2.0718 (4)
bb— ... 49011005 7.7755 (3) 20.671%2 (8) 15.5792 (6) 28.3F1L4 (11)
e e... 49021004 0.5757% (1) 0.079-2 (0) 0.0752 (0) 0.0752 (0)
bb— e... 49021005 2.6759 (1) 0.075:5 (0) 0.0755 (0) 0.073% (0)
Data 472 1284 240 344
Table J.2 — Same-sign low-mass selection

Process ID UTe WTh1 UTh3 1%m

tt 41900006 0.0799 (0) 0.079:9 (0) 0.0759 (0) 0.079:9 (0)

tt 41900007 0.07)9 (0) 0.075:9 (0) 0.0759 (0) 0.075:9 (0)

tt 41900010 0.07)9 (0) 0.075:9 (0) 0.0759 (0) 0.075:9 (0)

WW — ... 41922002 0.07)9 (0) 0.075:9 (0) 0.0759 (0) 0.075:9 (0)

WW — £... 42021000 0.07)9 (0) 0.07%:9 (0) 0.0759 (0) 0.075:9 (0)

WZ— 4. 42021001 0.07)9 (0) 0.075:9 (0) 0.0759 (0) 0.075:9 (0)

Z—TT 42100000 1.7157 (11)  0.5755 (3) 0.5705 (3) 0.07%% (0)

Z— pp 42112011 9.4715 (56)  57.5757 (343)  11.6715 (69)  2.773:2 (16)

Z(—pp) + jet 42112022 11.7775 (72) 146775 (90) 62715 (38)  3.1707 (19

Z— ee 42122011 0.0725 (0) 0.0155 (0) 0.072% (0) 0.0155 (0)

Z— bb 42150000 0.0702 (0) 0.0%95 (0) 0.0%5:% (0) 0.00:2 (0)

W= Tv:) + jet 42300010 0.0757 (0) 2.8782 (1) 0.075:2 (0) 0.072:2 (0)

W= pvy) + jet 42311011 6.773:7 (11)  41.0725 (67) 202732 (33)  0.6%575 (1)

W (= ) + jet(— p...) 42311012 0.0° 7§ (0) 0.0%%5 (0) 0.0%05 (0) 2.3%05 (83)

W — eve 42321000 0.0°)7 (0) 0.075:7 (0) 0.075:7 (0) 0.075:7 (0)

W (= eve) + jet 42321010 0.0757 (0) 0.0755 (0) 0.0755 (0) 0.0755 (0)

ce— p... 49011004 15755 (3) 109755 (22) 54772 (A1) 0.0757 (0)

bb— ... 49011005 2.6739 (1) 12.97%7 (5) 2.6%5:7 (1) 5.275% (2)

e e... 49021004 0.531);}; (1) 0.0705 (0) 0.0705 (0) 0.0705 (0)

bb— e... 49021005 0.075% (0) 0.075:5 (0) 0.0755 (0) 0.073-% (0)

Data 78 509 115 25
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Appendix J. Background estimation of H — ur

Table J.3 — Opposite-sign central selection

Process ID UTe WUTh1 UTh3 KTy
tt 41900006 0.9751 (119) 04701 (57) 0.2795 (23) 0.173:2 (9)
tt 41900007 1.1757 (347) 0.5700 (155) 0.1705 (40) 02700 (56)
tt 41900010 0.475] (144) 06*01 (202) 0.4707 (127)  1.2%53 (385)
WW — 20... 41922002 3.2751 (715) 0.073:0 (2) 0.075:9 (0) 0.073:0 (3)
WW — £... 42021000 3.275% (135) 1.4%53 (60) 02701 (9) 0.2701 (8)
WZ— (... 42021001 0.2750 (33) 0.175:0 (17) 0.070:0 (6) 0.173-0 (24)
Z— 7T 42100000 114. 15;; (737)  242.0772 (1563) 54.6752 (353) 58.773% (379)
Z— pp 42112011 19.172¢ (114)  49.5733 (295) 6.93;? (41) 112. 2t?6 (669)
Z (=) + jet 42112022 20.3725 (125) 29 5122 (182) 45759 (28) 138 0753 (851)
Z— ee 42122011 2.8737 (2) ).0725 (0) 0.0750 (0) 0.012-8(0)
Z— bb 42150000 0.0707 (0) ().()tf;_(’, (0) 0.0733 (0) *“’, (0)
W (= Tv,) + jet 42300010 0.0737 (0) 28.314%1 (10) 0.07575 (0) o2 (0)
W= pvy) + jet 42311011 39.272°7 (64) 24567150 (401)  33.7753 (55) 3 7+2§ (6)
W (= pvy) + jet(— p...) 42311012 0.015} (0) 0.073:5 (0) 0.0%95 (0) 44704 (158)
W — eve 42321000 0.0°577 (0) 0.0%57% (0) 0.075:7 (0) 0. 0*},]) (0)
W (= eve) + jet 42321010 0.0757 (0) 0.075-2 (0) 0.0755 (0) 0.0753 (0)
CC— fi... 49011004 1.5753 (3) 54733 (11) 25717 (5) 0.575% (1)
bb— ... 49011005 0.07)7 (0) 5.275% (2) 0.0757 (0) 0.075:7 (0)
@ e... 49021004 0.( )‘“ ;‘) (0) 0.0557 (0) 0.0y (0) 00‘5};3 (0)
bb— e... 49021005 0.07)%5 (0) 0.0755 (0) 0.0755 (0) 0.0755 (0)
Data 296 679 123 235
Table J.4 — Same-sign central selection

Process 1D UTe UThi UTh3 WTp

tt 41900006 0.0790 (0) 0.0790 (0) 0.079:0 (0) 0.0790 (0)

tt 41900007 0.0777 (0) 0.0190 (0) 0.0759 (0) 0.0190 (0)

tt 41900010 0.0757 (0) 0.0190 (0) 0.0759 (0) 0.0190 (0)

WW — ... 41922002 0.0777 (0) 0.0190 (0) 0.0790 (0) 0.0190 (0)

WW = £... 42021000 0.0777 (0) 0.0190 (0) 0.079:0 (0) 0.0190 (0)

WZ— 4. 42021001 ().(E'é;‘é (0) (J.(EL',-_‘Z; (0) 0'05}3 (0) (')'U:E:""ﬁ; (0)

Z—TT 42100000 0.6705 (4 0.3795 (2 02701 (1 0.0705 (0)

Z- 42112011 14.52'13-8( (2;7) 43. §+322( ()261) 70703 E4gs) 2,010 51)2)

Z(—)ZZ) + jet 42112022 19 51%*2 (120)  29. 5*2’% (182) 3 7*%@ (23) 3 21§:§ (20)

Z— ee 42122011 0.0725 (0) 0.072% (0) 0.0755 (0) 0.072% (0)

Z— bb 42150000 0.0°)7 (0) 0.0%9% (0) 0.0752 (0) 0.0%9% (0)

W= Tv,) + jet 42300010 0.0757 (0) 0.07575 (0) )(*';’ (0) 0.0755 (0)

W (= uvy) + jet 42311011 453755 (74)  58.275%5 (95)  16.5735 (27)  0.0°) ) (0)

W (= pvy) + jet(= p...) 42311012 0.00 ) (0) 0.0%05 (0) 0.0%0:5 (0) 2,019 (T1)

W — eve 42321000 0.9t§§ (1) 0.0%96 (0) 0.07575 (0) 0.075:7 (0)

W (= eve) + jet 42321010 0.07 (0) o.o:f;-_é (0) 0.0553 (0) 0.05575 (0)

= fh. 49011004 0.531);}1 (1) 1.5%0% (3) 0.0%0:5 (0) 0.05575 (0)

bb— fi... 49011005 2.6739 (1) 2.6759 (1) 0.07577 (0) 0.07577 (0)

e e... 49021004 0.0757 (0) 0.0705 (0) 0.070:9 (0) 0.0755 (0)

bb— e... 49021005 0.07)5 (0) 0.0755 (0) 0.0728 (0) 0.075:5 (0)

Data 64 219 47 11
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J.1. Estimation from Simulation

Table J.5 — Opposite-sign high-mass selection

Process ID UTe UTh1 UTh3 Wy
t 41900006 0.4751 (59)  0.2750 (29) 01739 (14) 01752 (7)
t 41900007 0.779-1 (200)  0.3759 (102) 01759 (25)  0.1750 (31)
tt 41900010 0.179:0 (19)  0.375] (105) 0.2739 (71) 0. 7*3} (212)
WW — £L... 41922002 2.0791 (455)  0.0750 (2) 0.0700 (0) 0.075:9 (0)
WW — ... 42021000 1.6702 (68)  0.970% (39) 0.17%:5 (4) 01738 (4)
WZ— .. 42021001 0.179:0 (16)  0.1750 (11) 0.073:0 (2) 0.173:0 (13)
Z—TT 42100000 3.4797 (22)  22.972 (148) 71713 (46)  1.2756 (8)
Z— pp 42112011 2.279% (13)  21.072] (125) 32709 (19)  32.073T (191)
Z(—pp) + jet 42112022 2.3T07¢ (14)  18.617 (115) 34705 (21) 315757 (194)
Z— ee 42122011 14733 (1) 0.072:5 (0) 0.0755 (0) 0.072:5 (0)
Z — bb 42150000 0.0°(F (0) 0.073:2 (0) 0.0%9% (0) 0.0 E}f] (0)
W= Tvr) + jet 42300010 0.0°57 (0) 141758 (5) 0.07575 (0) 0.075:2 (0)
W (= pvy) + jet 42311011 25715 (4) 124.470% (203)  18.4730 (30)  0.675% (1)
W (= ) + jet(— p...) 42311012 0.0°77 (0) 0. 0*‘@ (0) 0.0%95 (0) 1. 5*35 (55)
W — eve 42321000 0.0°5¢ (0) 0.05575 (0) 0.0%56 (0) 0.0%575 (0)
W (= eve) + jet 42321010 0.0°57 (0) 0.0755 (0) 0.075:5 (0) 0.0754(0)
T .. 49011004 0.5%57; (1) ().()ﬂ};g (0) 0.5553 (1) 0.0 (0)
bb— p... 49011005 0.0°)7 (0) 0.0757 (0) 0.075:7 (0) 0.0757 (0)
e e.. 49021004 0.0°57 (0) 0.019: ;; (0) 0.0795 (0) 0.079:5 (0)
bb— ... 49021005 0.0°.%5 (0) 0.075:5 (0) 0.053% (0) 0.073% (0)
Data 27 184 37 39
Table J.6 — Same-sign high-mass selection
Process 1D UTe HUTh1 UTh3 HUTy,
tt 41900006 0.0700 (0)  0.0757 (0) 0.0795 (0)  0.075 (0)
tt 41900007 0.0°00 (0)  0.0700 (0) 0.0550 (0)  0.0799 (0)
tt 41900010 0.0707 (0) 0.0 (0) 0.0705 (0)  0.077% (0)
WW — £L... 41922002 0.0700 (0) 0.0 (0) 0.0705 (0)  0.077% (0)
WW — (... 42021000 0.0700 (0) 0.0 (0) 0.0705 (0)  0.077% (0)
WZ— L. 42021001 0.0°70 (0)  0.0700 (0) 0.0705 (0)  0.077% (0)
Z— 7T 42100000 0.0707 (0)  0.0707 (0) 0.0705 (0)  0.07575 (0)
Z— pp 42112011 13707 (8)  17.873% (106) 3.9 (23) 0.8155 (5)
Z(—pp) + jet 42112022 21705 (13)  17.8775 (110)  1.8%57 (11)  0.8%0F (5)
Z— ee 42122011 0.0°55 (0)  0.0705 (0) 0.0728 (0)  0.072% (0)
Z— bb 42150000 0.0792 (0)  0.0792 (0) 0.0752(0)  0.07%2 (0)
W(= 1v,) + jet 42300010 0.07572 (0)  0.0752 (0) 0.0752 (0)  0.0732 (0)
W= pv,) + jet 42311011 1.871% (3) 202732 (33)  6.172% (10) 0.0°.) (0)
W (= pvy) + jet(— p...) 42311012 0.070, (0)  0.077 (0) 0.050, (0)  0.3%51 (12)
W — eve 42321000 0.975:% (1) 0.0°7 (0) 0.0%50 (0)  0.0%5¢ (0)
W(= eve) + jet 42321010 0.0 (0)  0.0°57 (0) 0.0755 (0)  0.0757% (0)
T fle. 49011004 0.0°77 (0) 055575 (1) ootf’,;:j (0)  0.07575 (0)
bb— fi... 49011005 0.07)7 (0)  0.0757 (0) 0.0755 (0)  0.0757 (0)
@@ e... 49021004 0.0°07 (0)  0.0707 (0) 0.0705 (0)  0.07575 (0)
bb— e... 49021005 0.070)5 (0)  0.07.5 (0) 0.0755 (0)  0.0755 (0)
Data 3 54 19 4
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J.2. Combined Plots of H— ur
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Appendix J. Background estimation of H — ur
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Table K.1 — Signal acceptance from inclusive (47) production for different channel at different
selection regimes, shown in percentage.

mp [GeV/ 02] HTe HTh1 HUTh3 Igm

45 2224006 0.86+0.04 1.574+0.04 2.28+0.07
55 3.08+0.10 1.51+0.05 2.67+009 3.12+0.11
65 3.25+011 1.88+0.07 3.124+0.10 3.34+0.11
75 3.18+0.13 2.03+0.09 3.20+0.12 3.27+0.12
85 3.01+013 2.03+0.09 3.06+0.11 3.04+0.11
95 2.78+013 1.98+0.10 2.854+0.13 2.81+0.11
105 2.53+011 1.88+0.07 2.61+0.13 2.57+0.11
115 2.32+011 1.78+0.08 2.39+0.11 2.35+0.11
125 2.11+0.10 1.67+0.07 2.17+009 2.14+0.09
135 1.94+010 1.56+008 1.97+0.10 1.96+0.10
145 1.74+011 1.45+008 1.79+0.10 1.76+0.10
155 1.60+0.11 1.34+0.09 1.64+0.10 1.63+0.10
165 1.47+0.09 1.25+0.08 1.46+0.09 1.47+0.09
175 1.32+0.09 1.15+0.08 1.33+0.08 1.34+0.09
185 1.20+0.08 1.04+0.07 1.19+0.08 1.20+0.08
195 1.06+0.08 0.95+007 1.07+0.08 1.09+0.09

Table K.2 — Signal acceptance from production inside LHCbD fiducial volume for different channel
at different selection regimes, shown in percentage.

mpy [GeV/c?] WTe WThi HTh3 KTy

45 33.58+087 12.93+057 23.66+048 34.45+0.63
55 53.05+0.65 26.15+050 46.20+0.88 53.88+0.75
65 64.44+084 37.10+089 61.43+0.64 65.48+0.64
75 71.16+0.62 45.55+0.83 71.58+0.89 T72.77+1.06
85 75914081 51.30+1.02 77.214+068 76.84+0.78
95 78.90+0.81 56.40+0.92 81.08+068 79.87+0.77
105 81.13+0.78 60.60+1.05 84.14+0.83 82.01+0.83
115 83.25+062 63.96+0.97 85.84+082 83.824+0.86
125 84.88+1.00 66.91+1.14 86.93+0.93 85.74+1.08
135 85.75+092 69.52+086 87.68+084 87.11+1.18
145 86.42+0.95 71.95+097 88.49+080 88.30+0.91
155 87.93+0.92 74.16+1.44 89.01+086 89.3040.89
165 88.12+1.03 75.57+1.53 89.17+1.05 89.68+0.96
175 89.26+1.14 77.30+1.27 89.86+0.95 90.2140.88
185 89.80+094 78.50+151 89.65+1.01 90.65+1.01
195 89.91+1.01 79.80+124 90.2240.93 91.52+1.10
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Appendix K. H — ur Efficiencies
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Figure K.1 — &, for different channels: (a) pre, (b) prp1, (¢) prhs, (d), p7,.



Table K.7 — Signal selection efficiencies for different channels at different selection regimes, shown

in percentage.

Regime mpy [GeV/c?] UTe UTh1 UThS Ty
Low-mass 45 18.6+1.1 24.2+1.0 21.4+20 7.5+06
55 24.7+09 26.1+07 29.0+16 10.2+05
65 23.7+08 24.2406 29.6+14 11.7+05
75 23.5+08 224405 33.0+15 12.2+05
85 23.8408 21.4+05 35.9+15 13.2+05
95 23.4+08 19.5+05 33.3+15 13.5+06
105 23.4+08 19.0+o05 31.1+15 14.9+06
115 23.4+08 18.3+05 36.9+1.7 14.9+06
125 26.3+09 18.0+05 33.6+17 16.4+06
135 24.7+09 17.1+05 35.6+18 17.5+0.7
145 26.2409 17.8+05 35.0+19 16.5+0.7
155 244409 17.3+05 35.0+20 19.0+0.7
165 22.6+09 16.2+05 31.1+20 20.0+0.8
175 23.6+10 15.8+05 31.8+22 18.8+0.8
185 23.7+10 16.1+06 36.3+24 18.6+0.8
195 23.8410 16.9+06 35.9+26 19.8+08
Central 65 18.2+07 16.5+05 16.0+1.2 7.8+04
75 28.9+08 24.1+06 31.5+14 11.2+05
85 34.1+09 28.7+06 37.8+15 14.0+05
95 38.8+09 30.0+06 38.7+16 15.2+0.6
105 40.3+09 30.4+06 39.3+16 17.0+06
115 41.8+10 30.7+06 45.2+18 16.9+06
125 445+10 31.6+06 44.5+1.8 19.5+0.7
135 46.0+10 30.1+06 45.1+19 20.7+0.7
145 49.24+10 31.0+07 44.0+20 20.3+0.7
155 49.2+1.0 30.3+07 44.7+21 22.8+08
165 49.9+11 299407 43.0+22 24.2+08
175 52.8+1.1 29.1+07 44.5+23 23.2408
185 51.7+11 29.3+07 489+25 23.2408
195 53.4+12 30.4+07 46.1+27 24.840.9
High-mass 75 1.2+02 2.7+t02 59+08 0.6+01
85 4.8+04 9.0+04 16.9+12 1.5+0.2
95 10.4+06 16.8+05 28.0+15 4.0+03
105 14.7+07 22.7+05 33.4+15 7.7+0.4
115 18.9+08 25.9+06 41.1+1.8 10.7+05
125 22.3+08 29.4+06 42.5+18 14.1+o06
135 24.6+09 31.1+06 43.2+19 16.4+06
145 29.4+09 34.0+o07 43.4+20 15.8+0.7
155 29.1+09 35.7+07 44.3+21 18.8+0.7
165 31.0+10 37.6+07 42.8+22 20.3+0.38
175 33.8+11 388407 44.1+23 19.4+08
185 35.3+11 40.7+08 489425 19.6+0.38
195 36.7+11 41.94+08 46.1+27 20.6+0.8
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Validation of Fit Models

In order to outline the versatility of the likelihood model used in this analysis, the degree
of freedom used to construct the model is summarized in Table L.1 for reference, which

will be discussed in the following sections.
Table L.1 — Summary of construction degree of freedom of models.

Spec Choices

Upper limit strategy “baseline”, “Poisson”, “extended LL”
Selection regime Low-mass, Central, High-mass, Best FOM
Analysis channel UTey WTh1, HTh3, UTy, simultaneous
Systematics With, without

PDF Shape “keyspdf”, “histpdf”, “histstat”
Acceptance 47, LHCDb

my 45-195

POI Nsig, Ogg—sH—putH BH*)MT

L.1 Upper Limit Strategies

The validation compares expected upper limit from 3 exclusion strategies defined in the
previous section, and shown in Fig.L.1: (1) The baseline upper limit, eq. 16.4, (2) Poisson
counting model, eq. 16.1, (3) Extended likelihood model, eq. 16.3.
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Appendix L. Validation of Fit Models
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L.2 Selection Regimes

The final result for each my is obtained by choosing the regime with the best figure-of-merit
(€se1/ (1 + v/Nops)). Fig. L.3 compares the expected upper limits obtained with the three
selection regimes. It can be seen that each selection regime has the strongest exclusion
power at different and complementary subrange of my. The effect is consistent with

Fig. 12.2.
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L.3 Analysis Channels & Simultaneous Fit

The comparison of expected limits between different channel and the simultaneous fit is
shown in Fig. L.4.
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Figure L.4 — Expected upper limits of o445, compared between different analysis channels,
at different selection regime: (a) low-mass, (b) central, (¢) high-mass, (d) best FOM.
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L.4 Uncertainties as Nuisance Parameters

= 10° E T T T I T T T EReY 10° E T T T I T T T 3
=5 E ] £ E E
5 r E = F ]
1 i ] 1 i ]
T 100 1 T E
g 1 s F ]
o C 1° C ]
10 Nﬁ E 3 N E
ELHCb preliminary E ELHCb preliminary E
[T —<— Without uncertainties b [T —<— Without uncertainties T
|| —e— With uncertainties T || —e— With uncertainties T
PR PR A NN R NI SR R S PR PR A NN R NI SR R S

]25 45 65 85 105 125 145 165 185 205 ]25 45 65 85 105 125 145 165 185 205
(a) my, [GeV/c?] (b) my, [GeV/c]
= 10°E T T T T T T T T T T T ERieY 10°E T T T T T T T T T T T E
=2 E =t E E
5 r 4 5 F ]
1 i ] 1 i ]
i ERE3 3
e f 13 F E
© C 1° C ]
0 3 0 3
ELHCb preliminary E ELHCb preliminary E
[ —<— Without uncertainties 1 [ —<— Without uncertainties 1
[ —e— With uncertainties T [ —e— With uncertainties T

PR PR A NN R NI SR R S PR PR A NN R NI SR R S

]25 45 65 85 105 125 145 165 185 205 ]25 45 65 85 105 125 145 165 185 205

(c) my, [GeV/c?] (d) my, [GeV/c]

Figure L.5 — Expected upper limits of 044, ;> compared with/without systematic uncertainties,
with all analysis channels simultaneously fit, at different selection regime: (a) low-mass, (b) central,
(c) high-mass, (d) best FOM.
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