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Decentralized and Distributed Transient Control for
Microgrids

Christoph Kammer, Alireza Karimi

Abstract—This paper treats the problem of primary and
secondary control design in low-inertia power grids with mixed
lines and a large amount of inverter-interfaced generation. A
dynamic phasor model is developed that represents the elec-
tromagnetic and electromechanic dynamics of lines, inverters,
synchronous machines and constant power loads. The model
offers a straightforward way to combine white-, grey- and black-
box models, and its structure lends itself well to control design.
In a next step, a novel method to design fixed-structure robust
controllers based on the frequency response of multivariable
systems and convex optimization is presented. The method offers
an intuitive way to define the control performance specifications,
and is able to directly design discrete-time controllers. Finally,
the potential of the control design method and the dynamic
phasor model is demonstrated in a comprehensive example.
In three scenarios it is illustrated how the approach can be
used to significantly improve frequency and voltage transient
performance in low-inertia power grids. Decentralized as well as
distributed architectures for primary and secondary control are
studied, and results are validated in simulation.

Index Terms—Microgrid, Power System Transients, Robust
Control, Distributed Control

I. INTRODUCTION

Ensuring stability and transient performance in low-inertia
power grids is a challenging and relevant control problem. The
steady increase of renewable generation and inverter-interfaced
loads affects power quality and degrades grid stability. Today,
the effect is most pronounced in low- and medium-voltage
distribution grids and islanded grids. In these grids, lines
are typically short, which introduces strong coupling between
generation units. As more and more traditional large power
plants are shut down, low inertia and variable generation also
become critical issues on the transmission level.

In these circumstances, the classical droop control approach
exhibits several major flaws. Being only a proportional con-
troller, it is not possible to properly decouple control of active
and reactive power, and oscillatory behavior in frequency and
voltage magnitude cannot be damped. Furthermore, tradition-
ally secondary control is implemented as a centralized con-
troller with a relatively low bandwidth. Distributed approaches
to secondary control are able to significantly decrease the
time constant of the integral action and thus improve the
performance of the grid.

In the literature, a common control approach for frequency
control of voltage source inverters (VSIs) in low-inertia grids
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is based on the concept of virtual inertia, where VSIs are used
to emulate the behaviour of synchronous generators (SGs) [1],
[2], [3], [4]. However, the employed controller structures
are often simplistic, and the control design is not model-
based. In general, no methodical control design approach on
a systemic level is presented, and stability analysis of the grid
is performed a posteriori.

A further issue is that the R/X-ratio of lines in medium-
and low-voltage grids is often close to or below 1, meaning the
standard decoupling assumption between active and reactive
power is not applicable. In [5] an approach is presented where
the droop control equations are modified via a transformation
matrix based on the R/X-ratio of the individual lines in order
to decouple the controller. A related solution is the concept
of virtual impedance control, where a feedforward controller
is added to the VSI control scheme in order to emulate a
resistive or inductive output impedance [6], [7], [8]. While
this approach has the potential to greatly improve control
performance and power quality, no systematic approach to the
tuning of the feedforward gains is given, and the stability can
again only be evaluated a posteriori.

The work in [9], [10] advocates the use of a primary con-
troller with multiple degrees of freedom in order to improve
transient stability and performance. However, no method to
achieve a desired control performance is presented, and the
electromagnetic line dynamics are neglected. In [11], [12] the
global stability of droop control is discussed, but the line
resistance and electromagnetic dynamics are neglected, and
control design is not treated. A systematic control design
approach is pursued in [13], where an improved primary
controller for a low-inertia grid is designed based on the Block
Gerschgorin theorem. The drawback of this approach is that
it often yields very conservative results for strongly coupled
systems such as the power grid.

Another approach is the design of decentralized and dis-
tributed state-space controllers based on a full small-signal
model of the grid. In [14], [15], [16], [17] the application of
optimal control design techniques for microgrids with multiple
VSIs has been explored. Classical H∞ methods are used
in [18], [19] to improve primary frequency control, but as the
problem is posed in an LFT form, it is difficult to correctly
define the desired performance specifications. In [20], [21],
a new H∞ control design approach based on convex opti-
mization is used to design low-order fixed-structure voltage
controllers that fulfill specific performance specifications and
are robust towards parametric uncertainty. A common problem
of these state-space control design approaches is that they
do not scale well for larger systems. Thus, considering more
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detailed models of generation units or larger grids quickly
makes their application infeasible.

A. Contributions

The articles cited so far generally require a small-signal
model of the grid for control design or stability analysis,
which becomes exceedingly complex for large systems. To
address this issue, in Section II of this paper a dynamic model
for low- and medium-voltage distribution grids based on a
dynamic phasor approach is presented. The model is suitable
for arbitrary topologies and is able to accurately represent
the electromagnetic and electromechanic dynamics of VSI-
interfaced generation as well as synchronous generators and
constant power loads. It is of a significantly reduced complex-
ity compared to a small-signal model, and relies on a modular
structure that makes it straightforward to combine white-,
grey- and black-box models of various grid components. While
similar models have been used for stability analysis for grids
with multiple VSIs in [22], [23], [24], and for control design of
single inverters in [25], their application to controller synthesis
for complete grids with multiple parallel generation units
remains largely unexplored.

In Section III a novel method to design fixed-structure ro-
bust controllers based on the frequency response of multivari-
able systems and convex optimization is presented. Distinct
advantages of the method are that no parametric model is
required for the design, and that it is possible to directly design
discrete-time controllers with the desired order and structure.
Furthermore, unlike in classical H∞ methods, the control
performance can be specified as constraints on the norm of
individual weighted sensitivity functions, which allows for an
intuitive problem formulation. Lastly, it is straightforward to
include multimodel uncertainty in the design, which can be
used to guarantee robustness e.g. against topology changes or
generator outages.

In Sections IV-B and IV-D the control design method is
illustrated in a three-part scenario in an islanded medium-
voltage grid with mixed lines, multiple VSIs and a syn-
chronous generator. First, based on the dynamic phasor model
of the grid, a low-order decentralized primary controller is
calculated that significantly improves frequency and voltage
transient performance as compared to droop control. Then, in
a second step the controller is robustified against a change in
the grid topology. Finally, in the third part a distributed control
layer is added in order to remove the frequency steady-state
error occuring after a load change. This secondary controller
has a similar bandwidth as the improved primary controller
and does not rely on a centralized architecture, thus removing
the single point of failure and allowing for a modular structure
as compared to classical secondary control.

This paper can be viewed as a combination of two con-
ference papers [26], [27], with the following extensions. The
grid model is extended to include synchronous generators, and
a new approach for distributed control design is presented.
Furthermore, simulation examples with three new scenarios
are provided.

II. DYNAMIC PHASOR MODEL

In this section a model based on dynamic phasors will be
presented that lends itself well towards controller synthesis.
The dynamic phasor model is a frequency-domain model
that is able to accurately represent the electromagnetic and
electromechanic dynamics of the lines as well as various
generation units and other grid components. Dynamic phasors
have originally been developed for power system stability
analysis in large-scale grids [28]. The main advantage of
this approach is that a three-phase voltage can be reduced to
only two values: the phase angle and the voltage magnitude.
The resulting model is significantly simpler than a full small-
signal model, which in general proves to be too unwieldy for
controller synthesis.

A. Dynamic Power Flow Equations

The dynamic formulation of the power flow equations form
the core of the model. The balanced, three-phase voltage at
bus i can be represented in the phasor notation:

Ui(t)∠θi(t) =
√

2Ui(t)

 cos(ω̄t+ θi(t))
cos(ω̄t+ θi(t)− 2π/3)
cos(ω̄t+ θi(t) + 2π/3)

 (1)

with θi(t),Ui(t) being the voltage angle in rad and the line-
to-ground RMS voltage magnitude at bus i, and ω̄ being the
nominal grid frequency in rad/s.

For low- and medium-voltage distribution grids, lines can be
modeled as R-L elements. The dynamic power flow equations
in such a line linearized around the nominal frequency and
voltage can be written in the following Laplace transfer
function form (see [28]):

Pij(s) = Gω→P
ij (s)(ωi(s)− ωj(s))

+GU→P
ij (s)(Ui(s)− Uj(s)) (2)

Qij(s) = GU→Q
ij (s)(Ui(s)− Uj(s))

+Gω→Q
ij (s)(ωi(s)− ωj(s)) (3)

where Pij(s), Qij(s) are the Laplace transform of the active
and reactive power transmitted from bus i to bus j, ωi(s) is
the Laplace transform of the grid frequency in rad/s at bus
i and Ui(s) is the Laplace transform of the line-to-ground
RMS voltage magnitude at bus i. Gx→y

ij are transfer functions
between the inputs x and outputs y between buses i, j, and
are defined as follows:

Gω→P
ij (s) = 3

ω̄Lij

(Lijs+Rij)2 + (ω̄Lij)2
Ū2 1

s
(4)

GU→P
ij (s) = 3

Lijs+Rij

(Lijs+Rij)2 + (ω̄Lij)2
Ū (5)

Gω→Q
ij (s) = 3

Lijs+Rij

(Lijs+Rij)2 + (ω̄Lij)2
Ū2 1

s
(6)

GU→Q
ij (s) = 3

ω̄Lij

(Lijs+Rij)2 + (ω̄Lij)2
Ū (7)

where, Rij , Lij are resistance and inductance of the line and
Ū is the nominal line-to-ground RMS voltage. The argument
(s) is omitted in the rest of the paper.
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Assuming R/X is small, it is interesting to note that the
steady-state formulation of (2) and (3) reduces to the well-
known static power flow equations:

Pij = 3
X

Z2
Ū2 1

s
(ωi − ωj) (8)

Qij = 3
X

Z2
Ū(Ui − Uj) (9)

B. Line Power Flows Model

In this subsection the transfer function from the bus frequen-
cies and voltages to the active and reactive line power flows is
developed. We assume that every bus in the grid is connected
to either a VSI, an SG or a load, and that any zero-injection
buses have been eliminated (e.g. using Kron reduction [29]).
Then, dividing the buses into VSI buses, SG buses and load
buses, we can write:

PI
QI
PS
QS
PL
QL

 =

 G1 G2 G3

G4 G5 G6

G7 G8 G9



ωI
UI
ωS
US
ωL
UL

 (10)

Let p be the number of VSI buses, q the number of sync.
generator buses and l the number of load buses in the grid.
PI , QI ∈ Rp×1, PS , QS ∈ Rq×1 , PL, QL ∈ Rl×1 are vectors
with the active and reactive power injected by the VSIs,
sync. generators and loads (i.e. load powers usually have a
negative sign). The matrix transfer functions Gi(i = 1, . . . , 9)
are constructed using the power flow transfer functions in
equations (2) and (3), where G1 is of dimension 2p × 2p,
G2 of 2p× 2q, G3 of 2p× 2l, with the dimensions of G4,...,9

accordingly.
As example, consider a radial grid with 3 buses, with a load

connected at bus 1, a VSI at bus 2 and an SG at bus 3. Then,
G1,2,3 would be:

G1 =

[
Gω→P

21 +Gω→P
23 GU→P

21 +GU→P
23

Gω→Q
21 +Gω→Q

23 GU→Q
21 +GU→Q

23

]
(11)

G2 =

[ −Gω→P
23 −GU→P

23

−Gω→Q
23 −GU→Q

23

]
(12)

G3 =

[ −Gω→P
21 −GU→P

21

−Gω→Q
21 −GU→Q

21

]
(13)

The frequency and voltage at the load buses is generally
unknown. Assuming constant power loads, the dynamics are
reformulated such that the power drawn by the loads enters
the system as a disturbance. Thus, the power injected by the
generators can be written as a function of the generator bus
phasors, with the load power acting as a disturbance:

PI
QI
PS
QS

 = Ggrid


ωI
UI
ωS
US

+Gd

[
PL
QL

]
(14)

with

Ggrid =

[
G1 −G3G

−1
9 G7 G2 −G3G

−1
9 G8

G4 −G6G
−1
9 G7 G5 −G6G

−1
9 G8

]
(15)

Gd =

[
G3G

−1
9

G6G
−1
9

]
(16)

This formulation assumes G9 to be invertible, which is
always the case if all buses in the grid are connected.

It is important to note that Ggrid describes the dynamics of
the lines, but does not contain the dynamics of the generation
units and sensors. The following sections will present a way
to model these dynamics, and create a complete model of the
system.

C. Voltage Source Inverter Model

A specific advantage of the presented formulation is that
grey- and black-box models of VSIs can directly be incor-
porated, and no knowledge of the internal control loops and
dynamics is required. Assuming a VSI operating in Frequency-
Voltage mode, a simple way to model the closed-loop dynam-
ics is as an ideal voltage source with the following first-order
dynamics: [

ωI
UI

]
= GI

[
ω̄I
ŪI

]
(17)

GI = diag(
1

τωs+ 1
,

1

τUs+ 1
) (18)

where ω̄I , ŪI are the desired VSI bus frequency and voltage
magnitude, and τω, τU are the closed-loop time constants of
the frequency and voltage control loop. If the VSI is outfitted
with an L-type output filter, a simple way to model it is to
lump it with the parameters of the lines connected to the VSI.

The dynamics of the VSI transfer function can easily be
extended to include more complicated output filters, resonance
modes and time delays. If the internal control loops and
parameters are known, the model can also be augmented to
include an exact formulation of the complete VSI dynamics.

D. Synchronous Generator Model

The main frequency dynamics of a synchronous generator
are well represented through the swing equation [30]:

2H

ω̄
ω̇S = GPMP̄S,m − PS (19)

where P̄S,m, PS are the desired mechanical and the electrical
output power of the generator, H is the inertia constant and
GPM contains the dynamics of the prime mover. The resulting
transfer function is:

ωS =
[
GS,m GS,e

] [ P̄S,m
−PS

]
(20)

GS,m = GPM
ω̄

2Hs
, GS,e =

ω̄

2Hs

The voltage at an SG bus is commonly tightly regulated
by the internal AVR (Automatic Voltage Regulator) of the
machine. The closed-loop response of the AVR can again be
formulated as a transfer function:

US = GS,U ŪS (21)
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where ŪS is the desired SG bus voltage magnitude. A simple
way to model the prime mover and AVR dynamics is through
the following first-order dynamics:

GPM =
1

τms+ 1
, GS,U =

1

τUs+ 1
(22)

where [τm, τU ] are the time constants of the prime mover
and AVR.

E. Complete Model

Combining the transfer function models established in the
previous sections, it is now possible to construct the com-
plete dynamic phasor model of a grid with any number of
VSIs, SGs and constant power loads. The closed-loop block
diagram of the complete model is shown in Fig. 1. In a
classical formulation the controller transfer function matrices
KI ,KS,U ,KS,m would be the droop controllers. Gsens is
a (2p + 2q) × (2p + 2q) diagonal transfer function matrix
containing the sensor dynamics.

In order to achieve a form suitable for control design, the
plant is rewritten as single transfer function matrix Gcomp (as
indicated in Fig. 1), with the in- and outputs corresponding to
the classical droop control scheme. The inputs of Gcomp are
the setpoints of the VSI frequency, the VSI and SG voltage
magnitude and the SG mechanical input power. The outputs
are the VSI active power, the VSI and SG reactive power
and the SG frequency. To achieve this, first Ggrid from (14)
is partitioned and reordered such that the following transfer
functions are obtained:


PI
QI
PS
QS

 =


Gu→PI

grid GωS→PI
grid

Gu→QI
grid GωS→QI

grid

Gu→PS
grid GωS→PS

grid

Gu→QS
grid GωS→QS

grid


[

u
ωS

]
(23)

u =
[
ωI UI US

]T
Now, the single block transfer function of the plant can be

obtained as follows:


PI
QI
QS
ωS

 = Gcomp

[
ū

P̄S,m

]
, ū =

[
ω̄I ŪI ŪS

]T

Gcomp = Gsens


G11 G12

G21 G22

G31 G32

G41 G42


 GI 0 0

0 GS,U 0
0 0 I


(24)

where I is the identity matrix, and:

G11 = (Gu→PI
grid −GωS→PI

grid GS,eG51)

G12 = GωS→PI
grid (GS,m −GS,eG52)

G21 = Gu→QI
grid −GωS→QI

grid GS,eG51

G22 = GωS→QI
grid (GS,m −GS,eG52)

G31 = Gu→QS
grid −GωS→QS

grid GS,eG51

G32 = GωS→QS
grid (GS,m −GS,eG52)

G41 = GS,eG51

G42 = GS,m −GS,eG52

G51 = (I +GωS→PS
grid GS,e)

−1Gu→PS
grid

G52 = (I +GωS→PS
grid GS,e)

−1GωS→PS
grid GS,m

Written in this form, the matrix transfer function Gcomp can
readily be used for small-signal stability analysis and control
design. It describes accurately the electromagnetic and elec-
tromechanic dynamics of the grid, and common performance
criteria (e.g. load sharing, maximum frequency excursion)
can easily be formulated using standard robust control design
techniques.

III. CONTROL DESIGN METHOD

In this section a novel approach to fixed-structure, robust
control design based on the frequency response of multivari-
able systems and convex optimization is presented. For reasons
of space, only an abbreviated version of the method will be
presented in this section. A full theoretical exposition can be
found in [31].

A. Frequency Response Data

The system to be controlled is a Linear Time-Invariant
multivariable (LTI-MIMO) strictly proper system represented
by its frequency response G(jω) ∈ Cn×m, where m is the
number of inputs and n is the number of outputs. G(jω) is
assumed to be bounded in all frequencies except for a set Bg

including a finite number of frequencies that correspond to the
poles of G on the imaginary axis. Further, define ω ∈ Ω with:

Ω =

{
ω

∣∣∣∣− π

Ts
≤ ω ≤ π

Ts

}
\Bg (25)

where Ts is the sampling time of the controller.

B. Controller Structure

As the design is based upon frequency-domain methods, it
is possible to directly design discrete-time controllers using
the frequency response of either discrete- or continuous-time
plants. A fixed-structure discrete-time matrix transfer function
controller is considered. The controller is defined as K(z) =
X(z)Y (z)−1, where X(z) and Y (z) are polynomial matrices
in z. We have:

X(z) = Xpz
p + · · ·+X1z +X0 (26)

Y (z) = Izp + · · ·+ Y1z + Y0 (27)
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 PI
QI
QS



[
ωS

] [
ωS

]
[
PS

]
[
P̄S,m

]

 ω̄I
ŪI
ŪS

  ωI
UI
US


 PI

QI
PS
QS


[
ωref
S
]

 P ref
I

Qref
I

Qref
S

 GcompK

Fig. 1. Block diagram of the full dynamic phasor model.

where Xi ∈ Rm×n for i = 0, . . . , p and Yi ∈ Rn×n for
i = 0, . . . , p − 1 contain the controller parameters. Note that
Y (ejω) must be invertible ∀ω ∈ Ω.

C. Control performance

The control performance is defined as constraints on the
norm of weighted sensitivity functions. For example, a typical
performance specification for good tracking performance and
output disturbance rejection is to minimize the following
norm:

min
X,Y
‖W1S‖∞ (28)

where S = (I +GK)−1 is the sensitivity function and W1 is
the performance weight. In order to limit the control input and
prevent chattering, the following constraint can be considered:

‖W2KS‖∞ < 1 (29)

where KS is the input sensitivity and W2 is the input weight.
For a stable system H(z), the infinity-norm is defined as:

‖H‖∞ = sup
ω
σ̄[H(ejω)] (30)

where σ̄ denotes the maximum singular value. Note that the
weighting filters can be continuous- or discrete-time transfer
functions, or just simple numerical weights. Also, note that
reversely the boundedness of the spectral norm of H does not
guarantee the stability of H .

D. Convex Approximation

The performance specifications described in the previous
section lead to a non-convex optimization problem. In order
to convexify this problem, the performance constraints can be
represented by a set of convex-concave constraints, and can
then be approximated by an inner convex approximation based
on the linearization of the concave parts.

As an illustrative example, the optimization problem in (28)
can be written as:

min
X,Y

γ

subject to:
(W1S)∗(W1S) < γI, ∀ω ∈ Ω

(31)

where (·)∗ denotes the complex conjugate transpose. Replac-
ing K with XY −1 in the constraint gives:

[W1Y (Y +GX)−1]∗[W1Y (Y +GX)−1] < γI, ∀ω ∈ Ω (32)

Note that the dependency in ω has been omitted for
G(jω),K(ejω) and W1(ejω) in order to simplify the notation.
Multiplying both sides from the right by (Y +GX), and from
the left by its complex conjugate, leads to the following matrix
inequality:

[W1Y ]∗γ−1[W1Y ]− (Y +GX)∗(Y +GX) < 0, ∀ω ∈ Ω
(33)

which is a constraint on the difference between two quadratic
terms (a convex-concave constraint). In order to convexify the
constraint, the second quadratic term is linearized using the
following property:

P ∗P ≥ P ∗Pc + P ∗c P − P ∗c Pc (34)

where P = Y +GX and Pc ∈ Cn×m is any known complex
matrix. Let Pc = Yc +GXc, where Kc = XcY

−1
c is an initial

controller. Using the Schur complement, the constraint in (33)
can then represented by a linear matrix inequality:[

P ∗Pc + P ∗c P − P ∗c Pc (W1Y )∗

W1Y γI

]
> 0, ∀ω ∈ Ω (35)

This convex constraint is a sufficient condition for the spectral
constraint in (31) for any choice of Kc = XcY

−1
c . However,

this constraint will not necessarily represent a convex set of
stabilizing controllers. In fact, every unstable system with no
pole on the stability boundary has a bounded spectral norm.
The conditions on the linearization of the constraints such
that the closed-loop stability can be guaranteed is given in
the following theorem.
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Theorem 1: Given a plant model G, an initial stabilizing
controller Kc = XcY

−1
c with det(Yc) 6= 0,∀ω ∈ Ω, and

feasible solutions X and Y to the following LMI,

(Y +GX)∗(Yc +GXc) + (Yc +GXc)
∗(Y +GX) > 0 (36)

for all ω ∈ Ω, then the controller K = XY −1 stabilizes the
closed-loop system if

1) det(Y ) 6= 0,∀ω ∈ Ω.
2) The initial controller Kc and the final controller K share

the same poles on the stability boundary, i.e. det(Y ) =
det(Yc) = 0,∀ω ∈ By .

Proof: The proof is given in [31].
Remark: A necessary and sufficient condition for det(Y ) 6=

0 is Y ∗Y > 0. Since this constraint is concave, it can be
linearized to obtain the following sufficient convex constraint:

Y ∗Yc + Y ∗c Y − Y ∗c Yc > 0 (37)

Furthermore, the condition in (36) is automatically fulfilled
when considering an H∞ constraint on any closed-loop sen-
sitivity function.

E. Multimodel Uncertainty

An important specification in power grids is that the con-
troller should be robust towards structural changes in the grid,
such as topology changes or generator outages. One way to
incorporate this into the design process is as a multimodel un-
certainty. A system that has different frequency responses in g
different operating points can be represented by a multimodel
uncertainty set:

G(ejω) = {G1(ejω), G2(ejω), . . . , Gg(ejω)} (38)

This can easily be included in the presented framework
by formulating a different set of constraints for each model.
Let Pi = Y + GiX and Pci = Yc + GiXc. Again taking
the sensitivity problem in (28) as an example, the convex
formulation of this problem including the stability constraint
would be:

min
X,Y

γ

subject to:[
P ∗i Pci + P ∗ciPi − P ∗ciPci (W1Y )∗

W1Y γI

]
> 0

Y ∗Yc + Y ∗c Y − Y ∗c Yc > 0 (39)
for i = 1, . . . , g ; ∀ω ∈ Ω

F. Frequency Gridding and Iterative Algorithm

The convex optimization problem formulated in the previous
section contains an infinite number of constraints (i.e. ∀ω ∈ Ω)
and is called a semi-infinite problem. A common approach to
handle this type of constraints is to choose a reasonably large
set of frequency samples ΩN = {ω1, . . . , ωN} with:

ω1 ≥ 0, ωN =
π

Ts
(40)

and replace the constraints with a finite set of constraints at
each of the given frequencies. The complexity of the problem

scales linearly with the number of constraints, therefore N can
be chosen relatively large. Since all constraints are applied to
Hermitian matrices, the constraints for the negative frequencies
between −π/Ts and zero will be automatically satisfied.

Any LMI solver can be used to solve the optimization
problem and calculate a suboptimal controller K around a
stabilizing initial controller Kc. Since an inner convex ap-
proximation of the original non-convex problem is solved,
the performance criterion for K may be quite far from the
optimal value. The solution is to use an iterative approach
that solves the optimization problem multiple times, using the
calculated controller K of the previous step as the new initial
controller Kc. This choice always guarantees closed-loop sta-
bility (assuming the initial choice of Kc is stabilizing). Since
the objective function is non-negative and non-increasing, the
iteration converges to a local optimal solution of the original
non-convex problem. The iterative process can be stopped once
the change in the performance criterion is sufficiently small.

IV. SIMULATION EXAMPLE

In order to demonstrate their potential and versatility, the
dynamic phasor model and the control design method are
applied in a comprehensive simulation example. Using a model
based on a real-world medium-voltage distribution grid, three
distinct scenarios with decentralized and distributed control
architectures are investigated. The results are evaluated in
continuous-time nonlinear simulation using Simulink and the
Simpower toolbox.

A. Example Grid

A grid model based on the three-phase islanded Subnetwork
1 of the CIGRE benchmark medium voltage distribution
network is used [32]. The network is a meshed network with
mixed lines consisting of 11 buses (see Fig. 2).

The following modifications are made compared to the
original system: the nominal phase-to-phase voltage is set to
600 V. Only 2 VSI-interfaced battery storage units connected
to buses 5, 9 and a SG connected to bus 10 are considered.
The photovoltaics are assumed to operate in maximum power
point tracking mode and are absorbed into the loads. The
loads at buses 1, 5, 9 and 10 are neglected. Since the grid
is running in islanded mode, the loads and power ratings of
the generation units are scaled such that nominal generation
and load is at an equilibrium. To prevent the dynamics from
being dominated by a single generation unit, the power ratings
are in a similar range for all three units. The line impedances
of the grid are taken from [32], the other relevant parameters
are listed in Table I, including the values of the initial droop
controller. Rf , Lf are the resistance and inductance of the VSI
L-type output filters, Ro, Lo the resistance and inductance of
the internal impedance of the SG. Finally, the line between
buses 9 and 10 can be opened or closed, leading to a change
in topology.

B. Part 1: Improved Primary Control Performance

In a first step, the goal is to design a decentralized controller
to improve the frequency and voltage transient performance,
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Fig. 2. Model adapted from [32] with 11 buses, 3 inverter-interfaced batteries and 6 loads. The sign ↓ denotes the loads.

TABLE I
TEST GRID PARAMETERS

Base Values Sbase = 475 kVA, Ubase = 600 V, f = 50 Hz
Batteries
bus [5 9]
Rf = 0.01 Ω Lf = 10−4 H
τω = 5 · 10−4 τU = 5 · 10−4

P̄I [-0.2 0.3] pu
Q̄I [0.1263 -0.0905] pu
kVSI
p diag(2.625, 1.75) Hz

pu
kVSI
q diag(20, 20) V

pu
Diesel Generator
bus [10]
Ro = 1.8 ·10−3 Ω Lo = 8.2 ·10−7 H
H 1.5
τm = 0.1 τU = 0.1

P̄S [0.15] pu
Q̄S [-0.0105] pu
kSG
p

1
3.5

pu
Hz

kSG
q 20 V

pu

Loads
bus [3 4 6 7 8 11]
PL [0.045 0.039 0.05 0.007 0.053 0.03] pu
QL [0 0 0 0 0 0] pu

while maintaining proportional active power sharing. Using
the dynamic phasor model, the plant is formed as described in
Section II-E. The VSI output filters and the internal impedance
of the SG are lumped with the line impedances. The line 9-10
is assumed to be open. For the sensor dynamics, the active
and reactive power measurements are filtered using a first-
order low-pass filter with a cutoff frequency of 5 Hz. The SG
frequency measurement is assumed to not have any sensor
dynamics.

1) Performance Specifications: The closed-loop response
of the initial droop controller exhibits long settling times and
exorbitant ringing. In order to address these issues, a 4th-
order decentralized controller with a sampling time of Ts =
1 ms is designed that guarantees stability and proportional
power sharing, while significantly improving the transient
performance. The plant is chosen as G = Gcomp, which

has been defined in Section II-E. Furthermore, all inputs and
outputs of the plant are normalized to per unit, using the base
power and frequency given in Table I.

As objective function, the infinity norm of the weighted
sensitivity ‖W1S‖∞ is minimized, where the weighting filter
is chosen as W1 = I . Also, the maximum input sensitivity
is constrained, and a roll-off at high frequencies is added to
prevent undesired fast oscillations in the inputs:

‖W2KS‖ < 1 (41)

with

W−12 = 10 diag(kVSI
p , kVSI

q , kSG
q , kSG

p ) B

The desired droop gains are used to normalize the input
sensitivity accordingly. B is a second-order discrete-time But-
terworth low-pass filter with a cutoff frequency of 500 rad/s.

Proportional power sharing is maintained by constraining
the steady-state gains of the new controller to be equal to the
droop gains. The constraint can be formulated as follows:

X(1)Y (1)−1 = diag(kVSI
p , kVSI

q , kSG
q , kSG

p ) (42)

which can be expressed as:

4∑
i=1

Xi = diag(kVSI
p , kVSI

q , kSG
q , kSG

p )

4∑
i=1

Yi (43)

As stabilizing initial controller, the original droop controller
is used:

Xc(z) = diag(kVSI
p , kVSI

q , kSG
q , kSG

p ) ; Yc(z) = I (44)

The problem is sampled using 600 logarithmically-spaced
frequency points in the interval ΩN =

{
1, 103π

}
rad/s where

the upper limit is the Nyquist frequency of the controller.
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Finally, using the method presented in Section III, the con-
trol design problem is reformulated as a convex optimization
problem:

min
X,Y

γ (45)

subject to:[
P ∗Pc + P ∗c P − P ∗c Pc (W1Y )∗

W1Y γI

]
(jωn) > 0[

P ∗Pc + P ∗c P − P ∗c Pc (W2X)∗

W2X I

]
(jωn) > 0

[Y ∗c Y + Y ∗Yc − Y ∗c Yc] (jωn) > 0
4∑

i=1

Xi = diag(kp, kq) ·
4∑

i=1

Yi

ωn ∈ ΩN

where the first constraint is for the objective function, the
second constraint is to limit KS, the third constraint is the
stability condition from Eq. 37, and the fourth constraint is
for proportional power sharing. The optimization problem is
formulated in Matlab using Yalmip [33], and solved with
Mosek [34]. The algorithm converges within 8 iterations,
which takes less than 5 minutes on a standard desktop com-
puter in our simple implementation. The achieved maximum
singular values of the sensitivity and input sensitivity of the
original droop controller and the new controller are shown in
Fig. 3. It can be seen that the resonance peaks in the sensitivity
have been successfully attenuated, and that the input sensitivity
rolls off at high frequencies.

2) Simulation Results: To validate the performance, the
grid is simulated in Simulink using the Simpower toolbox,
and the performance of the new controller is compared with
the original droop controller. In Fig. 4 the evolution of the
frequency of the generators is shown after the active power
load at bus 3 is stepped up by 47.5 kW at t = 1 s. The improved
primary controller reduces the settling time from 0.9 s to 0.2 s,
an improvement of 80 % from the droop controller. The plots
also show that the ringing is successfully damped.

The active and reactive output power of the generators is
shown in Figs. 5 and 6. The settling time of the new controller
is again significantly improved, and the transients are smoother
with minimal ringing.

C. Part 2: Robustness Towards Topology Change

For the second part of this example, the line between buses
9 and 10 is closed, leading to a change in topology. While the
controller designed in Part 1 satisfies the desired performance
specifications as long as the line is open, there is no guarantee
of stability or performance when it is closed. Indeed, the
maximum singular value plots of the dynamic phasor models
of the two configurations (see Fig. 7) are noticeably different,
meaning that the grid dynamics effectively change when the
line is closed.

While the stability of the previous controller with line 9-10
closed could be determined a posteriori, a preferable approach
is to directly consider both models during the design process.

Frequency (rad/s)
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Fig. 3. Maximum singular value plots of the sensitivity S and input sensitivity
KS. Blue is the droop controller, red is the new controller.
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Fig. 4. Generator frequency after a load step. Blue is the droop controller,
red is the new primary controller.
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Fig. 7. Maximum singular value plots of the plant models Gcomp. Blue is
with line 9-10 closed, yellow is with line 9-10 open.

This can be done by introducing a multimodel uncertainty to
the control design problem, as described in Section III-E.

First, Gcomp is formed for line 9-10 open and closed
respectively. The optimization problem in Eq. (45) is then
solved for the multimodel case, using the same performance
specifications and initial controller. The performance of the
resulting controller after closing line 9-10 is evaluated in
simulation. The frequency of the generation units after line
9-10 is closed at t = 1 s is shown in Fig. 8 both for the
multimodel controller and controller calculated in Part 1. It can
be seen that the frequency transients of the VSIs are improved
by the multimodel design. Also, stability and performance are
guaranteed for both topologies by design.

D. Part 3: Distributed Secondary Control

While the controllers designed in Parts 1 and 2 improve the
transient performance, as can be seen in Fig. 4 the lack of
integral action still introduces a significant steady-state error
in the frequency after a load change. The simplest solution
for this issue would be to add decentralized integrators to the
controller of each generation unit. However, in practice this
approach is not feasible, as any bias in the measurements or
control inputs would render the system unstable. Therefore, the
controller structure is augmented with a distributed part that
fulfills the task of traditional centralized secondary frequency
control, but at a significantly higher bandwidth. In [11] a
distributed integral control scheme is proposed that adjusts
the active power setpoints of the generation units in order to
eliminate the frequency error. However, no method to tune the
controller gains is given. The presented control design method
will be used to calculate the gains such that the integral action
achieves a desired bandwidth, while guaranteeing closed-loop
stability and performance. It is important to point out that
the ability of our method to directly design discrete-time
controllers is critical in this example. Whereas the continuous-
time formulation of the distributed integral controller is stable
for any choice of positive controller gains, in discrete-time
decreasing the gains leads to a degradation of transient per-
formance, and eventually instability. Therefore, being able to
design the controller directly in discrete-time is a significant
advantage.
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According to [11], the distributed integral controller has the
following dynamics:

KI

[
δṖI
δṖS,m

]
= K−1P

[
ωI
ωS

]
− LcKP

[
δPI
δPS,m

]
(46)

KP = diag(kVSI
p , kSG

p )

where KI is a diagonal matrix containing the integral gains,
δPI , δPS,m are adjustments of the active power setpoints of
the VSIs and SG, and Lc is the Laplacian matrix of the
communication graph. For this example, a non-full graph is
assumed, where the generators at bus 5 and 10 are able to
communicate with the generator at bus 9, but not directly with
each other. Rewriting the controller as a discrete-time transfer
function with a sampling time Ts = 1 ms results in:[

δPI
δPS,m

]
= Kdist

[
ωI
ωS

]
(47)

Kdist = (KPKIz + (KPLcKP −KPKI))−1

The block diagram of the augmented system is shown in
Fig. 9, where K is the improved primary controller calculated
in the Part 2 of this example.

1) Performance Specifications: In order to design the gains
KI according to classical performance specifications, the plant
Gsec is formulated as follows:[

ωI
ωS

]
= Gsec

[
δPI
δPS,m

]
=

[
G11

sec G12
sec

G21
sec G22

sec

] [
δPI
δPS,m

]
(48)

[
δPI
δPS,m

]
= Kdist

[
ω̄I
ωS

]


ω̄I
ŪI
ŪS
P̄S,m

 = K



PI
QI
QS
ωS

−

δPI

0
0
0


−


0
0
0

δPS,m




PI
QI
QS
ωS

 = Gcomp


ω̄I
ŪI
ŪS
P̄S,m

-

-

�

�

Gsec

Fig. 9. Block diagram of the distributed secondary controller.

with

G11
sec = K(I +KGcomp)−1 G12

sec = (I +KGcomp)−1

G21
sec = (I +GcompK)−1 G22

sec = Gcomp(I +GcompK)−1

A straightforward choice for the controller structure is:

X = I, Y = K−1dist (49)

where Y is linear in KI . As a design objective, the gains
in KI are minimized. As (47) depends on the inverse of
KI , this in turn maximizes the bandwidth of the integral
action. Additionally, a constraint on the weighted sensitivity
is introduced to maintain a smooth transient:

‖W1S‖ < 1, W1 = 0.2I (50)

with S = (I + GsecKdist)
−1. The initial controller is formed

with KI = diag(103, 103, 103), which leads to a stabilizing
controller with a very low bandwidth. The problem is sampled
using 600 logarithmically-spaced frequency points in the inter-
val ΩN =

{
1, 103π

}
rad/s where the upper limit is the Nyquist

frequency of the controller. The resulting convex optimization
problem is as follows:

min
KI

γ (51)

subject to:
KI < γI[
P ∗Pc + P ∗c P − P ∗c Pc (W1Y )∗

W1Y γI

]
(jωn) > 0

[Y ∗c Y + Y ∗Yc − Y ∗c Yc] (jωn) > 0

ωn ∈ ΩN

2) Simulation Results: As before, the resulting controller
is evaluated in Simulink using the Simpower toolbox. In
Fig. 10 a comparison of the evolution of frequency of the
generators is shown after the active power load at bus 3 is
stepped up by 47.5 kW at t = 1 s. With the addition of
the distributed secondary controller, it can be seen that the
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Fig. 10. Generator frequency after a load step. Blue is the droop controller, red
is the improved primary controller, yellow is with the distributed controller.

frequency is returned to the nominal value within 0.5 s and
with no overshoot. The transient response of the droop and
improved primary controller are also plotted for comparison,
showing that the settling time of the latter is similar to that of
the distributed controller.

The active output power of the generators is shown in
Fig. 11. With the distributed controller, the output power
takes longer to settle at the new steady-state than with the
improved primary controller. However, the settling time is still
significantly smaller than that of the droop controller, and the
transients are smooth with minimal ringing.

V. CONCLUSION

A novel dynamic phasor model for low- and medium-
voltage power grids has been developed. It is a pure frequency-
domain model that accurately represents the electromagnetic
and electromechanic dynamics of lines, inverters, synchronous
machines and constant power loads. The model was then
successfully used to design fixed-structure multivariable ro-
bust controllers based on a new frequency-domain control
design method. Simulation results demonstrate the potential
of the approach to guarantee frequency and voltage transient
stability for a broad class of systems, while also achieving
various desired performance specifications. The method is
applicable to a wide spectrum of scenarios thanks to the
general formulation of the performance objectives, allowing
for a solution tailored to the specific problem at hand. In a
next step, the model will be expanded to encompass more
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Fig. 11. Generator active output power after a load step. Blue is the droop
controller, red is the improved primary controller, yellow is with the distributed
controller.

realistic models of VSIs and synchronous generators, as well
as other common grid components. A focus will be put
on the stability of distribution grids with large amounts of
photovoltaic generation and inverter-interfaced loads, which is
a complex and relevant issue in todays operation of power
grids.
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