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We present the quantum master equations for midsize molecules in the presence of an external magnetic field.
The Hamiltonian describing the dynamics of a molecule accounts for the molecular deformation and orientation
properties, as well as for the electronic properties. In order to establish the master equations governing the
relaxation of free-standing molecules, we have to split the molecule into two weakly interacting parts, a bath
and a bathed system. The adequate choice of these systems depends on the specific physical system under
consideration. Here we consider a first system consisting of the molecular deformation and orientation properties
and the electronic spin properties and a second system composed of the remaining electronic spatial properties.
If the characteristic time scale associated with the second system is small with respect to that of the first,
the second may be considered as a bath for the first. Assuming that both systems are weakly coupled and
initially weakly correlated, we obtain the corresponding master equations. They describe notably the relaxation
of magnetic properties of midsize molecules, where the change of the statistical properties of the electronic
orbitals is expected to be slow with respect to the evolution time scale of the bathed system.
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I. INTRODUCTION

Relaxation of molecular magnetic moments has been
observed in ferromagnetic clusters. De Heer et al. [1–3] and
Chatelain [4] investigated the deflection of iron clusters in
a Stern-Gerlach experiment, and Payne et al. [5] performed a
similar experiment for cobalt clusters. In contrast to the normal
deflection of single atoms [6–8], an anomalous one-sided
deflection is observed in the field gradient direction, which
can be attributed to spin relaxation processes within the
cluster [9,10].

The theoretical description of nonradiative molecular relax-
ation processes is a challenging problem. Several attempts to
explain the relaxation of molecular magnetic moments in terms
of resonant and phonon-assisted quantum tunneling can be
found in the literature [11,12]. Such purely phenomenological
approaches are, however, not satisfactory since they provide no
insight into the relaxation mechanism. A better understanding
can be attained within a statistical approach.

Here we adopt a quantum description of an open system [13]
that interacts with a bath [14]. The evolution of the system
is governed by quantum master equations. These equations
determine the evolution of the density operator satisfying
the von Neumann conditions [15] and allowing for a sta-
tistical description of the system [16]. Bloch, Wangsness,
and Redfield [17–19] developed the theoretical framework
of the master equations to describe relaxation. The general
form for the Markovian master equations was established by
Lindblad [20]. The Markovian master equations were used
to study vibrational relaxation processes in condensed media
by Lin [21] and Jean et al. [22], in molecules by Tung and
Yuan [23], May and Schreiber [24], Gao [25], and Linden
May [26].

We consider a system weakly coupled and weakly corre-
lated to a bath at statistical equilibrium [27]. The distinction
between the bath and the system is essentially determined
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by the respective characteristic time scales [13,14]. The time
scale characterizing the dynamics of the bath must be much
smaller than the time scale characterizing the dynamics of the
system [27,28]. These characteristic time scales depend on the
nature and the size of the system and of the bath.

We extend the formalism developed in [29] and apply it to
a free-standing molecule. The states involved in the evolution
of a molecule belong to a subspace of the Hilbert space
restricted to the neighborhood of the molecular ground state.
In principle, the choice of system and bath could depend on the
particular molecule under consideration. Here we attribute the
molecular deformation and orientation properties, as well as
the electronic spin properties to the system and the electronic
spatial properties to the bath. We expect this choice to be
adequate for the description of the relaxation of the net
molecular magnetic moment in a midsize molecule.

The explicit expression of the molecular Hamiltonian used
in our analysis is based on our recent work [30], where
the molecular orientation is treated as a genuine quantum
property. In that article, the Hamiltonian of the system is
expressed in terms of observables describing global and
internal physical properties of the system. In a classical
framework, these observables would refer to a rotating frame
attached to the molecule. However, this is impossible in a
quantum framework, since the positions of the nuclei, and thus
the orientation of the molecule, are described by operators. The
molecular orientation operator satisfies rotational canonical
commutation relations with the molecular orbital angular
momentum operator [30]. The dynamical contributions with
the spin properties of the nuclei can be neglected [31].

This article is organized in the following way. The descrip-
tion of a molecule is established in Sec. II. The mathematical
structure of the general master equations is detailed in Sec. III.
The master equations are specified for a system having
molecular deformation and orientation properties as well as
electronic spin properties, interacting with a bath having
electronic spatial properties and with an external magnetic
field in Sec. IV. Finally, explicit expressions for the transition
rates are given in Sec. V.
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II. DESCRIPTION OF A MOLECULE

A. Hilbert spaces

We consider a molecule composed of N nuclei and n

electrons. The properties of the N nuclei without spin are
described by the closed subspaces of the Hilbert space HN .
The properties of the n electrons are described by the closed
subspaces of the Hilbert space P [1n]H⊗n

e , where the Hilbert
space He describes the properties of a single electron and the
orthogonal projector P [1n], which projects the Hilbert space
H⊗n

e on the subspace of totally antisymmetric tensors of H⊗n
e ,

shall be expressed explicitly below. In this description, the
electrons are treated as fermions. The nature of the nuclei
does not need to be taken explicitly into account because the
overlap integrals are negligible. In order to build the Hilbert
space describing the properties of the molecule, we introduce
first the Hilbert space H, defined as

H = HN ⊗ H⊗n
e . (1)

The space of linear operators acting on the Hilbert space (1) is
expressed as

L(H) = L(HN ) ⊗ L
(
H⊗n

e

)
. (2)

The action of the permutation group Sn on the Hilbert space
H is specified by the unitary operator U (σ ) ∈ L(H) that acts
trivially on the Hilbert space HN , i.e.,

U (σ ) = 1N ⊗ Ue(σ ), (3)

where Ue(σ ) ∈ L(H⊗n
e ). The permutation group Sn acts on a

vector |ν1, . . . ,νn〉 ≡ |ν1〉 ⊗ · · · ⊗ |νn〉 ∈ H⊗n
e as

Ue(σ )|ν1, . . . ,νn〉 = |νσ−1(1), . . . ,νσ−1(n)〉. (4)

The relations (3) and (4) imply that

U (σ1)U (σ2) = ω(σ1,σ2)U (σ1σ2) ∀ σ1,σ2 ∈ Sn, (5)

where the phase factor is trivial, i.e., ω(σ1,σ2) = 1. The
homomorphism σ �→ U (σ ) is a unitary representation of the
permutation group Sn acting on the Hilbert space H.

In order to take into account the fermionic nature of the
electrons, the Hilbert space describing the properties of the
molecule, denoted HA+B for reasons that shall become clear
below, is defined as the isotypic component of type [1n] of
the Hilbert space H with respect to the unitary representation
U (σ ) of the permutation group Sn,

HA+B = P [1n] H, (6)

where the orthogonal projector P [1n] ∈ L(H) is given by

P [1n] = 1

n!

∑
σ∈Sn

ε(σ )U (σ ) (7)

and ε(σ ) ∈ {−1,1} denotes the signature of the permutation
σ ∈ Sn [29], which satisfies the condition

ε(σ1)ε(σ2) = ε(σ1σ2) ∀ σ1,σ2 ∈ Sn. (8)

The position Rμ and momentum Pμ of the nuclei, where
μ = 1, . . . ,N , belong to the space of linear operators L(HN ).
The position rν , momentum pν , and spin sν of the electrons,
where ν = 1, . . . ,n, belong to the space of linear operators

L(H⊗n
e ). As shown in Ref. [30], the position Rμ and momen-

tum Pμ of the nuclei, are related to the rotated position Rμ(ω)
and rotated momentum Pμ(ω) of the nuclei by the rotation
operator R(ω) that is a function of the molecular orientation
operator ω, i.e.,

Rμ(ω) = R(ω)−1 · (Rμ ⊗ 1⊗n
e − Q

)
,

Pμ(ω) = 1

2

{
R(ω),

(
Pμ ⊗ 1⊗n

e − Mμ

M P
)}

•
, (9)

where Mμ is the mass of the nucleus μ and M is the mass
of the molecule. The position Q and momentum P of the
center of mass of the molecule belong to the space of linear
operators L(H). The position rν , momentum pν , and spin sν

of the electrons are related the rotated position rν(ω), rotated
momentum pν(ω), and rotated spin sν(ω) of the electrons by
the rotation operator R(ω), i.e.,

rν(ω) = R(ω)−1 · (1N ⊗ rν − Q),

pν(ω) = R(ω) ·
(
1N ⊗ pν − m

MP
)

,

sν(ω) = R(ω) · sν,

(10)

where m is the mass of an electron. The positions Rμ(ω)
and rν(ω) and the momenta Pμ(ω) and pν(ω) can be
expressed in terms of internal properties. These properties
include the molecular orientation ω, the molecular orbital
angular momentum L(ω), the amplitudes of the molecular
deformations Qα , the momenta of the molecular deformation
Pα in the modes α = 1, . . . ,3N − 6, the electronic positions
qν , and the electronic momenta pν , where ν = 1, . . . ,n.

We decompose the molecule into a system A and a bath B,
such that the system A consists of the molecular deformation
and orientation properties and the electronic spin properties
and the bath B consists of the electronic spatial properties.
The Hilbert space H describing the properties of the molecule
is expressed as the tensor product of Hilbert space describing
different types of internal properties, i.e.,

H = (Hdef ⊗ Hori ⊗ H⊗n
s

)⊗ H⊗n
o . (11)

The Hilbert space Hdef = L2(R3N−6,dx3N−6) describes the
molecular deformations, the Hilbert space Hori = L2(SO(3),
sin θdψdθdϕ) describes the molecular orientation, with ψ ∈
[0,2π ), θ ∈ [0,π ], ϕ ∈ [0,2π ), the Hilbert space H⊗n

s = C2⊗n

describes the electronic spin properties, and the Hilbert
space H⊗n

o = L2(R3n,d3nx) describes the electronic spatial
properties.

The positions Rμ(ω) and rν(ω) and the momenta Pμ(ω)
and pν(ω) belong to the fiber bundle L(H) × L(L(Hori)).
The rotation operator R(ω), which is a function of the
molecular orientation operator ω and thus plays the role of
a superoperator, belongs to fiber L(L(Hori)). The amplitudes
and momenta of the molecular deformations Qα and Pα

belong to the space of linear operators L(Hdef). The molecular
orbital angular momentum L(ω) belongs to the space of linear
operatorsL(Hori). The spins sν(ω) belong to the space of linear
operators L(H⊗n

s ). The electronic positions and momenta qν

and pν belong to the space of linear operators L(H⊗n
o ).
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According to our choice of system A and bath B, the Hilbert
space (11) is recast as

H = HA ⊗ HB, (12)

where the Hilbert spaces HA and HB are expressed as

HA = Hdef ⊗ Hori ⊗ H⊗n
s and HB = H⊗n

o . (13)

The Hilbert spaces HA and HB are expressed as the direct sum
of the subspaces Hλ

A and Hλ′
B , which are invariant with respect

to the unitary representations σ �→ U (σ ) of the permutation
group Sn for all σ ∈ Sn, respectively,

HA =
⊕

λ

Hλ
A and HB =

⊕
λ′

Hλ′
B . (14)

The Hilbert spaces Hλ
A and Hλ′

B are called the isotypic
components of types λ and λ′ of the permutation group Sn in
the Hilbert spaces HA and HB , respectively. The substitution
of the relations (14) into the expressions (12) of the Hilbert
space H yields

H =
⊕
λ,λ′

Hλ
A ⊗ Hλ′

B . (15)

The substitution of the relations (15) into the expression (6)
for the Hilbert space HA+B of the molecule yields

HA+B = P [1n]
⊕
λ,λ′

Hλ
A ⊗ Hλ′

B . (16)

We seek to identify the tensorial products Hλ
A ⊗ Hλ′

B that do
not vanish after projection onto the isotypic component of type
[1n] of the permutation group Sn in the Hilbert space H. In
order to do so, we begin by writing the tensor product of the
irreducible representations D(λ) and D(λ′) of the permutation
group Sn acting on the tensor product of the Hilbert spaces Hλ

A

and Hλ′
B as the direct sum of the irreducible representations

D(λ′′) of the permutation group Sn acting on the Hilbert space
HA+B , i.e.,

D(λ) ⊗ D(λ′) =
⊕
λ′′

aλ′′D(λ′′), (17)

where aλ′′ is the multiplicity of the irreducible representation
D(λ′′). In particular, for the type λ′′ = [1n], the multiplicity
a[1n] of the irreducible representation D[1n] satisfies the
orthogonality condition [32,33],

a[1n] = 1

n!

∑
σ∈Sn

χ[1n](σ )∗χλ(σ )χλ′(σ )

= 1

n!

∑
σ∈Sn

χλ̃(σ )∗χλ′(σ ) = δλ̃λ′ , (18)

where χ[1n], χλ, χλ′ , and χλ̃ are the characters of the irreducible
representations D[1n], D(λ), D(λ′), and D(λ̃), and λ̃ is the type
of the irreducible representation D(λ̃) of the permutation group
Sn that is dual to D(λ). Thus, the expression (16) of the Hilbert
space HA+B of the molecule reduces to

HA+B = P [1n]
⊕

λ

Hλ
A ⊗ Hλ̃

B . (19)

The dual irreducible representation D(λ̃) is entirely determined
by the irreducible representation D(λ). Thus, in the expres-
sion (19) of the Hilbert spaceHA+B , the direct sum is restricted
to the type λ only [29]. In order to account explicitly for the
multiplicities nλ

A and nλ̃
B of the irreducible representations D(λ)

and D(λ̃) in the Hilbert spaces Hλ
A and Hλ̃

B , respectively, the
latter can be expressed as the direct sum of the Hilbert spaces
Hλ

Aa and Hλ̃
Bb, i.e.,

Hλ
A =

nλ
A⊕

a=1

Hλ
Aa and Hλ̃

B =
nλ̃

B⊕
b=1

Hλ̃
Bb. (20)

The substitution of the relations (20) into the expression (19)
of the Hilbert space HA+B of the molecular space yields

HA+B = P [1n]
⊕

λ

nλ
A⊕

a=1

nλ̃
B⊕

b=1

Hλ
Aa ⊗ Hλ̃

Bb. (21)

B. Irreducible representations of the permutation
group and spin quantum numbers

An irreducible representation D(λ) of the permutation group
Sn of type λ is associated with a partition of the integer n. A
Young diagram is a graphical representation of a partition of
n, where the integers of the partition are listed by decreasing
order [34]. It consists of n cells arranged in columns and
rows where the number of cells in a row cannot exceed the
number of cells in the previous row. The dual irreducible
representation D(λ̃) of the permutation group Sn of type λ̃

is associated with the transposed Young diagram obtained by
exchanging rows and columns. For example, the irreducible
representation D[n] consists of n cells on the first row, and the
irreducible representation D[1n], where [1n] = [1,1, . . . ,1] is
a partition of n, consists of n cells in the first column. The
irreducible representation D[1n] is the dual of the irreducible
representation D[n].

Since the spin properties of a single electron are described
by the two-dimensional Hilbert space Hs = C2, a Young
diagram associated with an irreducible representation D(λ) of
the permutation group Sn cannot have more than two rows [35].
The type λ is therefore determined by a partition λ = [λ1,λ2]
of n, where λ1 and λ2 are integers with λ1 � λ2. The Young
diagrams associated with the irreducible representations D(λ)

of the permutation group Sn of type λ = [λ1,λ2] are illustrated
in Fig. 1.

The dimension dλ of the irreducible representation D(λ) of
the permutation group Sn of type λ = [λ1,λ2] is given by [29]

dλ = λ1 − λ2 + 1

λ1 + 1

n!

λ1!λ2!
. (22)

FIG. 1. Young diagram with λ1 cells in the first row and λ2 cells
in the second row associated with the partition λ = [λ1,λ2] of n.
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The multiplicity nλ
A of the irreducible representation D(λ) of

the permutation group Sn in the Hilbert space Hλ
A is given by

nλ
A = λ1 − λ2 + 1. (23)

The dimensions dλ and dλ̃ of the irreducible representations
of the permutation group Sn of types λ = [λ1,λ2] and
λ̃ = [2λ2 ,1λ1−λ2 ] are the same, i.e., dλ = dλ̃ [32].

There is a one-to-one correspondence between the type
[λ1,λ2] of an irreducible representation D(λ) of the permutation
group Sn and the electronic spin quantum number s,

λ1 = n

2
+ s and λ2 = n

2
− s, (24)

because the irreducible representations of the rotation group
SO(3) commute with the irreducible representations of the
permutations group Sn [29]. Thus, for a fixed number n of
electrons, the type λ of the irreducible representation D(λ) and
the type λ̃ of the dual irreducible representation D(λ) of the
permutation group Sn are entirely determined by the electronic
spin quantum number s,

λ ≡ λ(s) =
[
n

2
+ s,

n

2
− s

]
,

λ̃ ≡ λ̃(s) = [2 n
2 +s ,12s

]
and λ̃(s) ≡ s̃(s) ≡ s̃. (25)

Henceforth, we shall denote the type of the isotypic compo-
nents Hλ

A and Hλ̃
B of the permutation group Sn in the Hilbert

spaces HA and HB , respectively, using the electronic spin
quantum number s and the type s̃, which is entirely determined
by s, i.e.,

Hλ
A → Hs

A and Hλ̃
B → Hs̃

B . (26)

Thus, the decomposition (19) of the Hilbert space HA+B

associated with the molecule is recast as

HA+B = P [1n]
⊕

s

Hs
A ⊗ Hs̃

B . (27)

Moreover, using the replacements

Hλ
Aa → Hs

Aa and Hλ̃
Bb → Hs̃

Bb, (28)

the decomposition (21) of the Hilbert space HA+B is recast as

HA+B = P [1n]
⊕

s

ns
A⊕

a=1

ns̃
B⊕

b=1

Hs
Aa ⊗ Hs̃

Bb, (29)

with the multiplicities nλ
A → ns

A and nλ̃
B → ns̃

B . The substi-
tution of the relations (24) into the expression (22) yields
the dimension ds of the irreducible representation D(s) of the
permutation group Sn,

ds = 2s + 1
n
2 + s + 1

n!(
n
2 + s

)
!
(

n
2 − s

)
!
, (30)

where ds = ds̃ . Similarly, the substitution of the relations (24)
into the expression (23) yields the multiplicity nλ

A → ns
A of the

irreducible representation D(s) of the permutation group Sn in
the Hilbert space Hs

A and is expressed as

ns
A = 2s + 1. (31)

C. Spaces of linear operators

The decomposition (12) implies that the space of linear
operators L(H) acting on the Hilbert space H can be
decomposed as

L(H) = L(HA) ⊗ L(HB), (32)

where L(HA) and L(HB) are the spaces of linear operators
acting, respectively, on the Hilbert spaces HA and HB . A
unitary representation U (σ ) ∈ L(H) of the permutation group
Sn in the Hilbert space H associated with the molecule
decomposes as

U (σ ) = UA(σ ) ⊗ UB(σ ), (33)

with the unitary representations UA(σ ) ∈ L(HA) and UB(σ ) ∈
L(HB). Any observable of the molecule can be described
by a linear operator O ∈ L(H)A+B , which commutes with
the unitary representation of the permutation group Sn in the
Hilbert space H,

[O,U (σ )] = 0 ∀ σ ∈ Sn, (34)

since the n electrons are indiscernible. The commutation
relation (34) implies that the space of linear operators
L(H)A+B is given by the isotypic component of type [n] of the
permutation group Sn in the space of linear operators L(H),

L(H)A+B = P [n]L(H), (35)

where the orthogonal projector P [n] ∈ L(L(H)) is a superop-
erator given by

P [n] = 1

n!

∑
σ∈Sn

U (σ ) (36)

and the unitary representation U (σ ) ∈ L(L(H)) is a superop-
erator that acts on the space of linear operatorsL(H) according
to

U (σ )O = U (σ )OU (σ )−1. (37)

Any observable of the system A can be described by a
linear operatorOA ∈ L(HA), which commutes with the unitary
representation of the permutation group Sn in the Hilbert space
HA,

[OA,UA(σ )] = 0 ∀ σ ∈ Sn. (38)

Similarly, any observable of the system A can be described
by a linear operator OB ∈ L(HB), which commutes with the
unitary representation of the permutation group Sn in the
Hilbert space HB ,

[OB,UB(σ )] = 0 ∀ σ ∈ Sn. (39)

The dynamics of the molecule is characterized by an Hamil-
tonian H ∈ L(H)A+B such that

H = HA ⊗ 1B + 1A ⊗ HB + Hint, (40)

where the Hamiltonian HA ∈ L(HA) describes the free evolu-
tion of the system A, the Hamiltonian HB ∈ L(HB) describes
the free evolution of the bath B and the Hamiltonian Hint ∈
L(H)A+B represents the interaction between the system A and
the bath B. According to the conditions (34)–(39), the Hamil-
tonians H , HA, HB , and Hint commute with the corresponding
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unitary representations of the permutation group, i.e.,

[H,U (σ )] = 0 ∀ σ ∈ Sn,

[HA,UA(σ )] = 0 ∀ σ ∈ Sn,

[HB,UB(σ )] = 0 ∀ σ ∈ Sn,

[Hint,U (σ )] = 0 ∀ σ ∈ Sn. (41)

The spaces of linear operators L(HA) and L(HB) are
expressed as the direct sum of the of the subspaces L(HA)μ

and L(HB)μ
′
, which are invariant with respect to the unitary

representations σ �→ U (σ ) of the permutation group Sn for
all σ ∈ Sn, respectively,

L(HA) =
⊕

μ

L(HA)μ,

L(HB) =
⊕
μ′

L(HB)μ
′
. (42)

The spaces of linear operators L(HA)μ and L(HB)μ
′

are the
isotypic components of types μ and μ′ of the permutation
group Sn in the spaces of linear operators L(HA) and L(HB),
respectively. The substitution of the relations (42) into the
decomposition (32) yields

L(H) =
⊕
μ,μ′

L(HA)μ ⊗ L(HB)μ
′
. (43)

The substitution of the relation (43) in the expression (35) of
the space of linear operators L(H)A+B yields

L(H)A+B = P [n]
⊕
μ,μ′

L(HA)μ ⊗ L(HB)μ
′
. (44)

We seek to identify the tensorial products L(HA)μ ⊗ L(HB)μ
′

that do not vanish after projection onto the isotypic component
of type [n] of the permutation group Sn in the space of linear
operators L(H). In order to do so, we begin by writing the
tensor product of the irreducible representations D(μ) and D(μ′)

of the permutation group Sn acting on the tensor product of the
space of linear operators L(HA)μ and L(HB)μ

′
as the direct

sum of the irreducible representations D(μ′′) of the permutation
group Sn acting on the space of linear operators L(H)A+B , i.e.,

D(μ) ⊗ D(μ′) =
⊕
μ′′

aμ′′D(μ′′), (45)

where aμ′′ is the multiplicity of the irreducible representation
D(μ′′). In particular, for the type μ′′ = [n], the multiplicity a[n]

of the irreducible representation D[n] satisfies the orthogonal-
ity condition [32,33],

a[n] = 1

n!

∑
σ∈Sn

χ[n](σ )∗χμ(σ )χμ′(σ )

= 1

n!

∑
σ∈Sn

χμ(σ )∗χμ′(σ ) = δμμ′ , (46)

where χ[n], χμ, and χμ′ are the characters of the irreducible
representations D[n], D(λ), and D(μ), respectively. Thus, the
expression (44) of the space of linear operators L(H)A+B of

the molecule reduces to

L(H)A+B = P [n]
⊕

μ

L(HA)μ ⊗ L(HB)μ. (47)

In order to account explicitly for the multiplicities N
μ

A and N
μ

B

of the irreducible representation D(μ) in the spaces of linear
operators L(HA)μ and L(HB)μ, respectively, the latter can be
expressed as the direct sum of the spaces of linear operators
L(HA)μa and L(HB)μb , i.e.,

L(HA)μ =
N

μ

A⊕
a=1

L(HA)μa ,

L(HB)μ =
N

μ

B⊕
b=1

L(HB)μb . (48)

The substitution of the relations (20) into the expression (19)
of the Hilbert space HA+B of the molecule yields

L(H)A+B = P [n]
⊕

μ

N
μ

A⊕
a=1

N
μ

B⊕
b=1

L(HA)μa ⊗ L(HB)μb . (49)

D. Orthonormal vector basis

The state of the molecule is described by a ray of the
appropriate subspace of the Hilbert space HA+B associated
with the molecule.

The Hilbert space HA is supplied with an orthonormal
vector basis {|a,s,i〉}, where a is a list of numbers labeling
the physical properties described by the Hilbert space Hs

A

and i = 1, . . . ,ds . Similarly, the Hilbert space HB is supplied
with an orthonormal vector basis {|b,s̃,j 〉}, where b is a list
of numbers labeling the physical properties described by the
Hilbert space Hs̃

B and i = 1, . . . ,ds . The vectors |a,s,i〉 ∈ HA

and |b,s̃,j 〉 ∈ HB satisfy the orthonormality conditions, i.e.,

〈a′,s ′,i ′|a,s,i〉 = δa′aδs ′sδi ′i ,

〈b′,s̃ ′,j ′|b,s̃,j 〉 = δb′bδs̃ ′ s̃ δj ′j . (50)

In addition, the basis vectors are chosen such that the action of
the permutation group Sn on the sets of vectors {|a,s,i〉} and
{|b,s̃,j 〉} is given by

UA(σ )|a,s,k〉 =
ds∑

i=1

|a,s,i〉 ds
ik(σ ),

UB(σ )|b,s̃,�〉 =
ds∑

j=1

|b,s̃,j 〉 ds̃
j�(σ ), (51)

where the coefficients ds
ik(σ ) and ds̃

j�(σ ) are the matrix
elements of the so-called standard irreducible representations
d (s) and d (s̃) of the permutation group Sn. These coefficients
satisfy the orthogonality relations∑

σ∈Sn

ds ′
ij (σ )∗ds

k�(σ ) = n!

ds

δs ′sδikδj� (52)

and are always real. Henceforth, we consider that ds
ij (σ ) =

ds
ji(σ )∗ ∈ R.
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The vectors |a,s,k〉 and |b,s̃,�〉 are chosen to be eigenvec-
tors of the free Hamiltonians HA and HB , respectively. The
relevant spectra of the Hamiltonians HA and HB are assumed
to be discrete. The eigenvalue equations are given by

HA|a,s,k〉 = Es
a|a,s,k〉,

HB |b,s̃,�〉 = Es̃
b|b,s̃,�〉, (53)

where Es
a is the energy of the system A in the state |a,s,k〉

and Es̃
b is the energy of the bath in the state |b,s̃,�〉. The

degeneracies of the energies Es
a and Es̃

b are at least equal to
the dimension ds .

The orthonormal basis of the Hilbert space HA+B is
deduced from the decomposition (19). The dimension of
the irreducible representation D[1n] of the permutation group
Sn is d[1n] = 1 since d[n] = 1 according to relation (22).
According to the decomposition (29), a vector |a,b,s〉 ∈ HA+B

is expressed as a linear combination of the tensor products of
the vectors |a,s,j 〉 ∈ Hs

A and |b,s̃,k〉 ∈ Hs̃
B as [29]

|a,b,s〉 =
ds∑

j,k=1

c
ss̃[1n]
jk 1 |a,s,j 〉 ⊗ |b,s̃,k〉, (54)

where c
ss̃[1n]
jk 1 are the Clebsch-Gordan coefficients associated

with the projection of the Hilbert space Hs
A ⊗ Hs̃

B onto
the Hilbert space HA+B . The set of vectors {|a,b,s〉} is
an orthonormal basis of the Hilbert space HA+B associated
with the molecule, which implies that the vectors satisfy the
orthonormality condition

〈a′,b′,s ′|a,b,s〉 = δa′aδb′bδs ′s . (55)

The decomposition (54) and the orthonormality conditions
(50) and (55) imply that the Clebsch-Gordan coefficients
satisfy the condition

ds∑
j,k=1

c
ss̃[1n]
jk 1

∗
c
ss̃[1n]
jk 1 = 1, (56)

which is due to the fact that the Clebsch-Gordan coefficients
are matrix elements of a unitary (or even orthogonal) transfor-
mation.

We introduce the partially isometric operatorsPs
Aij

∈L(HA)
and P s̃

B ij
∈ L(HB) mapping the vectors |a,s,j 〉 and |b,s̃,j 〉

onto the vectors |a,s,i〉 and |b,s̃,i〉, respectively, according to

P s ′
A ij |a,s,j 〉 = δs ′s |a,s,i〉,

P s̃ ′
B ij |b,s̃,j 〉 = δs̃ ′ s̃ |b,s̃,i〉. (57)

According to group theoretical developments [32], taking into
account the relations (51) and (57) and the orthogonality
relations (52), the operators P s

Aij
and P s̃

B ij
are expressed as

P s
Aij = ds

n!

∑
σ∈Sn

ds
ij (σ )∗UA(σ ),

P s̃
B ij = ds

n!

∑
σ∈Sn

ds̃
ij (σ )∗UB(σ ). (58)

The properties of the operators P s
Aij

and P s̃
B ij

are

P s
A
†
ij = P s

Aji and P s ′
A ijP s

Ak� = δs ′sδjkP s
Ai�,

P s̃
B

†
ij = P s̃

B ji and P s̃ ′
B ijP s̃

B k� = δs̃ ′ s̃ δjkP s̃
B i�. (59)

The orthogonal projectors Ps
A ∈ L(HA) and P s̃

B ∈ L(HB) are
the traces of the operators Ps

Aij
and P s̃

B ij
,

P s
A =

ds∑
i=1

P s
Aii = ds

n!

∑
σ∈Sn

χs(σ )∗UA(σ ),

P s̃
B =

ds∑
i=1

P s̃
B ii = ds

n!

∑
σ∈Sn

χs̃(σ )∗UB(σ ), (60)

where the characters χs(σ ) and χs̃(σ ) are the trace of the
irreducible representations D(s) and D(s̃) of the permutation
group Sn,

χs(σ ) =
ds∑

i=1

ds
ii(σ ) and χs̃(σ ) =

ds∑
i=1

ds̃
ii(σ ). (61)

Taking into account the decomposition (33), the orthogonal
projector P s on the Hilbert space Hs

A ⊗ Hs̃
B is given by

P s = ds

n!

∑
σ∈Sn

χs(σ )∗U (σ ). (62)

Note that, according to the definitions (7) and (62), the
projector P [1n] associated with the representation of type [1n]
is characterized by the character χ[1n](σ ) = ε(σ ).

The definitions (58) and (60) imply that operators OA ∈
L(HA) and OB ∈ L(HB) that satisfy the commutation rela-
tions (38) and (39) commute with the operators and P s

Aij
and

P s
A and with the operators P s̃

B ij
and P s̃

B , respectively,[
OA,P s

Aij

] = 0 and
[
OA,P s

A

] = 0,[
OB,P s̃

B ij

] = 0 and
[
OB,P s̃

B

] = 0. (63)

Using the properties (57) and (59) and the commutation
relations (63), we obtain the matrix elements associated with
the operators OA and OB ,

〈a′,s ′,j ′|OA|a,s,j 〉 = 〈a′,s ′,1|P s ′
A 1j ′OAP s

Aj1|a,s,1〉
= δs ′sδj ′j 〈a′,s,1|OA|a,s,1〉,

〈b′,s̃ ′,k′|OB |b,s̃,k〉 = 〈b′,s̃ ′,1|P s̃ ′
B 1k′OBP s̃

B k1|b,s̃,1〉
= δs̃ ′ s̃ δk′k 〈b′,s̃,1|OB |b,s̃,1〉. (64)

Adopting the notation

|a,s〉 ≡ |a,s,1〉 and |b,s̃〉 ≡ |b,s̃,1〉, (65)

the reduced matrix elements (64) are recast explicitly as

〈a′,s ′,j ′|OA|a,s,j 〉 = δs ′sδj ′j 〈a′,s|OA|a,s〉,
〈b′,s̃ ′,k′|OB |b,s̃,k〉 = δs̃ ′ s̃ δk′k 〈b′,s̃|OB |b,s̃〉. (66)
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Taking into account the definition (60) and using the notation
(65), the relations (57) require that

P s ′
A |a,s〉 = δs ′s |a,s〉,

P s̃ ′
B |b,s̃〉 = δs̃ ′ s̃ |b,s̃〉. (67)

E. Linear operator basis

The space of linear operators L(HA) is supplied with an
orthonormal operator basis {Oμ

Aaj }, where a = 1, . . . ,N
μ
a and

j = 1, . . . ,dμ. Similarly, the space of linear operators L(HB)
is supplied with an orthonormal operator basis {Oμ

Bbk}, where
b = 1, . . . ,N

μ

b and k = 1, . . . ,dμ. According to relation (22),
the dimension of the irreducible representation D[n] of the
permutation group Sn is d[n] = 1. According to the decom-
position (49), an operator O ∈ L(H)A+B can be expressed
as a linear combination of the tensor products of the linear
operators Oμ

Aaj ∈ L(HA)μa and Oμ

Bbk ∈ L(HB)μb as [29]

O =
⊕

μ

N
μ
a⊕

a=1

N
μ

b⊕
b=1

dμ∑
j,k=1

√
dμc

μμ[n]
jk 1 O

μ

Aaj ⊗ Oμ

Bbk, (68)

where the Clebsch-Gordan coefficients c
μμ[n]
jk 1 associated with

the projection of the space of linear operators L(HA)μ ⊗
L(HB)μ onto the space of linear operators L(H)A+B are given
by [32]

c
μμ[n]
jk 1 = 1√

dμ

δjk. (69)

This implies that the decomposition (68) reduces to

O =
⊕

μ

N
μ
a⊕

a=1

N
μ

b⊕
b=1

dμ∑
j=1

Oμ

Aaj ⊗ Oμ

Bbj . (70)

The unitary representation U (σ ) acting on the space of linear
operators L(H) can be expressed as

U (σ ) = UA(σ ) ⊗ UB(σ ), (71)

where UA(σ ) and UB(σ ) are the unitary representations acting,
respectively, on the spaces of linear operators L(HA) and
L(HB). The action of the permutation group Sn on the sets
of linear operators {Oμ

Aj } and {Oμ

Bj } is expressed as

UA(σ )Oμ

Aaj ≡ UA(σ )Oμ

AajUA(σ )−1 =
dμ∑
i=1

Oμ

Aaid
μ

ij (σ ),

UB(σ )Oμ

Bbj ≡ UB(σ )Oμ

BbjUB(σ )−1 =
dμ∑
i=1

Oμ

Bbid
μ

ij (σ ). (72)

We introduce the partially isometric superoperators Pμ

Aij
∈

L(L(HA)) and Pμ

B ij
∈ L(L(HB)) mapping the operators Oμ

Aj

and Oμ

Bj onto the operators Oμ

Ai and Oμ

Bi , respectively,
according to

Pμ′
A ij

Oμ

Aaj = δμ′μOμ

Aai,

Pμ′
B ij

Oμ

Bbj = δμ′μOμ

Bbi . (73)

According to group theoretical developments [32], taking into
account the orthogonality relations (52) and the relations (72)
and (73), the superoperators Pμ

Aij
and Pμ

B ij
are expressed as

Pμ

Aij
= dμ

n!

∑
σ∈Sn

d
μ

ij (σ )∗UA(σ ),

Pμ

B ij
= dμ

n!

∑
σ∈Sn

d
μ

ij (σ )∗UB(σ ). (74)

The properties of the superoperators Pμ

Aij
and Pμ

B ij
are

Pμ

A

†
ij

= Pμ

Aji
and Pμ′

A ij
Pμ

Ak�
= δμ′μδjkP

μ

Ai�
,

Pμ

B

†
ij

= Pμ

B ji
and Pμ′

B ij
Pμ

B k�
= δμ′μδjkP

μ

B i�
. (75)

The orthogonal projectors Pμ

A ∈ L(L(HA)) and Pμ

B ∈
L(L(HB)) are the traces of the superoperators Pμ

Aij
and Pμ

B ij
,

Pμ

A =
dμ∑
i=1

Pμ

Aii
= dμ

n!

∑
σ∈Sn

χμ(σ )∗UA(σ ),

Pμ

B =
dμ∑
i=1

Pμ

B ii
= dμ

n!

∑
σ∈Sn

χμ(σ )∗UB(σ ). (76)

III. GENERALIZED MASTER EQUATIONS

In this section, we detail the general structure of the
generalized master equations established in Ref. [29] for an
n-electron system and express them in a suitable way to
describe molecular dynamics.

A. Quantum master equations

The time-dependent density operator ρ(t) ∈ L(H)A+B de-
scribes the statistical state of the molecule on the characteristic
time scale t . It satisfies the von Neumann conditions [36],
which require ρ(t) to be a self-adjoint positive operator with
unit trace, i.e.,

ρ(t) = ρ(t)†, ρ(t)2 � ρ(t), Tr[ρ(t)] = 1. (77)

The density operator of the molecule may be written as [29]

ρ(t) = ρA(t) ⊗ ρB(t) + ηAB(t), (78)

where the reduced density operators ρA(t) ∈ L(HA) and
ρB(t) ∈ L(HB) describe the statistical state of the system
A and of the bath B, respectively, and the correlation
operator ηAB(t) ∈ L(H)A+B describes the statistical correla-
tions between the system A and the bath B. The reduced
density operators ρA(t) and ρB(t) satisfy the von Neumann
conditions [36],

ρA(t) = ρA(t)†, ρA(t)2 � ρA(t), TrA[ρA(t)] = 1,

ρB(t) = ρB(t)†, ρB(t)2 � ρB(t), TrB[ρB(t)] = 1. (79)
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The commutation relations (34)–(39) for the observables ρ(t),
ρA(t), ρB(t), and ηAB(t) read

[ρ(t),U (σ )] = 0 ∀ σ ∈ Sn,

[ρA(t),UA(σ )] = 0 ∀ σ ∈ Sn,

[ρB(t),UB(σ )] = 0 ∀ σ ∈ Sn,

[ηAB(t),U (σ )] = 0 ∀ σ ∈ Sn. (80)

We shall now express the reduced density operators ρA(t)
and ρB(t) as direct sums of square block operators and the
correlation operator ηAB(t) as a direct sum of rectangular
block operators. The reduced density operators ρA(t) ∈ L(HA)
and ρB(t) ∈ L(HB) can be decomposed into square blocks
operators according to

ρA(t) =
⊕

s

ρs
A(t) ≡

⊕
s

P s
AρA(t)P s

A

∣∣
Hs

A→Hs
A

,

ρB(t) =
⊕

s̃

ρs̃
B(t) ≡

⊕
s̃

P s̃
BρB(t)P s̃

B

∣∣
Hs̃

B→Hs̃
B

. (81)

Decomposition (81) is performed here in order to express later
the master equations as a set of coupled equations for block
operators defined by the spin quantum number s. Taking into
account the relation (72), the correlation operator ηAB(t) ∈
L(H)A+B can be decomposed as

ηAB(t) =
⊕

μ

N
μ
a⊕

a=1

N
μ

b⊕
b=1

dμ∑
j=1

η
μ

Aaj (t) ⊗ η
μ

Bbj (t). (82)

According to the relation (72), the action of the permutation
group Sn on the reduced correlation operators η

μ

Aaj (t) and
η

μ

Bbj (t) is expressed as

UA(σ )ημ

Aaj (t)UA(σ )−1 =
dμ∑
i=1

η
μ

Aai(t)d
μ

ij (σ ),

UB(σ )ημ

Bbj (t)UB(σ )−1 =
dμ∑
i=1

η
μ

Bbi(t)d
μ

ij (σ ). (83)

Similarly, the operators η
μ

Aaj (t) and η
μ

Bbj (t) can be decomposed
into rectangular block operators according to

η
μ

Aaj (t) =
⊕
s,s ′

η
sμs ′
Aaj (t) ≡

⊕
s,s ′

P s
Aη

μ

Aaj (t)P s ′
A

∣∣
Hs′

A →Hs
A

,

η
μ

Bbj (t) =
⊕
s̃,s̃ ′

η
s̃μs̃ ′
Bbj (t) ≡

⊕
s̃,s̃ ′

P s̃
Bη

μ

Bbj (t)P s̃ ′
B

∣∣
Hs̃′

B →Hs̃
B

. (84)

Taking into account the decomposition (84), the expression
(82) can be recast as

ηAB(t) =
⊕

μ

N
μ
a⊕

a=1

N
μ

b⊕
b=1

⊕
s,s ′

dμ∑
j=1

η
sμs ′
Aj (t) ⊗ η

s̃μs̃ ′
Bj (t). (85)

The substitution of the decompositions (81) and (85) into the
expression (78) yields

ρ(t) =
⊕

s

ρs
A(t) ⊗ ρs̃

B(t)

⊕
μ

N
μ
a⊕

a=1

N
μ

b⊕
b=1

⊕
s,s ′

dμ∑
j=1

η
sμs ′
Aaj (t) ⊗ η

s̃μs̃ ′
Bbj (t). (86)

The reduced density operators ρs
A(t) and ρs̃

B(t) are the
partial traces of the density operator ρ(t) restricted to the
Hilbert spaces Hs

A and Hs̃
B , respectively,

ρs
A(t) = Tr s̃

B[ρ(t)] and ρs̃
B(t) = Tr s

A[ρ(t)]. (87)

In order for the reduced density operators (87) to be expressed
as the partial trace of the density operator (86), the correlation
operator has to satisfy the conditions,

Tr s
A[ηAB(t)] = 0 and Tr s̃

B[ηAB(t)] = 0. (88)

The von Neumann conditions (77) on the density operator ρ(t),
the definitions (87) of the reduced density operators ρs

A(t) and
ρs̃

B(t) and the properties (88) of the correlation operator imply
that the reduced density operators satisfy the von Neumann
conditions; i.e.,

ρs
A(t) = ρs

A(t)†, ρs
A(t)2 � ρs

A(t),
∑

s

Tr s
A

[
ρs

A(t)
] = 1,

ρs̃
B(t) = ρs̃

B(t)†, ρs̃
B(t)2 � ρs̃

B(t),
∑

s̃

Tr s̃
B

[
ρs̃

B(t)
] = 1.

(89)

The master equation for the evolution of the reduced density
operator ρs

A(t) of the system A interacting with the bath B and
with an external field reads [29]

d

dt
ρs

A(t) = i

�

[
ρs

A(t),H s
A + �Hs

A + Hs
ext(t)

]
− 1

�

{
ρs

A(t),Gs
A

}+
∑
s ′

�s ′
s

(
ρs ′

A(t)
)
, (90)

where �Hs
A is a self-adjoint operator, Hs

ext(t) is the external
Hamiltonian, Gs

A � 0 is a self-adjoint and positive definite
operator, and �s ′

s [ρs ′
A(t)] is a linear operator. The external

Hamiltonian Hs
ext(t) is sufficiently slowly varying on the

characteristic time scale t . The Hamiltonian Hs
A is related to

the Hamiltonian HA by

Hs
A = P s

A HAP s
A

∣∣
Hs

A→Hs
A

. (91)

The operators �Hs
A and Gs

A commute with the Hamiltonian
Hs

A, i.e., [
�Hs

A, Hs
A

] = 0 and
[
Gs

A, Hs
A

] = 0. (92)

The operators �Hs
A, Gs

A, and the superoperator �s ′
s [ρs ′

A(t)]
account for the influence of the system “A” on the bath
B. The “self-energy” operator �Hs

A describes the shift of
the energy levels of the system A, the operator Gs

A ensures
the conservation of the unit trace of the operator ρA(t),
and the “fluctuation and dissipation” superoperator �s ′

s [ρs ′
A(t)]

accounts for fluctuations and dissipation. The operators ρs
A(t),

Hs
A, �Hs

A, Hs
ext(t), and Gs

A belong to the space L(HA). The
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superoperator �s ′
s [ρs ′

A(t)] belongs to the space L(L(HA)). This
superoperator couples the evolution equations for the reduced
density operators ρs

A(t) and ρs ′
A(t).

The master equation (90) was developed by the authors in
order to describe the dynamics of a system A interacting with a
bath B on a time interval �tA that is sufficiently large compared
to the correlation time τ corr

B , defined as the threshold above
which the correlation functions of the bath are negligible, and
sufficiently small compared to the evolution time τ evo

B , defined
as the threshold below which the time evolution of the bath is
negligible,

τ corr
B � �tA � τ evo

B . (93)

The physical validity of the master equation (92) is guaranteed
provided the statistical correlations between the system A and
the bath B are sufficiently small. Thus, if the molecule is
isolated, the master equation will be valid for a sufficiently
small time interval �tA. However, if electromagnetic fields
are included in the system, then the energy dissipation through
radiative processes allows the bath to be kept close to
equilibrium, thus ensuring that the condition (93) is satisfied.

B. Time evolution of the populations and coherences

According to our choice of orthonormal basis (53) and
taking into account the notation (65), the vectors |a,s〉 and
|b,s̃〉 are eigenvectors of the Hamiltonians HA and HB ,
respectively, i.e.,

HA|a,s〉 = Es
a|a,s〉, (94)

HB |b,s̃〉 = Es̃
b|b,s̃〉. (95)

The bath B is close to equilibrium on the relevant time
interval, which implies that the time-dependent reduced
density operator ρs̃

B(t) is the sum of a time-independent
density operator ρs̃

B that describes the equilibrium state and
a time-dependent density operator δρs̃

B(t) that describes the
deviations around the equilibrium state, i.e.,

ρs̃
B(t) = ρs̃

B + δρs̃
B(t). (96)

The eigenvalue equation for the density operator ρs̃
B is given by

ρs̃
B |b,s̃〉 = ps̃

b|b,s̃〉, (97)

where ps̃
b represents the “population” of an energy level

Es̃
b. The commutation relation (92) and the eigenvalue

equation (94) imply that the matrix elements associated with
the operator Gs

A are defined as

Gs
a′a ≡ δa′a〈a,s|Gs

A|a,s〉. (98)

The matrix elements Gs
aa are given by [29]

Gs
aa = π

∑
s ′

∑
a′′

∑
b,b′′

ps̃
bδ
(
Es

a − Es ′
a′′ + Es̃

b − Es̃ ′
b′′
)

×〈a,b,s|Hint|a′′,b′′,s ′〉〈a′′,b′′,s ′|Hint|a,b,s〉. (99)

The commutation relation (92) and the eigenvalue
equation (94) imply that the matrix elements associated
with the operator �HA are defined as, i.e.,

�Hs
a′a ≡ δa′a〈a,s|�HA|a,s〉. (100)

The matrix elements �Hs
aa are defined as [29]

�Hs
aa =

∑
s ′

∑
a′′

∑
b,b′′

ps̃
b

× 〈a,b,s|Hint|a′′,b′′,s ′〉〈a′′,b′′,s ′|Hint|a,b,s〉
Es

a − Es ′
a′′ + Es̃

b − Es̃ ′
b′′

(101)

if and only if the energy levels of the system A and of the
bath B differ, respectively, i.e., Es ′

a′′ = Es
a and Es̃ ′

b′′ = Es̃
b;

otherwise they vanish. The matrix elements associated with
the superoperator �s ′

s [ρs ′
A(t)] are given by [29]

〈a′′,s|�s ′
s

[
ρs ′

A(t)
]|a′′′,s〉 ≡

∑
s ′

∑
a,a′

�s ′aa′
sa′′a′′′ρ

s ′
aa′ (t), (102)

where the elements of the reduced density operator ρs ′
A(t) of

the system A are given by

ρs ′
aa′ (t) = ρs ′

a′a
∗
(t) ≡ 〈a,s ′|ρs ′

A(t)|a′,s ′〉
=
∑

b

〈a,b,s ′|ρ(t)|a′,b,s ′〉 (103)

and the fluctuation and dissipation coefficients �saa′
s ′a′′a′′′ are

given by [29]

�s ′aa′
sa′′a′′′ = �s ′a′a

sa′′′a′′
∗

= 2π

�

∑
b,b′′

ps̃ ′
b δ
(
Es ′

a − Es
a′′ + Es̃ ′

b − Es̃
b′′
)

×〈a′,b,s ′|Hint|a′′′,b′′,s〉〈a′′,b′′,s|Hint|a,b,s ′〉
(104)

if and only if the transition energies of the system A are equal,
i.e., Es ′

a − Es
a′′ = Es ′

a′ − Es
a′′′ ; otherwise they vanish. They

consist of an imaginary part that describes the fluctuations
(i.e., the so-called “Rabi oscillations”) and a real part that
describes the dissipation (i.e., the transition rates). The matrix
elements Hext

s
aa′ (t) of the external Hamiltonian Hext(t) are

written

Hext
s
aa′ (t) = 〈s,a|Hext(t)|s,a′〉. (105)

The definitions (99) and (104) imply

Gs
aa = �

2

∑
s ′

∑
a′′

�saa
s ′a′′a′′ . (106)

Using the relations (98) and (100)–(106), the matrix elements
of the master equation (90) are given by

d

dt
ρs

a′′a′′′ (t)=
∑
s ′

∑
a,a′

�s ′aa′
sa′′a′′′ρ

s ′
aa′ (t)

− 1

2

∑
s ′

∑
a,a′

(
�sa′′′a′′′

s ′a′a′ + �sa′′a′′
s ′a′a′

)
ρs

a′′a′′′ (t)

− i

�

(
Es

a′′ − Es
a′′′ + �Hs

a′′a′′ −�Hs
a′′′a′′′

)
ρs

a′′a′′′ (t)

− i

�

∑
a

[
Hext

s
a′′a(t)ρs

aa′′′(t) −Hext
s
aa′′′ (t)ρs

a′′a(t)
]
.

(107)
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The energy condition imposed on the fluctuation and
dissipation coefficients �s ′aa′

sa′′a′′′ , i.e.,

�s ′aa′
sa′′a′′′ = 0 ⇔ Es ′

a − Es ′
a′ = Es

a′′ − Es
a′′′ . (108)

The transition rate from the energy level Es
a to the energy

level Es ′
a′ are a subset of the fluctuation and dissipation

coefficients (108) given by

�s→s ′
a→a′ ≡ �saa

s ′a′a′

= 2π

�

∑
b,b′

ps̃
bδ
(
Es

a − Es ′
a′ + Es̃

b − Es̃ ′
b′
)

× |〈a′,b′,s ′|Hint|a,b,s〉|2, (109)

which corresponds to a generalization of Fermi’s golden rule
between the energy levels Es

a and Es ′
a′ , where the statistical

equilibrium of the bath B is taken into account via the probabil-
ity distribution ps̃

b. Taking into account the definition (109) of
the transition rates and the energy condition (108), the diagonal
component of the master equation (107) yields the evolution
of the “population” ps

a(t) ≡ ρs
aa(t) of the energy level Es

a , i.e.,

d

dt
ps

a(t) =
∑
s ′

∑
a′

[
�s ′→s

a′→a ps ′
a′(t) − �s→s ′

a→a′ ps
a(t)
]

− i

�

∑
a′

[
Hext

s
aa′ (t)ρs

a′a(t) − Hext
s
a′a(t)ρs

aa′(t)
]
.

(110)

Note that according to the relation (109), the transition rates
�s ′→s

a′→a and �s→s ′
a→a′ are real and positive definite.

The definition (109) of the transition rates and the energy
condition (108) imply that the evolution equation (107) for the
“coherences” ρs

aa′ (t) is given by

d

dt
ρs

aa′ (t)

=
[
�saa′

saa′ − 1

2

∑
s ′

∑
a′′

(
�s→s ′

a→a′′ + �s→s ′
a′→a′′

)]
ρs

aa′ (t)

− i

�

(
Es

a − Es
a′
)
ρs

aa′ (t) +
∑
s ′

∑
a′′,a′′′

�s ′a′′a′′′
saa′ ρs ′

a′′a′′′ (t)

− i

�

(
Es

a − Es
a′ + �Hs

aa − �Hs
a′a′
)
ρs

aa′ (t)

− i

�

∑
a′′

[
Hext

s
aa′′ (t)ρs

a′′a′ (t) − Hext
s
a′′a′(t)ρs

aa′′(t)
]
.

(111)

IV. RELAXATION OF A VIBRATIONAL, ROTATIONAL,
AND SPIN SYSTEM

This section is devoted to the description of dissipative
molecular processes, where the vibrational and rotational
molecular properties and the electronic spin properties are
coupled to a bath and to an external magnetic field. We
consider a molecule interacting with an external magnetic

field where the characteristic time scale associated with the
electronic orbital dynamics is sufficiently small compared to
the characteristic time scales of the electronic spin dynamics
and of the vibrational and rotational molecular dynamics. The
system A has vibrational and rotational molecular properties
and electronic spin properties, and the bath B has electronic
spatial properties. The system A and the bath B are assumed to
be weakly coupled and weakly correlated. In a first approach,
we do not take into account the dynamical contribution due to
the nuclear spins and consider only the electronic spins.

A. Hamiltonians

We briefly review the main results of Ref. [30]. In order
to obtain an explicit expression for the Hamiltonian of the
system HA, the Hamiltonian of the bath HB and the interaction
Hamiltonian Hint, it is necessary to separate the properties
associated with system A from the properties associated
with the bath B. The properties associated with system
A are functions of the molecular deformation amplitudes
and momenta Qα and Pα associated with the deformation
eigenmodes α of the molecular orbital angular momentum
L(ω) and of the spin sν(ω) of the electron ν. The properties
associated with the bath B that are function of the electronic
positions and momenta qν and pν . We consider that the center
of mass of the system is fixed as usual.

To first order, the molecular inertia tensor is given by

I(Q.) = I01 +
3N−6∑
α=1

IαQα + O(2), (112)

where I0 is the equilibrium molecular inertia tensor. The
inverse of the molecular inertia tensor is given by

I(Q.)
−1 = I−1

0 1 +
3N−6∑
α=1

Ĩ−1
α Qα + O(2), (113)

where Ĩ−1
α = I−1

0 · Iα · I−1
0 . The spatial symmetries of the inertia

tensor are expressed in terms of the molecular orientation
operator ω ∈ L(Hori). We introduce explicitly the operators
ek(ω) and ek(ω) that are obtained by performing a molecular
rotation described by the operator R(ω) on the basis vectors
ej and ej , i.e.,

ek(ω) = [ej · R(ω) · ek]ej ,

ek(ω) = [ek · R(ω) · ej ]ej , (114)

where we used the Einstein summation convention for the
spatial indices j = 1, . . . ,3. The operators ek(ω) and ek(ω)
belong to the fiber bundle R3 × L(Hori), where the base space
is R3 and the fiber is L(Hori). The basis vectors ek and ek

belong to the base space R3 and the molecular orientation
operator ω belongs to the fiber L(Hori). For given basis vector
sets {ej } and {ej }, the rotation operator R(ω) is chosen such
that the equilibrium molecular inertia tensor I0 is diagonal
with respect to the orthonormal operator basis {ek(ω)}, which
implies that the inverse equilibrium molecular inertia tensor I−1

0
is diagonal, too. The free Hamiltonians HA and HB containing
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the dominant dynamical contributions are defined as

HA =
3N−6∑
α=1

(
P 2

α

2
+ 1

2
ω2

αQα
2

)
+ 1

2
L(ω) · I−1

0 · L(ω)

− L(ω) · 〈�(q., p.)〉 − γe

n∑
ν=1

sν(ω) · 〈Bν(q., pν)〉

(115)

HB =
n∑

ν=1

p2
ν

2m
+ 1

2
�(q., p.) · I−1

0 · �(q., p.) + V (q.), (116)

where ωα is the angular frequency of the vibration eigenmode
α, �(q., p.) is the electronic orbital angular momentum and ω

is the molecular orientation operator. The molecular angular
velocity operator �(q., p.) is given by

�(q., p.) = I−1
0 · �(q., p.). (117)

The magnetic induction field operator Bν0(q., pν) generated
by the relative motion of the nuclei and the other electrons
with respect to the electron ν reads

Bν(q., pν) = 1

mc2
[Eν0(q.) × pν], (118)

where the electric field Eν0(q.) is the lowest-order term of
the series expansion of the electric field Eν(Q.,q.) exerted
on the electron ν in terms of the deformation operator Qα ,
i.e.,

Eν(Q.,q.) = Eν0(q.) + Eνα(q.)Qα + O(2). (119)

The last two terms of the expression (115) of the Hamiltonian
HA are polarization terms where the properties of the bath have
been averaged out. There is no polarization term associated
with the Coulomb potential due to the molecular equilibrium
condition established explicitly in Ref. [30]. The Coulomb
potential V (q.) to zeroth-order in the deformation operator
Qα is the sum of the electronic repulsion potential Ve−e(q.)
and the of the attraction potential VN−e(0)(q.) in the molecular
equilibrium configuration,

V (q.) = Ve−e(q.) + VN−e(0)(q.). (120)

The interaction Hamiltonian Hint consists of three different
parts: a deformation part Hdef describing the molecular
vibrations, an orientation part Hori describing the molecular
rotations, and a “spin-orbit” part HSO describing the dynamics
of the electronic spins, i.e.,

Hint = Hdef + Hori + HSO, (121)

to follow the convention used in atomic physics, which are
given to first order by

Hdef =
3N−6∑
α=1

Qα ⊗ ṼN−e(α)(q.), (122)

Hori = −ek(ω) · L(ω) ⊗ ek(ω) · �̃(q., p.), (123)

HSO = −γe

n∑
ν=1

ek(ω) · sν(ω) ⊗ ek(ω) · B̃ν(q., pν), (124)

where the operators acting on the Hilbert space of the bath are
defined as

ṼN−e(α)(q.) = VN−e(α)(q.) − 〈VN−e(α)(q.)〉1,
�̃(q., p.) = �(q., p.) − 〈�(q., p.)〉1,

B̃ν(q., pν) = Bν(q., pν) − 〈Bν(q., pν)〉1. (125)

Here we use the fact that the polarization terms do not
play any dynamical role and can be subtracted. The external
Hamiltonian Hext(t) consists of a spatial part and a spin part,
i.e.,

Hext(t) = −γ L(ω) · Bext(ω,t) − γe

n∑
ν=1

sν(ω) · Bext(ω,t),

(126)

where γ is the effective molecular magnetic ratio and Bext(ω,t)
is the rotated external magnetic field operator. The rotated
spin operator sν(ω) and the rotated external magnetic field
Bext(ω,t) are pseudovectorial operators that are functions of
the molecular orientation operator ω. They are respectively
related to the spin operator sν and the external magnetic field
Bext(t) in the following manner:

sν(ω) = (ω̂ · sν)ω̂ + [sν − (ω̂ · sν)ω̂] cos ω − (ω̂ × sν) sin ω,

(127)

Bext(ω,t) = [ω̂ · Bext(t)]ω̂ + {Bext(t) − [ω̂ · Bext(t)]ω̂} cos ω

− [ω̂ × Bext(t)] sin ω, (128)

where ω = √
ω · ω and ω̂ = ω/ω. The rotational identities

(127) and (128) generalize Rodrigues’ rotation formula for
vectorial operators. The transformation law for the spin
operator (127) is established explicitly in Appendix A, where
the operators sν and sν(ω) are treated as dimensionless
operators. The external magnetic field Bext(t) is a classical
field, but the rotated external magnetic field Bext(ω,t) is a field
operator since it is a function of the orientation operator ω.

B. Interaction Hamiltonian

According to the relation (121), the interaction Hamilto-
nian Hint consists of the deformation Hamiltonian Hdef, the
orientation Hamiltonian Hori, and the spin-orbit Hamiltonian
HSO. We shall now express these Hamiltonians as direct sums
of block operators [29].

Since the molecular deformation operator Qα is an observ-
able of the system A and the operator

Ṽα ≡ ṼN−e(α)(q.) (129)

is an observable of the bath B, they commute with the projec-
tors Ps

A and P s̃
B , respectively, according to the commutation

relations (63). These operators can be decomposed into square
block operators according to

Qα =
⊕

s

Qs
α ≡

⊕
s

P s
AQαP s

A

∣∣
Hs

A→Hs
A

,

Ṽα =
⊕

s̃

Ṽ s̃
α ≡

⊕
s̃

P s̃
B ṼαP s̃

B

∣∣
Hs̃

B→Hs̃
B

. (130)
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The substitution of the decompositions (130) into expression
(122) yields

Hdef =
⊕

s

3N−6∑
α=1

Qs
α ⊗ Ṽ s̃

α . (131)

Since the spatial k component of the molecular orbital
angular momentum operator,

Lk ≡ ek(ω) · L(ω), (132)

is an observable of the system A and the spatial k component
of the molecular angular velocity operator

�̃k ≡ ek(ω) · �̃(q., p.) (133)

is an observable of the bath B, they commute with the projec-
tors P s

A and P s̃
B , respectively, according to the commutation

relations (63). These operators can be decomposed into square
block operators according to

Lk =
⊕

s

Ls
k ≡

⊕
s

P s
ALkP s

A

∣∣
Hs

A→Hs
A

,

�̃k =
⊕

s̃

�̃s̃k ≡
⊕

s̃

P s̃
B�̃kP s̃

B

∣∣
Hs̃

B→Hs̃
B

. (134)

Using the Einstein summation convention for the spatial
indices k = 1, . . . ,3, the substitution of the decomposi-
tions (134) into the expression (123) yields

Hori = −
⊕

s

Ls
k ⊗ �̃s̃k. (135)

The spatial k component of the spin operator,

sνk ≡ ek(ω) · sν(ω), (136)

is not an observable of the system A and the spatial k

component of the magnetic induction field operator,

B̃k
ν ≡ ek(ω) · B̃ν(q., pν), (137)

is not an observable of the system B since they do not
commute with the unitary representations UA(σ ) and UB(σ )
of the permutation group Sn, respectively. The actions of the
permutation group Sn on the spin operator sνk and the operator
B̃k

ν are given, respectively, by

UA(σ )sνkUA(σ )−1 = sσ (ν)k, (138)

UB(σ )B̃k
ν UB(σ )−1 = B̃k

σ (ν). (139)

In order to account for the fact that the spin-orbit Hamil-
tonian HSO is an observable of the molecule, we decompose
the spin operator sνk into block operators that belong to the
space of linear operators L(HA)μ and the magnetic induction
field operator B̃k

ν into block operators that belong to the space
of linear operators L(HB)μ. The spin operator s

μ

νk ∈ L(HA)μ

and the magnetic induction field operator B̃μk
ν ∈ L(HB)μ are

defined, respectively, as [29]

s
μ

νk = Pμ

Asνk, (140)

B̃μk
ν = Pμ

B B̃μk
ν . (141)

Taking into account the decomposition (70) and the expres-
sions (140) and (141), the spin-orbit Hamiltonian (124) is
recast as

HSO = −γe

⊕
μ

n∑
ν=1

s
μ

νk ⊗ B̃μk
ν , (142)

where we used the Einstein summation convention again.
Using the relations (138) and (139) and the definition (76) of
the orthogonal projectors Pμ

A and Pμ

B , the spin operator (140)
and the operator (141) can be written explicitly as

s
μ

νk = dμ

n!

∑
σ∈Sn

χμ(σ )sσ (ν)k ≡
n∑

ν ′=1

aμν ′
ν sν ′k, (143)

B̃μk
ν = dμ

n!

∑
σ∈Sn

χμ(σ )B̃k
σ (ν) ≡

n∑
ν ′=1

aμν ′
ν B̃k

ν ′ , (144)

where ν ′ = σ (ν) and aμν ′
ν ∈ R since χμ(σ ) = χμ(σ )∗ ∈ R. As

established explicitly in Ref. [29], the coefficients aμν ′
ν are

given by

aμν ′
ν = dμ

n!

∑
σ∈Sn|σ (ν)=ν ′

χμ(σ )

= 1

n
δμ[n] +

(
δν ′
ν − 1

n

)
δμ[n−1,1]. (145)

According to the relation (143) and (145), the only nonvanish-
ing spin operators s

μ

νk are

s
[n]
νk = 1

n

n∑
ν ′=1

sν ′k ≡ 1

n
s

[n]
k ,

s
[n−1,1]
νk = sνk − 1

n

n∑
ν ′=1

sν ′k, (146)

where s
[n]
k is an observable of the system A since it is invariant

under the action of the permutation group Sn, i.e.,

UA(σ )s[n]
k UA(σ )−1 = s

[n]
k . (147)

Similarly, according to the relation (144) and (145), the only
nonvanishing operators B̃μk

ν are

B̃[n]k
ν = 1

n

n∑
ν ′=1

B̃k
ν ′ ≡ B̃[n]k,

B̃[n−1,1]k
ν = B̃k

ν − 1

n

n∑
ν ′=1

B̃k
ν ′ , (148)

where B̃[n]k is an observable of the bath B since it is invariant
under the action of the permutation group Sn, i.e.,

UB(σ )B̃[n]k UB(σ )−1 = B̃[n]k. (149)

In view of the relation (145) there are only two types of
nonvanishing irreducible representations of the permutation
group Sn, namely D[n] and D[n−1,1], which implies that the
spin-orbit Hamiltonian (142) can be expressed as a direct sum
according to

HSO = H
[n]
SO

⊕
H

[n−1,1]
SO , (150)
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where
H

[n]
SO = −γes

[n]
k ⊗ B̃[n]k, (151)

H
[n−1,1]
SO = −γe

n∑
ν=1

s
[n−1,1]
νk ⊗ B̃[n−1,1]k

ν . (152)

According to the relation (70), the spin-orbit Hamiltonian
H

[n−1,1]
SO has the decomposition

H
[n−1,1]
SO = −

n−1∑
j=1

s
[n−1,1]
kj ⊗ B̃

[n−1,1]k
j , (153)

where d[n−1,1] = n − 1 and a = b ≡ k = 1,2,3. Taking into
account the relation (72), the action of the permutation group
Sn on the spin operator s

[n−1,1]
kj and on the operator B̃

[n−1,1]k
j is

given by

UA(σ )s[n−1,1]
kj UA(σ )−1 =

dμ∑
i=1

s
[n−1,1]
ki d

[n−1,1]
ij (σ ),

UB(σ )B̃[n−1,1]k
j UB(σ )−1 =

dμ∑
i=1

B̃
[n−1,1]k
i d

[n−1,1]
ij (σ ). (154)

In order to formally identify the expressions (152) and
(153), we recast the spin operator s

[n−1,1]
kj in terms of the spin

operator sνk and the magnetic induction field operator B̃
[n−1,1]k
j

in terms of the magnetic induction field operator B̃k
ν according

to

s
[n−1,1]
kj = √

n

n∑
ν=1

aν
j sνk,

B̃
[n−1,1]k
j = 1√

n

n∑
ν=1

aν
j B̃

k
ν , (155)

where aν
j ∈ R. The coefficients aν

j ∈ R define n − 1 vectors
|aj 〉 ≡ (a1

j , . . . ,a
n
j ), that are orthogonal to the vector |an〉 ≡

(1, . . . ,1) and span the Hilbert space H[n−1,1]
A , i.e.,

〈an|aj 〉 = 0 and 〈aj |a�〉 = δj�, (156)

which is expressed explicitly in terms of the coefficients aν
j as

n∑
ν=1

aν
j = 0 and

n∑
ν=1

aν
j a

ν
� = δj�. (157)

Taking into account the relations (146), (148), and (155), the
coefficients aν

j have to satisfy the identity

n−1∑
j=1

aν
j a

ν ′
j = δνν ′ − 1

n
(158)

since the expressions (152) and (153) are equal. Relations
(157) and (158) do not uniquely determine the coefficients aν

j .
The coefficients with the highest symmetry are given by

aν
j = −δν

j + 1 + √
n

(n − 1)
√

n
if ν = 1, . . . ,n − 1,

an
j = − 1√

n
. (159)

The substitution of the relations (146) and (148) into the
expressions (154) taking into account the relations (138) and
(139) yields

d
[n−1,1]
j� (σ ) =

n∑
ν=1

a
σ (ν)
j aν

� . (160)

The spin operator s
[n]
k and the magnetic induction field

operator B̃[n]k can be decomposed into square blocks operators
according to

s
[n]
k =

⊕
s,s ′

s ′ = s

s
s ′[n]s
k ≡

⊕
s,s ′

s ′ = s

P s ′
As

[n]
k P s

A

∣∣
Hs

A→Hs′
A

,

B̃[n]k =
⊕
s̃,s̃ ′

s̃ = s̃ ′

B̃s ′[n]sk ≡
⊕
s̃,s̃ ′

s̃ = s̃ ′

P s̃ ′
B B̃[n]kP s̃

B

∣∣
Hs̃

B→Hs̃′
B

. (161)

The spin operator s
[n−1,1]
kj and the magnetic induction field

operator B̃
[n−1,1]k
j can be decomposed into strictly rectangular

blocks operators according to

s
[n−1,1]
kj =

⊕
s,s ′

s ′ = s

s
s ′[n−1,1]s
k ≡

⊕
s,s ′

s ′ = s

P s ′
As

[n−1,1]
kj P s

A

∣∣
Hs

A→Hs′
A

,

B̃
[n−1,1]k
j =

⊕
s̃,s̃ ′

s̃ = s̃ ′

B̃
s̃ ′[n−1,1]s̃k
j ≡

⊕
s̃,s̃ ′

s̃ = s̃ ′

P s̃ ′
B B̃

[n−1,1]k
j P s̃

B

∣∣
Hs̃

B→Hs̃′
B

.

(162)

The substitution of the decompositions (161) and (162) into
the expressions (151) yields

H
[n]
SO = −γe

⊕
s,s ′

s ′ = s

s
s ′[n]s
k ⊗ B̃s̃ ′[n]s̃k, (163)

H
[n−1,1]
SO = −γe

⊕
s,s ′

s ′ = s

n−1∑
j=1

s
s ′[n−1,1]s
kj ⊗ B̃

s̃ ′[n−1,1]s̃k
j . (164)

The operator H
[n]
SO generates transitions that do not change the

total electronic spin of the system A and the operator H
[n−1,1]
SO

generates transitions that change it.

C. External Hamiltonian

The operators �k
ext(t) and Bk

ext(t) are defined in terms of the
external field Bext(ω,t) as

�k
ext(t) ≡ γ ek(ω) · Bext(ω,t),

Bk
ext(t) ≡ ek(ω) · Bext(ω,t). (165)

Using the relations (132), (136), (146), and (165) the expres-
sion (126) of the external Hamiltonian Hext(t) is recast as

Hext(t) = −Lk�
k
ext(t) − γes

[n]
k Bk

ext(t). (166)
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The operators �k
ext(t) and ωk

ext(t) can be decomposed into
square block operators according to

�k
ext(t) =

⊕
s̃

�s̃k
ext(t) ≡

⊕
s̃

P s̃
B�k

ext(t)P s̃
B

∣∣
Hs̃

B→Hs̃
B

,

Bk
ext(t) =

⊕
s̃

Bs̃k
ext(t) ≡

⊕
s̃

P s̃
BBs̃k

ext(t)P s̃
B

∣∣
Hs̃

B→Hs̃
B

. (167)

The substitution of the decompositions (134), (161), and (167)
into the expressions (166) yields

Hext(t) = −
⊕

s

Ls
k�

sk
ext(t) − γe

⊕
s,s ′

s ′ = s

s
s ′[n]s
k Bsk

ext(t). (168)

D. Matrix elements of the spin-orbit Hamiltonian

According to the relation (150), the matrix elements of the
spin-orbit Hamiltonian HSO can be expressed as the sum of the
matrix elements of the spin Hamiltonians H

[n]
SO and H

[n−1,1]
SO ,

i.e.,

〈a′,b′,s ′|HSO|a,b,s〉
= 〈a′,b′,s ′|H [n]

SO |a,b,s〉 + 〈a′,b′,s ′|H [n−1,1]
SO |a,b,s〉. (169)

Expression (54) for the vectors |a,b,s〉 and the expression
(163) for the operator H

[n]
SO imply that the first term on the

right-hand side of relation (169) is explicitly expressed as

〈a′,b′,s ′|H [n]
SO |a,b,s〉

= −γe

ds∑
i,j = 1
i ′,j ′ = 1

c
s ′ s̃ ′[1n]∗
i ′j ′1 c

ss̃[1n]
ij1 〈a′,s ′,i ′|ss ′[n]s

k |a,s,i〉

× 〈b′,s̃ ′,j ′|B̃s̃ ′[n]s̃k|b,s̃,j 〉. (170)

The Wigner-Eckart theorem [37,38], applied to the irreducible
representations of the permutation group Sn, implies that the
matrix elements on the right-hand side of relation (170) reduce
to

〈a′,s ′,i ′|ss ′[n]s
k |a,s,i〉 = c

[n]ss ′
1ii ′ 〈a′,s ′|ss ′[n]s

k |a,s〉,
〈b′,s̃ ′,j ′|B̃s̃ ′[n]s̃k|b,s̃,j 〉 = c

[n]|s̃ s̃ ′
1jj ′ 〈b′,s̃ ′|B̃s̃ ′[n]s̃k|b,s̃〉, (171)

where we used the notation (65). According to the decompo-
sition (161), the spin quantum numbers are equal, i.e., s ′ = s,
in the relations (171), which implies that the Clebsch-Gordon
coefficients c

[n]ss ′
1ii ′ and c

[n]|s̃ s̃ ′
1jj ′ are given by

c
[n]ss ′
1ii ′ = δs ′sc

ss[n]
i ′i1 = δs ′sδi ′i ,

c
[n]|s̃ s̃ ′
1jj ′ = δs̃ ′ s̃ c

s̃s̃[n]
j ′j1 = δs̃ ′ s̃ δj ′j , (172)

according to the expression (69) since d[n] = 1. Taking into
account the orthonormality conditions (56) for the Clebsch-
Gordon coefficients and the reduced matrix elements (171) and
the Clebsch-Gordan coefficients (172), the matrix elements
(170) reduce to

〈a′,b′,s ′|H [n]
SO |a,b,s〉

= −γeδ
s ′s〈a′,s ′|ss ′[n]s

k |a,s〉〈b′,s̃ ′|B̃s̃ ′[n]s̃k|b,s̃〉. (173)

Expression (54) for the vectors |a,b,s〉 and the expression
(163) for the operator H

[n−1,1]
SO imply that the second term on

the right-hand side of relation (169) is explicitly expressed as

〈a′,b′,s ′|H [n−1,1]
SO |a,b,s〉

= −
ds∑

i,j = 1
i ′,j ′ = 1

c
s ′ s̃ ′[1n]∗
i ′j ′1 c

ss̃[1n]
ij1 γe

n−1∑
�=1

〈a′,b′,i ′|ss ′[n−1,1]s
k� |a,s,i〉

× 〈b′,s̃ ′,j ′|B̃s̃ ′[n−1,1]s̃k
� |b,s̃,j 〉. (174)

The Wigner-Eckart theorem [37,38], applied to the irreducible
representations of the permutation group Sn, implies that the
matrix elements on the right-hand side of relation (174) reduce
to

〈a′,s ′,i ′|ss ′[n−1,1]s
k� |a,s,i〉 = c

[n−1,1]ss ′
�ii ′ 〈a′,s ′|ss ′[n−1,1]s

k |a,s〉,
(175)

〈b′,s̃ ′,j ′|B̃s̃ ′[n]s̃k
� |b,s̃,j 〉 = c

[n−1,1]s̃ s̃ ′
�jj ′ 〈b′,s̃ ′|B̃s̃ ′[n−1,1]s̃k|b,s̃〉,

(176)

where we used the notation (65), and c
[n−1,1]ss ′
�ii ′ and

c
[n−1,1]s̃ s̃ ′
�jj ′ are the corresponding Clebsch-Gordon coefficients.

Taking into account the orthonormality conditions (56) for
the Clebsch-Gordon coefficients and the reduced matrix
elements (175), the matrix elements (174) reduce to

〈a′,b′,s ′|H [n−1,1]
SO |a,b,s〉

= −γeg
s ′s〈a′,s ′|ss ′[n−1,1]s

k |a,s〉〈b′,s̃ ′|B̃s̃ ′[n−1,1]s̃k|b,s̃〉,
(177)

where the coefficients gs ′s are expressed as a linear combina-
tion of products of the Clebsch-Gordon coefficients, i.e.,

gs ′s =
ds′∑

i ′,j ′=1

ds∑
i,j=1

c
s ′ s̃ ′[1n]∗
i ′j ′1 c

ss̃[1n]
ij1

×
n−1∑
�=1

c
[n−1,1]ss ′
�ii ′ c

[n−1,1]s̃ s̃ ′
�jj ′ , (178)

where s ′ = s. The operator H
[n−1,1]
SO can change the total

electronic spin s of the system A. The relation (177) implies
that the operator H

[n−1,1]
SO is expressed as

H
[n−1,1]
SO = −γe

⊕
s,s ′

gs ′ss
s ′[n−1,1]s
k ⊗ B̃s̃ ′[n−1,1]s̃k . (179)

Relations (150), (163), and (179) imply that the spin-orbit
Hamiltonian HSO can be expressed as a direct sum over the
types μ ∈ {[n],[n − 1,1]} of the irreducible representations
D(μ) of the permutation group Sn as

HSO = −γe

⊕
μ∈{[n],[n−1,1]}

⊕
s,s ′

gs ′μss
s ′μs

k ⊗ B̃s̃ ′μs̃k, (180)

where the coefficients gs ′[n]s = δs ′s and gs ′[n−1,1]s = gs ′s .
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E. Description of the system A

According to the decomposition (20) and to the identities
(26), (28), and (31), the Hilbert space Hs

A describing the
properties of the system A with a total electronic spin s is
expressed as

Hs
A =

2s+1⊕
a=1

Hs
Aa, (181)

where the index a accounts for the multiplicity 2s + 1 of
the irreducible representation D(s) in the Hilbert space Hs

A.
Henceforth, we shall use the magnetic spin quantum number
m as label for this multiplicity. According to the relations (13)
and (14) with the replacement λ → s, the Hilbert space (181)
is recast as

Hs
A =

s⊕
m=−s

Hdef ⊗ Hori ⊗ Hs
m, (182)

where the Hilbert space Hs
m = Cds . The vector |a,s,ĩ〉 ∈ Hs

A

is an eigenvector of the Hamiltonian HA of the system
A, where a labels the physical properties of the system.
These properties are given by the set of occupation numbers
{N•} of the 3N − 6 molecular vibration modes, the integers
L, M̃ , and Ñ describing the molecular orientation and
the total electronic spin magnetic quantum number m̃, i.e.,
a = {{N•},L,M̃,Ñ,m̃}, where −L � M̃ � L, −L � Ñ � L,
and −s � m̃ � s. According to the decomposition (182), the
eigenvector of the Hamiltonian HA, i.e.,

|a,s,ĩ〉 ≡ |{N•},L,M̃,Ñ,s,m̃,ĩ〉 ∈ Hs
A, (183)

is written explicitly in terms of the vector |{N•}〉 ∈ Hdef, the
vector |L,M̃,Ñ〉 ∈ Hori, and the vector |s,m̃,ĩ〉 ∈ Hs

m as

|{N•},L,M̃,Ñ,s,m̃,ĩ〉 = |{N•}〉 ⊗ |L,M̃,Ñ〉 ⊗ |s,m̃,ĩ〉.
(184)

F. Description of the molecular vibrations

The vector |{N•}〉 ∈ Hdef can be decomposed into a tensor
product of vectors associated with the vibrational excitation
modes α = 1, . . . ,3N − 6, i.e.,

|{N•}〉 = 1√
3N − 6

3N−6⊗
α=1

|Nα〉, (185)

that satisfy the orthonormality conditions, i.e.,

〈{N ′
•}|{N•}〉 =

3N−6∏
α=1

δN ′
αNα

,

〈N ′
α|Nα〉 = δN ′

αNα
∀ α. (186)

The set of vectors {|{N•}〉} is an orthonormal basis of the
Hilbert spaceHdef = L2(R3N−6,dx3N−6) and the set of vectors
{|Nα〉} is an orthonormal basis of the Hilbert space L2(R,dx).
The vectors |Nα〉 ≡ ψNα

are functions represented by

x �→ ψNα
(x). (187)

According to the relations (186) and (187), the coefficients
ψNα

(x) satisfy the orthogonality condition,∫
R

ψN ′
α
(x)∗ψNα

(x)dx = δN ′
αNα

. (188)

The annihilation and creation operators aα and a†
α of a

molecular vibrational excitation in the mode α are defined
as, i.e.,

aα = 1√
2�ωα

(Pα − iωαQα), (189)

a†
α = 1√

2�ωα

(Pα + iωαQα), (190)

where ωα is the angular frequency of the vibration mode α,
which implies that

Pα =
√

�ωα

2
(aα + a†

α), (191)

Qα = i

√
�

2ωα

(aα − a†
α). (192)

The canonical commutation relations read

[Pα,Qβ] = −i�δβ
α1. (193)

The definitions (191) and (192) and the canonical commutation
relations (193) imply that

[aα,a
†
α′ ] = δαα′1. (194)

The self-adjoint and positive definite operator Nα associated
with the molecular vibrational occupation number in the mode
ωα is defined as

Nα = a†
αaα. (195)

The basis vectors |{N•}〉 are eigenvectors of the operatorNα =
a†

αaα . The corresponding eigenvalue equation is given by

Nα|{N•}〉 = Nα|{N•}〉, (196)

where Nα is the occupation number of the mode α. The action
of the annihilation and creation operators on the eigenvector
|{N•}〉 is given by

aα|{N•}〉 =
√

Nα |{N• − δα
• }〉,

a†
α|{N•}〉 =

√
Nα + 1 |{N• + δα

• }〉. (197)

The definition (192) of the molecular deformation operator
Qα in the vibrational mode α and the action (197) of the
creation and annihilation operators a†

α and aα on the vector
|{N•}〉 imply that the matrix elements of the molecular
deformation operator Qα have to satisfy the condition

〈{N• ± δα
• }|Qα|{N•}〉 = ∓ic

ωαNα± , (198)

where the coefficients c
ωαNα± defined as

c
ωαNα± =

√
Nα ± 1

2 (1 ± 1)

�ωα

(199)

satisfy the condition

c
ωαNα+ = c

ωαNα+1
− . (200)
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The matrix elements (198) impose the molecular vibration
selection rules on the occupation numbers Nα , N ′

α , Nβ , and
N ′

β of the vibration modes α and β = α,

|N ′
α − Nα| � 1 and |N ′

β − Nβ | = 0 ∀β = α. (201)

G. Description of the molecular rotations

The set of vectors {|L,M,N〉} is an orthonormal basis of
the Hilbert space Hori = L2(SO(3), sin θdψdθdϕ), i.e.,

〈L′,M ′,N ′|L,M,N〉 = δL′LδM ′MδN ′N . (202)

The vectors |L,M,N〉 are defined in terms of the matrix
elements dL

MN of the irreducible representation D(L) of the
rotation group SO(3) as

|L,M,N〉 ≡
√

2L + 1

8π2
dL

MN, (203)

where the function dL
MN defined as

(ψ,θ,ϕ) �→ dL
MN (ψ,θ,ϕ) (204)

yields the Wigner d-matrix elements dL
MN (ψ,θ,ϕ) [39].

According to the relations (202), (203), and (204), the
coefficients dL

MN (ψ,θ,ϕ) satisfy the orthogonality condition,∫
SO(3)

dL′
M ′N ′ (ψ,θ,ϕ)∗dL

MN (ψ,θ,ϕ) sin θdψdθdϕ

= 8π2

2L + 1
δL′LδM ′MδN ′N. (205)

The rotational part of the free Hamiltonian (115) of the system
is expressed as

H rot
A =

3∑
k=1

(
L2

k

2I0k

− 〈�k〉Lk

)
, (206)

where I0k = ek(ω) · I0 · ek(ω) is a moment of inertia of the
molecule. The eigenvectors |L,M̃,Ñ〉 of the Hamiltonian H rot

A

are related to the vectors |L,M,N〉 by a unitary transformation
in a Hilbert space of dimension (2L + 1)2, i.e.,

|L,M̃,Ñ〉 =
L∑

M=−L

L∑
N=−L

cM̃Ñ
MN |L,M,N〉, (207)

where the coefficients cM̃Ñ
MN satisfy the orthogonality condition,

L∑
M=−L

L∑
N=−L

cM̃Ñ∗
MN cM̃Ñ

MN = 1. (208)

The irreducible representation D(L)(ψ,θ,ϕ) of the rotation
group SO(3) is parametrized in terms of the Euler angles
(ψ,θ,ϕ) as

D(L)(ψ,θ,ϕ) = e− i
�

ψL3e− i
�

θL2e− i
�

ϕL3 , (209)

where the molecular orbital angular momentum operators L1,
L2, and L3 given by [40]

L1 = i�

(
cos ϕ

sin θ

∂

∂ψ
− sin ϕ

∂

∂θ
− cos ϕ

tan θ

∂

∂ϕ

)
,

L2 = i�

(
sin ϕ

sin θ

∂

∂ψ
+ cos ϕ

∂

∂θ
− sin ϕ

tan θ

∂

∂ϕ

)
, (210)

L3 = i�
∂

∂ϕ
,

satisfy the anomalous commutation relations (i.e., with a
negative sign on the right-hand side),

[L1,L2] = −i�L3. (211)

The complex coefficients dL
MN (ψ,θ,ϕ) have the property

dL
MN (ψ,θ,ϕ) = dL

NM (ϕ,θ,ψ). (212)

Taking into account the property, the irreducible representation
D(L)(ϕ,θ,ψ) of the rotation group SO(3) is parametrized in
terms of the Euler angles (ϕ,θ,ψ) as

D(L)(ψ,θ,ϕ) = e− i
�

ϕL̃3e− i
�

θL̃2e− i
�

ψL̃3, (213)

where the molecular orbital angular momentum operators
L̃1, L̃2, and L̃3 are obtained from the molecular orbital
angular momentum operators L1, L2, and L3, respectively,
by interchanging the precession and eigenrotation angles, i.e.,
ψ ↔ ϕ,

L̃1 = i�

(
−cos ψ

tan θ

∂

∂ψ
− sin ψ

∂

∂θ
+ cos ψ

sin θ

∂

∂ϕ

)
,

L̃2 = i�

(
− sin ψ

tan θ

∂

∂ψ
+ cos ψ

∂

∂θ
+ sin ψ

sin θ

∂

∂ϕ

)
, (214)

L̃3 = i�
∂

∂ψ
.

These operators satisfy the anomalous commutation relations
(i.e., with a negative sign on the right-hand side),

[L̃1,L̃2] = −i�L̃3. (215)

The molecular orbital angular momentum operators L1, L2,
L3 and L̃1, L̃2, L̃3 commute; i.e.,

[Li,L̃k] = 0 ∀ i,k = 1, . . . ,3. (216)

The Casimir operator L2 = L2
1 + L2

2 + L2
3 of the Lie algebra

so(3) is expressed in terms of the molecular orbital angular
momentum operators as [40]

L2 = L2
1 + L2

2 + L2
3 = L̃2

1 + L̃2
2 + L̃2

3. (217)

The expressions (210), (214), and (217) imply that the Casimir
operator is explicitly expressed in terms of the Euler angles as

L2 = −�
2

[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)

+ 1

sin2 θ

(
∂2

∂ψ2
− 2 cos θ

∂

∂ψ∂ϕ
+ ∂2

∂ϕ2

)]
(218)

and commutes with the molecular orbital angular momentum
operators, i.e.,

[L2,Li] = [L2,L̃i] = 0 ∀ i = 1,2,3. (219)
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The normalized vectors |L,M,N〉 are eigenvectors of the
operators L2, L3, and L̃3 [40], i.e.,

L2|L,M,N〉 = �
2L(L + 1)|L,M,N〉, (220)

L3|L,M,N〉 = �M|L,M,N〉, (221)

L̃3|L,M,N〉 = �N |L,M,N〉. (222)

The operators L± and L̃± are defined as

L± = L1 ∓ iL2 and L̃± = L̃1 ∓ iL̃2. (223)

Thus, L∓ = L
†
± and L̃∓ = L̃

†
±, which implies that

L1 = 1

2
(L+ + L−) and L2 = − i

2
(L+ − L−), (224)

L̃1 = 1

2
(L̃+ + L̃−) and L̃2 = − i

2
(L̃+ − L̃−). (225)

The action of the operators (223) on the vectors |L,M,N〉 is
expressed as

L±|L,M,N〉 = �cLM
± |L,M ± 1,N〉, (226)

L̃±|L,M,N〉 = �cLN
± |L,M,N ± 1〉, (227)

where the real coefficients cLM
± and cLN

± given by

cLM
± =

√
L(L + 1) − M(M ± 1)

=
√

(L ∓ M)(L ± M + 1),

cLN
± =

√
L(L + 1) − N (N ± 1)

=
√

(L ∓ N )(L ± N + 1), (228)

satisfy the conditions

cLM
+ = cLM+1

− and cLN
+ = cLN+1

− . (229)

The constraints −L � M � L and −L � N � L give rise to
the conditions,

L−|0,0,N〉 = 0 and L±|L, ± L,N〉 = 0,

L̃−|0,M,0〉 = 0 and L̃±|L,M, ± L〉 = 0. (230)

The action (228) of the molecular orbital angular momen-
tum operators L± and L̃± on the vector |L,M,N〉 imply that the
matrix elements of the molecular orbital angular momentum
operators L± and L̃± are given by

〈L,M ± 1,N |L±|L,M,N〉 = �cLM
± ,

〈L,M,N ± 1|L̃±|L,M,N〉 = �cLN
± . (231)

The matrix elements (231) impose the molecular rotation rules
on the quantum numbers L, L′, M , M ′, N , and N ′, i.e.,

|L′ − L| = 0, |M ′ − M| � 1, |N ′ − N | � 1. (232)

H. Description of the electronic spins

The set of vectors {|s,m,i〉} is an orthonormal basis of the
Hilbert space Cds , i.e.,

〈s ′,m′,i ′|s,m,i〉 = δs ′sδm′mδi ′i , (233)

according to the relation (50). Taking into account the
condition (233), the set of vectors {|s,m〉 ≡ |s,m,1〉} satisfies

the orthonormality condition, i.e.,

〈s ′,m′|s,m〉 = δs ′sδm′m. (234)

The spin-orbit part of the free Hamiltonian (115) of the system
is expressed as

H SO
A = −

n∑
ν=1

3∑
k=1

〈
Bk

ν

〉
sνk. (235)

The eigenvectors |s,m̃,ĩ〉 of the Hamiltonian H SO
A are related

to the vectors |s,m,i〉 by a unitary transformation in a Hilbert
space of dimension (2s + 1)ds , i.e.,

|s,m̃,ĩ〉 =
s∑

m=−s

ds∑
i=1

cm̃ĩ
mi |s,m,i〉, (236)

where the coefficients cm̃ĩ
mi satisfy the orthogonality condition,

s∑
m=−s

ds∑
i=1

cm̃ĩ∗
mi cm̃ĩ

mi = 1. (237)

The operators sν± associated with the electron ν are defined as

sν± = sν1 ± isν2. (238)

Thus, sν± = s
†
ν∓, which implies that

sν1 = 1

2
(sν+ + sν−), sν2 = − i

2
(sν+ − sν−). (239)

The commutation relations between the components of the
spin operator associated with the electron ν read [30]

[sνi,sνj ] = i�εijks
k
ν . (240)

The definitions (239) and the commutation relations (240)
imply that the operators sν−, sν+, and sν3 associated with the
electron ν satisfy the commutation relations

[sν3, sν ′±] = ±δνν ′�sν ′±, [sν+,sν ′−] = 2δνν ′�sν ′3. (241)

The components of the spin operator s associated with all the
electrons are written as

sk =
n∑

ν=1

sνk. (242)

The operators s± are defined as

s± = s1 ± is2. (243)

Thus, s± = s
†
∓, which implies that

s1 = 1

2
(s+ + s−), s2 = − i

2
(s+ − s−). (244)

The commutation relations between the components of the
spin operator read

[si,sj ] = i�εijks
k. (245)

The definitions (244) and the commutation relations (245)
imply that the operators s−, s+, and s3 satisfy the commutation
relations

[s3, s±] = ±�s±, [s+,s−] = 2�s3. (246)
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The basis vectors |s,m,i〉 are eigenvectors of the operators s2

and s3. The corresponding eigenvalue equations are given by

s2|s,m,i〉 = �
2s(s + 1)|s,m,i〉, s3|s,m,i〉 = �m|s,m,i〉.

(247)

The action of the operator s± on the eigenvector |s,m,i〉 is
given by

s±|s,m,i〉 = �csm
± |s,m ± 1,i〉, (248)

where the coefficients csm
± defined as

csm
± =

√
s(s + 1) − m(m ± 1) =

√
(s ∓ m)(s ± m + 1)

(249)

satisfy the condition

csm
+ = csm+1

− . (250)

Since the electronic magnetic number m is bounded by −s �
m � s, we also have the conditions

s−|0,0,i〉 = 0 and s±|s, ± s,i〉 = 0. (251)

I. Spin selection rules

The vectors |s,m,i〉 ∈ Hs
m are invariant under the action

of the irreducible representation D(s) ≡ D[n/2+s,n/2−s] of the
permutation group Sn. The spin operators s

s ′[n−1,1]s
k are invari-

ant under the action of the irreducible representation D[n−1,1]

of the permutation group Sn. The action of the spin operator
s
s ′[n−1,1]s
k on the vector |s,m,i〉 yields a vector |s ′,m′,i ′〉 ∈ Hs ′

m′
that is invariant under the action of the irreducible representa-
tion D(s ′) ≡ D[n/2+s ′,n/2−s ′] of the permutation group Sn:

|s ′,m′,i ′〉 = s
s ′[n−1,1]s
k |s,m,i〉. (252)

Taking into account relation (252), the tensor product of
the irreducible representations D[n−1,1] and D[n/2+s,n/2−s] of
the permutation group Sn is isomorphic to the irreducible
representation D[n/2+s ′,n/2−s ′], i.e.,

D[n−1,1] ⊗ D[n/2+s,n/2−s] =
⊕

s ′
a[n/2+s ′,n/2−s ′]D

[n/2+s ′,n/2−s ′],

(253)

where the multiplicity a[n/2+s ′,n/2−s ′] of the irreducible repre-
sentation D[n/2+s ′,n/2−s ′] satisfies the orthogonality condition
[29],

a[n/2+s ′,n/2−s ′]

= 1

n!

∑
σ∈Sn

χ[n/2+s ′,n/2−s ′](σ )∗χ[n−1,1](σ )χ[n/2+s,n/2−s](σ )

= 1

n!

∑
σ∈Sn

χ[n/2+s ′,n/2−s ′](σ )∗χ[n/2+s±1,n/2−s∓1](σ )

= δs ′s±1. (254)

This yields the following selection rule on the spin quantum
numbers s and s ′ [41,42],

|s ′ − s| = 1 if s ′ = s. (255)

The Wigner-Eckart theorem [37,38], applied to the irreducible
representations of the rotation group SO(3) relates the matrix
elements and the reduced matrix elements of the spin operator
s
s ′μs

k in the following way:

〈s ′,m′|ss ′μs

k |s,m〉 = c1ss ′
kmm′ 〈s ′‖ss ′μs‖s〉, (256)

where c1ss ′
kmm′ are the Clebsch-Gordon coefficients associated

with the equivalence between the irreducible representation
D(s ′) and the tensor product of the irreducible representations
D(1) and D(s) of the rotation group SO(3). These coefficients
satisfy the condition

c1ss ′
kmm′ = 0 if m′ = m + k, (257)

where k = −1,0,1. The condition (257) yields the magnetic
spin selection rule

|m′ − m| � 1, (258)

which holds for the spin operators ss ′[n]s and ss ′[n−1,1]s acting
on a vector |s,m〉.

J. Matrix elements of the spin operators

According to relation (155),

n−1∑
�=1

aν
� s

[n−1,1]
k� =

n−1∑
�=1

aν
�

(
n∑

ν ′=1

aν ′
� sν ′k

)
. (259)

Using property (158), it reduces to

n−1∑
�=1

aν
� s

[n−1,1]
k� =

n∑
ν ′=1

(
δνν ′ − 1

n

)
sν ′k. (260)

Using the first expression (146), the relation (260) becomes

n−1∑
�=1

aν
� s

[n−1,1]
k� = √

n

(
sνk − 1

n
s

[n]
k

)
. (261)

Taking into account the decompositions (161) and (162), it
yields

n−1∑
�=1

aν
� 〈s ′,m′,i ′|ss ′[n−1,1]s

k� |s,m,i〉

= √
n〈s ′,m′,i ′|sνk|s,m,i〉 − 1√

n
〈s ′,m′,i ′|ss ′[n]s

k |s,m,i〉.

(262)

Using the reduced matrix elements (171), (172), and (175) and
taking the sum with respect to the indices i and i ′, where i = i ′
for the last term on the right-hand side, the relation (262) is
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recast as

n−1∑
�=1

aν
�

ds′∑
i ′=1

ds∑
i=1

c
[n−1,1]ss ′
�ii ′ 〈s ′,m′|ss ′[n−1,1]s

k |s,m〉

= √
n

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|sνk|s,m,i〉

− ds√
n
δs ′s〈s ′,m′|ss ′[n]s

k |s,m〉. (263)

The definition (161) and (162) of the spin operators s
s ′[n]s
k

and s
s ′[n−1,1]s
k and the spin selection rule (255) imply that the

first vanishes if s ′ = s ± 1 and the second vanishes if s ′ = s.
Moreover, the relation (263) holds for every electron ν. Thus,
for the electron ν = 1, relation (263) yields an expression
for the spin operator s

s ′[n]s
k invariant under the action of the

representation of type [n] of the permutation group Sn, i.e.,

〈s ′,m′|ss ′[n]s
k |s,m〉 = n

ds

δs ′s
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|s1k|s,m,i〉,

(264)

and another expression for the spin operator s
s ′[n−1,1]s
k invariant

under the action of the representation of type [n − 1,1] of the
permutation group Sn, i.e.,

〈s ′,m′|ss ′[n−1,1]s
k |s,m〉

= n

ds

δs ′s±1λs ′s
n

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|s1k|s,m,i〉, (265)

where the numerical factor λs ′s
n is given by

λs ′s
n =

⎛
⎝√

n

n−1∑
�=1

a1
�

ds∑
j=1

ds′∑
j ′=1

c
[n−1,1]ss ′
�jj ′

⎞
⎠−1

. (266)

According to the spin selection rules (255) and (258), there
are eight allowed electronic spin transitions |s,m〉 → |s ′,m′〉,
where |s ′ − s| � 1 and |m′ − m| � 1, which correspond to
nearest-neighbor states on the (s,m) plane, as shown in
Fig. 2.

FIG. 2. Electronic spin transitions |s,m〉 → |s ′,m′〉, where |s ′−s|
� 1 and |m′ − m| � 1 according to the spin selection rules for an odd
number n of electrons.

The amplitudes of the electronic spin transitions |s,m〉 →
|s,m ± 1〉 are given by the matrix elements of the spin
operators s

s[n]s
± ≡ s±. Taking into account the expression (250)

for the coefficient csm
+ , the substitution of the reduced matrix

element (B137) established in Appendix B into relation (264)
yields

〈s,m ± 1|ss[n]s
± |s,m〉 = �csm

± . (267)

The amplitudes of the electronic spin transitions |s,m〉 →
|s − 1,m〉 and |s,m〉 → |s − 1,m ± 1〉 are given by the matrix
elements of the spin operators s

s−1[n−1,1]s
3 and s

s−1[n−1,1]s
± .

Taking into account the expressions (30), (B49), and (B89), the
substitution of the reduced matrix elements (B136) and (B137)
established in Appendix B into relation (265) yields

〈s − 1,m|ss−1[n−1,1]s
3 |s,m〉 = �csm

s−1m, (268)

〈s − 1,m ± 1|ss−1[n−1,1]s
± |s,m〉 = ±�csm

s−1m±1, (269)

where the coefficients are given by

csm
s−1m = λs−1s

n

n
2 + s + 1

2s + 1

√
(s − m)(s + m), (270)

csm
s−1m±1 = ±λs−1s

n

n
2 + s + 1

2s + 1

√
(s + 1 ∓ m)(s ∓ m). (271)

The amplitudes of the electronic spin transitions |s,m〉 →
|s + 1,m〉 and |s,m〉 → |s + 1,m ± 1〉 are given by the matrix
elements of the spin operators s

s+1[n−1,1]s
3 and s

s+1[n−1,1]s
± .

Taking into account the expressions (30), (B48), and (B89) the
substitution of the reduced matrix elements (B136) and (B137)
established in Appendix B into relation (265) yields

〈s + 1,m|ss−1[n−1,1]s
3 |s,m〉 = �csm

s+1m, (272)

〈s + 1,m ± 1|ss−1[n−1,1]s
± |s,m〉 = ∓�csm

s+1m±1, (273)

where the coefficients are given by

csm
s+1m = λs+1s

n

n
2 − s

2s + 1

√
(s + 1 − m)(s + 1 + m), (274)

csm
s+1m±1 = ∓λs+1s

n

n
2 − s

2s + 1

√
(s + 1 ± m)(s + 2 ± m). (275)

V. TRANSITION RATES AND DIAGRAMS

A. Diagram elements

The molecular vibrational transitions |{N•}〉 → |{N ′
•}〉, the

molecular rotational transitions |L,M,N〉 → |L′,M ′,N ′〉 and
the electronic spin transitions |s,m〉 → |s ′,m′〉 that satisfy
the selection rules (201), (232), (255), and (258) can be
represented in terms of diagrams. The horizontal axis oriented
from left to right represents the time axis. There are seven
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types of diagram elements:

1. Initial vibration state

N.

2. Final vibration state

N.'

3. Initial rotation state
M or N

4. Final rotation state
M' or N'

5. Initial spin state
s,m

6. Final spin state
s',m'

7. Bath B
B

B. Vibrational transitions

The interaction between the vibrational modes of the system
A and the bath B is described by the deformation Hamiltonian
Hdef. According to the expression (131) of Hdef, the vibrational
fluctuation and dissipation coefficients are given by

�
s{N•}{N ′

•}
s{N ′′• }{N ′′′• } =

3N−6∑
α=1

χs
αα′
(
ω

s s

{N•}{N ′′• }
)

×〈{N ′
•}|Qs

α′ |{N ′′′
• }〉〈{N ′′

• }|Qs
α|{N•}〉, (276)

where the susceptibilities are given by

χs
αα′
(
ω

s s

{N•}{N ′′• }
) = 2π

�2

∑
b,b′′

ps̃
bδ
(
ω

s s

{N•}{N ′′• } + ωs̃s̃
bb′′
)

×〈s̃,b|Ṽ s̃
α′ |s̃,b′′〉〈s̃,b′′|Ṽ s̃

α |s̃,b〉 (277)

if and only if the transition angular frequencies of the system A

are equal, i.e., ωs s

{N•}{N ′′• } = ω
s s

{N•}{N ′′′• }; otherwise, the vibrational
fluctuation and dissipation coefficients vanish. According to
the vibrational selection rules (201), we have

{N ′′
• } = {N• ± δα

• } and {N ′′′
• } = {N ′

• ± δα′
• }.

The matrix elements (198) and the condition (200) imply that
the vibrational fluctuation and dissipation coefficients (276)
reduce to

�
s{N•} {N ′

•}
s{N•±δα• }{N ′•±δα′

• } = c
ωαNα± c

ωα′ N ′
α′

± χs
αα′
(
ω

s s

{N•}{N•±δα• }
)
. (278)

According to the definition (109), the transition rate between
the vectors |{N•}〉 and |{N• ± δα

• }〉 is given by

�s→s
{N•}→{N•±δα• } = (cωαNα± )2χs

αα

(
ω

s s

{N•}{N•±δα• }
)
. (279)

N.       N.
B

±

FIG. 3. Diagram of a vibrational state in the mode α interacting
with the bath B.

The transition described by the transition rate �s→s
{N•}→{N•±δα• }

is represented on the diagram in Fig. 3. The coefficient
c
ωαNα± in the transition rate (279) accounts for the initial or

final vibration state and the susceptibility χs
αα(ωs s

{N•}{N•±δα• })
accounts for the interaction with the bath.

C. Rotational transitions

The interaction between the rotational modes of the system
A and the bath B is described by the rotational Hamiltonian
Hori. According to the first-order term in the expression (131)
of Hori, the first kind of rotational fluctuation and dissipation
coefficients are given by

�sMM ′
sM ′′M ′′′ = 1

�2
χs

±
(
ωss

MM ′′
)〈L,M ′,N |L∓|L,M ′′′,N〉

× 〈L,M ′′,N |L±|L,M,N〉, (280)

where the susceptibilities are given by

χs
±
(
ωss

MM ′′
) = 2π

∑
b,b′′

ps̃
b δ
(
ωss

MM ′′ + ωs̃s̃
bb′′
)

×〈s̃,b|�̃∓|s̃ ′,b′′〉〈s̃ ′,b′′|�̃±|s̃,b〉 (281)

if and only if the transition angular frequencies of the system
A, are equal, i.e., ωss

MM ′′ = ωss
M ′M ′′′ ; otherwise, the rotational

fluctuation and dissipation coefficients vanish. According to
the rotational selection rule (232), we have

M ′′ = M ± 1 and M ′′′ = M ′ ± 1.

The matrix elements (231) and the condition (229) imply that
the rotational fluctuation and dissipation coefficients (280)
reduce to

�sM M ′
sM±1M ′±1 = cLM

± cL′M ′
± χs

±
(
ωss

MM±1

)
. (282)

According to the definition (109), the transition rate between
the vectors |L,M,N〉 and |L,M ± 1,N〉 is given by

�s→s
M→M±1 = (cLM

± )2χs
±
(
ωss

MM±1

)
. (283)

The transition described by the transition rate �s→s
M→M±1 is

represented on the diagram in Fig. 4. The coefficient cLM
±

in the transition rate (283) accounts for the initial or final
rotation state and the susceptibility χs

±(ωss
MM±1) accounts for

the interaction with the bath.
The second kind of rotational fluctuation and dissipation

coefficients are given by interchanging M ↔ N and L± ↔ L̃±

MM
B

±1

FIG. 4. Diagram of a rotational state interacting with the bath B.
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NN
B

±1

FIG. 5. Diagram of a rotational state interacting with the bath B.

and �̃± ↔ �± in expressions (280) and (281),

�sNN ′
sN ′′N ′′′ = 1

�2
χs

±
(
ωss

NN ′′
)〈L,M,N ′|L̃∓|L,M,N ′′′〉

× 〈L,M,N ′′|L̃±|L,M,N〉, (284)

where the susceptibilities are given by

χs
±
(
ωss

NN ′′
) = 2π

∑
b,b′′

ps̃
b δ
(
ωss

NN ′′ + ωs̃s̃
bb′′
)

×〈s̃,b|�∓|s̃ ′,b′′〉〈s̃ ′,b′′|�±|s̃,b〉 (285)

if and only if the transition angular frequencies of the system
A, are equal, i.e., ωss

NN ′′ = ωss
N ′N ′′′ ; otherwise, the rotational

fluctuation and dissipation coefficients vanish. According to
the rotational selection rule (232), we have

N ′′ = N ± 1 and N ′′′ = N ′ ± 1.

The matrix elements (231) and the condition (229) imply that
the rotational fluctuation and dissipation coefficients (284)
reduce to

�sN N ′
sN±1N ′±1 = cLN

± cL′N ′
± χs

±
(
ωss

NN±1

)
. (286)

According to the definition (109), the transition rate between
the vectors |L,M,N〉 and |L,M,N ± 1〉 is given by

�s→s
N→N±1 = (cLN

± )2χs
±
(
ωss

NN±1

)
. (287)

The transition described by the transition rate �s→s
N→N±1 is

represented on the diagram in Fig. 5. The coefficient cLN
±

in the transition rate (287) accounts for the initial or final
rotation state and the susceptibility χs

±(ωss
NN±1) accounts for

the interaction with the bath.

D. Spin transitions

The interaction between the spin properties of the system
A and the bath B is described by the spin-orbit Hamiltonian
HSO. According to the first-order term in the expression (163)
of the Hamiltonians H

[n]
SO and H

[n−1,1]
SO , the spin fluctuation and

dissipation coefficients are given by

�smm′
s ′m′′m′′′ =

∑
μ

1

�2
χ

sμs ′
k

(
ωss ′

mm′′
)

×〈s,m′|ssμs ′
k∗ |s ′,m′′′〉〈s ′,m′′|ss ′μs

k |s,m〉, (288)

where k ∈ {−, + ,3}, the isotypic components of types μ ∈
{[n],[n − 1,1]}, and the susceptibilities are given by

χ
sμs ′
k

(
ωss ′

mm′′
) = 2π (gs ′μs)2

∑
b,b′′

ps̃
b δ
(
ωss ′

mm′′ + ωs̃s̃ ′
bb′′
)

×〈s̃,b|B̃s̃μ′ s̃ ′k∗ |s̃ ′,b′′〉〈s̃ ′,b′′|B̃s̃ ′μs̃k|s̃,b〉
(289)

s,m
B

±1s,m

FIG. 6. Diagram of a spin state interacting with the bath B.

if and only if the transition angular frequencies of the system A,
are equal, i.e., ωss ′

mm′′ = ωss ′
m′m′′′ ; otherwise, the spin fluctuation

and dissipation coefficients vanish. According to the spin
selection rule (258), we have

m′′ = m ± 1 and m′′′ = m′ ± 1.

If the spin quantum numbers are equal, i.e., s ′ = s, the spin
fluctuation and dissipation coefficients (288) become

�smm′
sm′′m′′′ = 1

�2
χ

s[n]s
±

(
ωss

mm′′
)

×〈s,m′|ss[n]s
∓ |s,m′′′〉〈s,m′′|ss[n]s

± |s,m〉. (290)

The matrix elements (264) and the conditions (250) imply that
the spin fluctuation and dissipation coefficients (290) reduce
to

�sm m′
sm±1m′±1 = csm

± csm′
± χ

s[n]s
±

(
ωss

mm±1

)
. (291)

According to the definition (109), the transition rate between
the vectors |s,m〉 and |s,m ± 1〉 is given by

�s→s
m→m±1 = (csm

± )2χ
s[n]s
±

(
ωss

mm±1

)
. (292)

The transition described by the transition rate �s→s
m→m±1 is

represented on the diagram in Fig. 6. The coefficient csm
±

in the transition rate (292) accounts for the initial or final
spin state and the susceptibility χ

s[n]s
± (ωss

mm±1) accounts for the
interaction with the bath.

According to the spin selection rule (255), if the spin
quantum numbers are different, we have s ′ = s ± 1. In this
case, the spin fluctuation and dissipation coefficients (288) are
recast as

�smm′
s±1m′′m′′′ = 1

�2
χ

s[n−1,1]s±1k
k

(
ωss±1

mm′′
)

×〈s,m′|ss[n−1,1]s±1
k∗ |s ± 1,m′′′〉

× 〈s ± 1,m′′|ss±1[n−1,1]s
k |s,m〉. (293)

The matrix elements (268), (269), (272), and (273) imply that
the spin fluctuation and dissipation coefficients (293) reduce
to

�sm m′
s±1m±1m′±1 = csm

s±1m±1c
sm′
s±1m′±1χ

s[n−1,n]s±1
±

(
ωss±1

mm±1

)
,

�sm m′
s±1m∓1m′∓1 = csm

s±1m∓1c
sm′
s±1m′∓1χ

s[n−1,n]s±1
∓

(
ωss±1

mm∓1

)
,

�smm′
s±1mm′ = csm

s±1mcsm′
s±1m′χ

s[n−1,n]s±1
3

(
ωss±1

mm

)
. (294)

According to definition (109), the transition rates between the
vectors |s,m〉 and |s ± 1,m ± 1〉, between the vectors |s,m〉
and |s±1,m∓1〉, and between the vectors |s,m〉 and |s±1,m〉
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s    ,m's,m
B

±1

 m'   {m, m ±1}

FIG. 7. Diagram of a spin state interacting with the bath B.

are given by

�s→s±1
m→m±1 = (csm

s±1m±1

)2
χ

s[n−1,n]s±1
±

(
ωss±1

mm±1

)
,

�s→s±1
m→m∓1 = (csm

s±1m∓1

)2
χ

s[n−1,n]s±1
∓

(
ωss±1

mm∓1

)
,

�s→s±1
m→m = (csm

s±1m

)2
χ

s[n−1,n]s±1
3

(
ωss±1

mm

)
. (295)

The transition rates �s→s±1
m→m±1, �s→s±1

m→m∓1, and �s→s±1
m→m are

represented in the diagram in Fig. 7. The coefficients
csm
s±1m±1, csm

s±1m∓1, and csm
s±1m in the transition rates (295)

account for the initial or final spin states and the sus-
ceptibilities χ

s[n−1,n]s±1
± (ωss±1

mm±1), χ
s[n−1,n]s±1
∓ (ωss±1

mm∓1), and
χ

s[n−1,n]s±1
3 (ωss±1

mm ) account for the interaction with the bath.

E. Matrix elements of the external Hamiltonian

According to the expression (166) of the Hamiltonian
Hext(t), the matrix elements (105) are recast as

Hext
s
M ′M (t) = −〈L,M ′,N |L+|L,M ′ − 1,N〉

× 〈L,M ′ − 1,N |�−
ext(t)|L,M,N〉

− 〈L,M ′,N |L−|L,M ′ + 1,N〉
× 〈L,M ′ + 1,N |�+

ext(t)|L,M,N〉
− 〈L,M ′,N |L3|L,M ′,N〉
× 〈L,M ′,N |�3

ext(t)|L,M,N〉, (296)

Hext
s
M ′M (t) = −〈L,M,N ′|L̃+|L,M,N ′ − 1〉

× 〈L,M,N ′ − 1|�̃−
ext(t)|L,M,N〉

− 〈L,M,N ′|L̃−|L,M,N ′ + 1〉
× 〈L,M,N ′ + 1|�̃+

ext(t)|L,M,N〉
− 〈L,M,N ′|L̃3|L,M,N ′〉
× 〈L,M,N ′|�̃3

ext(t)|L,M,N〉, (297)

Hext
s
m′m(t) = −γe〈s,m′|s+|s,m′ − 1〉〈s,m′ − 1|B−

ext(t)|s,m〉
− γe〈s,m′|s−|s,m′ + 1〉〈s,m′ + 1|B+

ext(t)|s,m〉
− γe〈s,m′|s3|s,m′〉〈s,m′|B3

ext(t)|s,m〉, (298)

where

�±
ext(t) = 1

2

[
�1

ext(t) ± i�2
ext(t)

]
,

�̃±
ext(t) = 1

2

[
�̃1

ext(t) ± i�̃2
ext(t)

]
, (299)

B±
ext(t) = 1

2

[
B1

ext(t) ± iB2
ext(t)

]
.

The matrix elements appearing in the relations (296), (297),
and (298) are expressed explicitly as

�± s
ext M ′±1M (t) ≡ 〈L,M ′ ± 1,N |�±

ext(t)|L,M,N〉,
�3 s

ext M ′M (t) ≡ 〈L,M ′,N |�±
ext(t)|L,M,N〉,

�̃± s
ext N ′±1N (t) ≡ 〈L,M,N ′ ± 1|�̃±

ext(t)|L,M,N〉,
�̃3 s

ext N ′N (t) ≡ 〈L,M,N ′|�̃±
ext(t)|L,M,N〉,

B± s
ext m′±1m(t) ≡ 〈s,m′ ± 1|B±

ext(t)|s,m〉,
B3 s

ext m′m(t) ≡ 〈s,m′|B3
ext(t)|s,m〉. (300)

Using the expressions (226), (228), (247), (248), and (300), the
matrix elements (296), (297), and (298) are recast, respectively,
as, recast as

Hext
s
M ′M (t) = −�M�− s

ext M ′M (t) − �cL′M ′−1
+ �− s

ext M ′−1M (t)

− �cL′M ′+1
− �+ s

ext M ′+1M (t), (301)

Hext
s
N ′N (t) = −�N�− s

ext N ′N (t) − �cL′N ′−1
+ �̃− s

ext N ′−1N (t)

− �cL′N ′+1
− �̃+ s

ext N ′+1N (t), (302)

Hext
s
m′m(t) = −γe�mB− s

ext m′m(t) − γe�cs ′m′−1
+ B− s

ext m′−1m(t)

− γe�cs ′m′+1
− B+ s

ext m′+1m(t). (303)

VI. CONCLUSION

The relaxation processes involving vibrational and rota-
tional properties, as well as electronic spin properties in a mid-
size molecule, are expressed by the quantum master equations
where the bath consists of the electronic spatial properties.
The master equations allow for the presence of an external
magnetic field and more generally of an electromagnetic field.

The evolution of the diagonal and off-diagonal matrix ele-
ments of the density operator, obtained from the master equa-
tion, describe the evolution of the populations and coherences,
respectively. The evolution equations for the populations and
the coherences are coupled in the presence of an external field.
These equations are written in terms of the fluctuation and dis-
sipation coefficients �saa′

s ′a′′a′′′ . These coefficients are expressed,
in turn, as the product of coefficients entirely determined by the
symmetries associated with the vibrational, rotational, and spin
properties, i.e., {N ′

•}, L, M , N , s, m, and of the susceptibilities
describing the response of the bath to the polarization induced
by the system. The susceptibilities of the bath are functions
of the transitions frequencies only. They can be treated
phenomenologically.

In our quantum description of a molecule, the orientation
is treated as a genuine quantum property characterized by
a pseudovectorial operator ω ∈ L(Hori). The orbital angular
momentum operator and the orientation operator satisfy
canonical commutation relations [30]. In contrast to a classical
approach, in a quantum approach no reference frame can be
attached to the molecule since the molecular orientation is not
an “actual” property [43,44].

This work provides a basis for the study of the linear
response of a molecule to an external magnetic field. In
a quantum description of a rotating molecule, the Zeeman
coupling with the external field is expected to lead to nontrivial
effects since the spins are rotating with the molecule.

Relaxation processes involving the nuclear spin are cur-
rently widely studied in the field of dynamic nuclear po-
larization [45]. Such processes can be treated by including
the nuclear spin properties in the description of the system.
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Electromagnetic fields also play an important role in molec-
ular relaxation processes [46,47]. Therefore, it will also be
interesting to include the electromagnetic fields in the quantum
description of the system. This will allow for the discussion
of spontaneous and induced emissions and it will help to
understand the spectroscopic observations performed within
molecular relaxation experiments [3].

APPENDIX A: ROTATION OF THE OPERATOR sν

In this appendix, we establish the explicit expression for
the rotation of the operator sν , which is treated here as a
dimensionless operator. The action of the rotation group SO(3)
on the Hilbert space Hs

A associated with the spin of a single
electron is given by the unitary representation ω �→ UA(ω),
where the orientation operator ω ∈ L(Hori) and the unitary
operator UA(ω) ∈ L(H⊗n

s ). The unitary operator UA(ω) is
expressed as

UA(ω) = exp

(
− i

2
ω · σ

)
, (A1)

where σ is the Pauli vector that satisfies the commutation
relation, [

i

2
ω · σ , σ

]
= ω × σ . (A2)

The operators sν(ω) are the conjugates of the operators sν with
respect to the unitary operator UA(ω), i.e.,

sν(ω) = UA(ω)sνUA(ω)−1. (A3)

The operators sν are expressed in terms of the Pauli vector σ

as

sν = 1 ⊗ · · ·︸︷︷︸
2,...,ν−1

⊗1

2
σ ⊗ · · ·︸︷︷︸

ν+1,...,n−1

⊗1. (A4)

Using the definitions (A1) and (A4), relation (A3) is recast as

UA(ω)sνUA(ω)−1 = 1 ⊗ · · ·︸︷︷︸
2,...,ν−1

⊗ exp

(
− i

2
ω · σ

)
1

2
σ

× exp

(
i

2
ω · σ

)
⊗ · · ·︸︷︷︸

ν+1,...,n−1

⊗1. (A5)

Moreover, using the commutation relation (A2) and the Baker-
Campbell-Hausdorff formula, we obtain the identity

exp

(
− i

2
ω · σ

)
σ exp

(
i

2
ω · σ

)

=
∞∑

k=0

(−1)k

k!

[
i

2
ω · σ , σ

]
k

=
∞∑

k=0

(−1)k

k!
(ω × σ )k, (A6)

where the nested commutators and vectorial products of
operators are defined, respectively, as

[X,Y ]0 = Y , [X,Y ]k = [X,[ X,Y ]]k−1, (A7)

and

(X×Y )0 = Y , (X×Y )k = (X×(X×Y ))k−1. (A8)

The projector on the orientation operator ω is defined as

Pω = ωω

ω · ω
≡ ω̂ω̂, (A9)

where ω̂ = ω/ω and ω = ‖ω‖. Using the properties

(ω×σ )2 = ω×(ω×σ ) = −n2σ + ω(ω · σ )

= −n2(1 − Pω)σ ,

P2
ω = Pω ⇒ (1 − Pω)k = 1 − Pω ∀ k ∈ N�,

Pω(ω×σ ) = ω · (ω × σ )

ω · ω
ω = 0, (A10)

the sum of nested vectorial products in the relation (A6) is
recast as

∞∑
k=0

(−1)k

k!
(ω × σ )n

= σ +
∞∑

k=1

(−1)2k

(2k)!
(ω×σ )2k −

∞∑
k=0

(−1)2k+1

(2k + 1)!
(ω×σ )2k+1

= σ +
∞∑

k=1

(−1)2k

(2k)!
n2k(1 − Pω)kσ

−
∞∑

k=0

(−1)2k+1

(2k + 1)!
n2k(1 − Pω)k(ω×σ )

= σ +
∞∑

k=1

(−1)2k

(2k)!
n2k(1 − Pω)σ

− 1

n

∞∑
k=0

(−1)2k+1

(2k + 1)!
n2k+1(ω×σ )

= σ + (cos ω − 1)(1 − Pω)σ − sin ω

ω
(ω×σ )

= Pω · σ + (1 − Pω)σ cos ω − (ω×σ )
sin ω

ω

= (ω̂ · σ )ω̂ + [σ − (ω̂ · σ )ω̂] cos ω − (ω̂×σ ) sin ω.

(A11)

Using the relations (A3)–(A6) and (A11), the internal opera-
tors sν(ω) are expressed explicitly in terms of the operators sν

according to

sν(ω) = (ω̂ · sν)ω̂ + [sν − (ω̂ · sν)ω̂] cos ω

− (ω̂ × sν) sin ω. (A12)

APPENDIX B: MATRIX ELEMENTS
OF THE OPERATORS sν3 AND sν±

In this appendix, we determine the matrix elements of the
operators sν3 and sν±, which are treated as dimensionless
operators. We consider transitions between an initial vector
|s,m,i〉 ∈ Hs

m and a final vector |s ′,m′,i ′〉 ∈ Hs ′
m′ .
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The spin selection rules (255) and (258) set restrictions on
the matrix elements of the operators sν3 and sν±, i.e.,

〈s ′,m′,i ′|sν3|s,m,i〉 = 0,

if |s ′ − s| > 1 or |m′ − m| = 0, (B1)

〈s ′,m′,i ′|sν±|s,m,i〉 = 0,

if |s ′ − s| > 1 or |m′ − m| = 1. (B2)

Proposition 1. The action of the operators sν3 and sν± on
the eigenvectors |s,m,i〉 is expressed in terms of the quantum
numbers s and m and the operators �−

ν (s − 1), �3
ν(s), and

�+
ν (s + 1) as

sν3|s,m,i〉 =
√

(s − m)(s + m) �−
ν (s − 1)|s,m,i〉

+m �3
ν(s)|s,m,i〉

+
√

(s − m + 1)(s + m + 1) �+
ν (s + 1)|s,m,i〉,

(B3)

sν±|s,m,i〉 = ±
√

(s ∓ m − 1)(s ∓ m) �−
ν (s − 1)|s,m ± 1,i〉

+
√

(s ∓ m)(s ± m + 1) �3
ν(s)|s,m ± 1,i〉

∓
√

(s ± m + 1)(s ± m + 2)

×�+
ν (s + 1)|s,m ± 1,i〉, (B4)

where

�3
ν(s) : Hs

m → Hs
m ∀ s,m,

�±
ν (s ± 1) : Hs

m → Hs±1
m ∀ s,m.

Proof. Taking into account the selection rules (B1), the
action of the operator sν3 on the eigenvector |s,m,i〉 can be
expressed as

sν3|s,m,i〉 = �−
ν3(s − 1,m)|s,m,i〉 + �3

ν3(s,m)|s,m,i〉
+�+

ν3(s + 1,m)|s,m,i〉. (B5)

The operator sν3 is represented as a tridiagonal block matrix
acting on the Hilbert space Hs−1

m

⊕
Hs

m

⊕
Hs+1

m ,

sν3 =

⎡
⎢⎣

�3
ν3(s − 1,m) �−

ν3(s − 1,m) 0

�+
ν3(s,m) �3

ν3(s,m) �−
ν3(s,m)

0 �+
ν3(s + 1,m) �3

ν3(s + 1,m)

⎤
⎥⎦.

(B6)

The Hilbert space Hs−1
m

⊕
Hs

m

⊕
Hs+1

m is spanned by the set
of vectors {|s − 1,m,i〉 ⊗ |s + 1,m,j 〉 ⊗ |s + 1,m,k〉}, where
i = 1, . . . ,ds−1, j = 1, . . . ,ds , and k = 1, . . . ,ds+1. The oper-
ators �3

ν3(s,m) and �±
ν3(s ± 1,m) satisfy the condition

〈s ′,m′,i ′|�3
ν3(s,m)|s,m,i〉 = 0,

〈s ′ ± 1,m′,i ′|�±
ν3(s ± 1,m)|s,m,i〉 = 0, (B7)

if s ′ = s or m′ = m. Similarly, taking into account the spin
selection rules (B2), the action of the operator sν± on the
eigenvector |s,m,i〉 can be expressed as

sν±|s,m,i〉 = �−
ν±(s − 1,m ± 1)|s,m ± 1,i〉

+�3
ν±(s,m ± 1)|s,m ± 1,i〉

+�+
ν±(s + 1,m ± 1)|s,m ± 1,i〉, (B8)

where the operators �3
ν3(s,m ± 1) and �±

ν3(s ± 1,m ± 1)
satisfy the condition

〈s ′,m′ ± 1,i ′|�3
ν±(s,m ± 1)|s,m ± 1,i〉 = 0,

〈s ′ ± 1,m′ ± 1,i ′|�±
ν±(s ± 1,m ± 1)|s ± 1,m ± 1,i〉 = 0,

(B9)

if s ′ = s or m′ = m. Using the definition s2 = sis
i , the

commutation relation

[sj ,sνk] = iεijkδ
i�sν� (B10)

yields the commutation relation

[s2,sνk] = −iε�ij δ�k{si,sνj }, (B11)

which, in turn, implies that

[s2,sν1] = i({s3,sν2} − {s2,sν3}),
[s2,sν2] = i({s1,sν3} − {s3,sν1}),
[s2,sν3] = i({s2,sν1} − {s1,sν2}). (B12)

The definition (242) and the third equation (B12) imply that

[s2,s3] = 0. (B13)

Definitions (238) and (243) and Eqs. (B12) imply that

[s2,sν±] = ±({s3,sν±} − {s±,sν3}),
[s2,sν3] = 1

2 ({s+,sν−} − {s−,sν+}). (B14)

Using the commutation relation (241) and the definition (242),
the commutation relations (B14) reduce to

[s2,sν±] = 2sν± ± 2sν±s3 ∓ 2sν3s±,

[s2,sν3] = 2sν3 + sν−s+ − sν+s−. (B15)

The commutation relation (B15) yields the eigenvalue equation

s2sν±|s,m,i〉 − sν±s2|s,m,i〉 − 2sν±|s,m,i〉
∓2sν±s3|s,m,i〉 = ∓2sν3sν±|s,m,i〉. (B16)

Substituting the expressions (247), (B5), and (B8) in the
eigenvalue equation (B16), we obtain the following conditions
for the operators acting on the Hilbert spaces Hs−1

Am±1, Hs
Am±1,

and Hs+1
Am±1, respectively,

−2(s ± m + 1)�−
ν±(s − 1,m ± 1)

= ∓2csm
± �−

ν3(s − 1,m ± 1), (B17)

∓ 2(m ± 1)�3
ν±(s,m ± 1) = ∓2csm

± �3
ν3(s,m ± 1) (B18)

2(s ∓ m)�+
ν±(s + 1,m ± 1) = ∓2csm

± �+
ν3(s + 1,m ± 1).

(B19)

Equations (B17)–(B19) are recast as

�−
ν±(s − 1,m ± 1) = ± csm

±
s + 1 ± m

�−
ν3(s − 1,m ± 1), (B20)

�3
ν±(s,m ± 1) = csm

±
m ± 1

�3
ν3(s,m ± 1), (B21)

�+
ν±(s + 1,m ± 1) = ∓ csm

±
s ∓ m

�+
ν3(s + 1,m ± 1). (B22)
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The substitution of Eqs. (B20)–(B22) into Eq. (B8) yields

sν±|s,m,i〉 = ± csm
±

s ± m + 1
�−

ν3(s − 1,m ± 1)|s,m ± 1,i〉
(B23)

+ csm
±

m ± 1
�3

ν3(s,m ± 1)|s,m ± 1,i〉

∓ csm
±

s ∓ m
�+

ν3(s + 1,m ± 1)|s,m ± 1,i〉. (B24)

The operator sν3 is self-adjoint, i.e., sν3 = s
†
ν3. Taking into

account the spin selection rule (B1), the self-adjoint property
of the operator sν3 is expressed explicitly as

〈s ′,m,i ′|sν3|s,m,i〉 = 〈s,m,i|sν3|s ′,m,i ′〉∗. (B25)

For s ′ = s and s ′ = s ± 1, the conditions (B7) and (B25)
require that

�3
ν3(s,m) = �3

ν3(s,m)†, (B26)

�±
ν3(s ± 1,m) = �∓

ν3(s,m)†, (B27)

which shows that the operator �3
ν3(s,m) is self-adjoint but the

operators �±
ν3(s ± 1,m) are not. The operators sν± are adjoint

to each other; i.e., sν∓ = s
†
ν± according to the definition (238).

Taking into account the spin selection rule (B2), the adjoint
sν± of the operator sν∓ is expressed explicitly as

〈s ′,m ± 1,i ′|sν±|s,m,i〉 = 〈s,m,i|sν∓|s ′,m ± 1,i ′〉∗. (B28)

Taking into account the decomposition (B23) of the operator
sν± and the condition (B7) for s ′ = s, the relation (B28)
requires that

csm
±

m ± 1
�3

ν3(s,m ± 1) = csm±1
∓
m

�3
ν3(s,m)†. (B29)

Using the condition (B26) and the definition (249) of the
coefficients csm

± , the relation (B29) is recast as

�3
ν3(s,m ± 1)

m ± 1
= �3

ν3(s,m)

m
. (B30)

Thus, the operator �3
ν3(s,m) can be recast as

�3
ν3(s,m) ≡ m�3

ν(s), (B31)

where the operator �3
ν(s) is independent of m. Taking into

account the decomposition (B23) of the operator sν± and the
condition (B7), the relation (B28) requires that

csm
±

s ± m + 1
�−

ν3(s − 1,m ± 1) = cs−1m±1
∓
s ± m

�+
ν3(s,m)†. (B32)

Using the condition (B27) and the definition (249) of the
coefficients csm

± , the relation (B32) is recast as

�−
ν3(s − 1,m ± 1)√
s2 − (m ± 1)2

= �−
ν3(s − 1,m)√

s2 − m2
. (B33)

Thus, the operator �−
ν3(s − 1,m) can be recast as

�−
ν3(s − 1,m) ≡

√
s2 − m2 �−

ν (s − 1)

=
√

(s − m)(s + m) �−
ν (s − 1), (B34)

where the operator �−
ν (s − 1) is independent of m. Taking into

account the decomposition (B23) of the operator sν± and the
condition (B7), the relation (B28) requires that

csm
±

s ∓ m
�+

ν3(s + 1,m ± 1) = cs+1m±1
∓

s ∓ m + 1
�−

ν3(s,m)†. (B35)

Using the condition (B27) and the definition (249) of the
coefficients csm

± , the relation (B35) is recast as

�+
ν3(s + 1,m ± 1)√

(s + 1)2 − (m ± 1)2
= �+

ν3(s + 1,m)√
(s + 1)2 − m2

. (B36)

Thus, the operator �+
ν3(s + 1,m) can be recast as

�+
ν3(s + 1,m) ≡

√
(s + 1)2 − m2 �+

ν (s + 1)

=
√

(s − m + 1)(s + m + 1) �+
ν (s + 1),

(B37)

where the operator �+
ν (s + 1) is independent of m. The

substitution of the expressions (B31), (B34) and (B37) in the
relations (B26) and (B27) yields

�3
ν(s) = �3

ν(s)†, (B38)

�±
ν (s ± 1) = �∓

ν (s)†. (B39)

Using the expressions (B31), (B34), and (B37) and the
definition (249), the decompositions (B5) and (B23) are recast,
respectively, as

sν3|s,m,i〉 =
√

(s − m)(s + m) �−
ν (s − 1)|s,m,i〉

+m �3
ν(s)|s,m,i〉

+
√

(s − m + 1)(s + m + 1) �+
ν (s + 1)|s,m,i〉,

(B40)

sν±|s,m,i〉 = ±
√

(s ∓ m − 1)(s ∓ m) �−
ν (s − 1)|s,m ± 1,i〉

+
√

(s ∓ m)(s ± m + 1) �3
ν(s)|s,m ± 1,i〉

∓
√

(s ± m + 1)(s ± m + 2)

×�+
ν (s + 1)|s,m ± 1,i〉. (B41)

�
Proposition 2. For electrons, which are spin- 1

2 particles, the
spectral decomposition of the operators �3

ν(s), �−
ν (s)�−

ν (s)†,
and �+

ν (s)�+
ν (s)† reads

�3
ν(s) = λ−

s P−
ν (s) + λ+

s P+
ν (s), (B42)

�−
ν (s)�−

ν (s)† = λ−
s

2P−
ν (s), (B43)

�+
ν (s)�+

ν (s)† = λ+
s

2P+
ν (s), (B44)

where P±
ν (s) are orthogonal projectors that satisfy the condi-

tions

P±
ν (s) = P±

ν (s)†, P∓
ν (s)P±

ν (s) = 0,

P±
ν (s)2 = P±

ν (s), P−
ν (s) + P+

ν (s) = 1ds
. (B45)

The eigenvalues λ−
s and λ+

s yield

λ−
s = − 1

2(s + 1)
, (B46)

λ+
s = 1

2s
, (B47)
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and their multiplicities m−
s and m+

s are given by

m−
s = 2(s + 1)

(
n
2 − s

)
n
(

n
2 + s + 1

) n!(
n
2 + s

)
!
(

n
2 − s

)
!
, (B48)

m+
s = 2s

n

n!(
n
2 + s

)
!
(

n
2 − s

)
!
. (B49)

Proof. For electrons, which are spin- 1
2 particles, the operator

s2
ν3 is a multiple of the identity operator, i.e.,

s2
ν3 = 1

41, (B50)

which implies that

sν3(sν3|s,m,i〉) = 1
4 |s,m,i〉. (B51)

Substituting the expression (B40) twice in the eigenvalue
equation (B51), we obtain the following conditions for the
operators acting on the Hilbert spaces Hs±2

m , Hs±1
m , and Hs

m,
respectively,

�±
ν (s ± 2)�±

ν (s ± 1) = 0, (B52)

�±
ν (s ± 1)�3

ν(s) + �3
ν(s ± 1)�±

ν (s ± 1) = 0, (B53)

(s2 − m2)�+
ν (s)�−

ν (s − 1) + m2�3
ν(s)2

+ [(s + 1)2 − m2]�−
ν (s)�+

ν (s + 1) = 1
41ds

. (B54)

Using the property (B39), the relation (B54) is recast as

(s2 − m2)�+
ν (s)�+

ν (s)† + m2�3
ν(s)2

+ [(s + 1)2 − m2]�−
ν (s)�−

ν (s)† = 1
41ds

. (B55)

Using the relation (B39) and the condition (B52), the self-
adjoint operators �+

ν (s)�+
ν (s)† and �−

ν (s)�−
ν (s)† satisfy the

commutation relation

[�+
ν (s)�+

ν (s)†,�−
ν (s)�−

ν (s)†]

= �+
ν (s)[�−

ν (s − 1)�−
ν (s)]�+

ν (s + 1)

−�−
ν (s)[�+

ν (s + 1)�+
ν (s)]�−

ν (s − 1) = 0. (B56)

Using the relation (B39) and the condition (B53), the self-
adjoint operators �3

ν(s) and �+
ν (s)�+

ν (s)† satisfy the commu-
tation relation[

�3
ν(s),�+

ν (s)�+
ν (s)†

]
= �3

ν(s)�+
ν (s)�−

ν (s − 1) − �+
ν (s)�−

ν (s − 1)�3
ν(s)

= −�+
ν (s)

[
�3

ν(s − 1)�−
ν (s − 1) + �−

ν (s − 1)�3
ν(s)
]

= 0. (B57)

Using the relation (B39) and the condition (B53), the self-
adjoint operators �3

ν(s) and �−
ν (s)�−

ν (s)† satisfy the commu-
tation relation[

�3
ν(s),�−

ν (s)�−
ν (s)†

]
= �3

ν(s)�−
ν (s)�+

ν (s + 1) − �−
ν (s)�+

ν (s + 1)�3
ν(s)

= −�−
ν (s)

[
�3

ν(s + 1)�+
ν (s + 1) + �+

ν (s + 1)�3
ν(s)
]

= 0. (B58)

The relations (B56), (B57), and (B58) imply that the self-
adjoint operators �+

ν (s)�+
ν (s)†, �−

ν (s)�−
ν (s)†, and �3

ν(s)
commute.

For electrons, which are spin- 1
2 particles, the operators s2

ν±
vanish; i.e.,

s2
ν± = 0, (B59)

which implies that

sν±(sν±|s,m,i〉) = 0. (B60)

Substituting the expression (B41) twice in the eigenvalue
equation (B60), we obtain the following conditions for the
operators acting on the Hilbert spaces Hs±2

Am±2, Hs±1
Am±1, and

Hs
m, respectively:

�±
ν (s ± 2)�±

ν (s ± 1) = 0, (B61)

�±
ν (s ± 1)�3

ν(s) + �3
ν(s ± 1)�±

ν (s ± 1) = 0, (B62)

�+
ν (s)�−

ν (s − 1) − �3
ν(s)2 + �−

ν (s)�+
ν (s + 1) = 0. (B63)

Using the property (B39), the relation (B63) is recast as

�+
ν (s)�+

ν (s)† − �3
ν(s)2 + �−

ν (s)�−
ν (s)† = 0. (B64)

Factorizing m2 in the condition (B55) and substituting the
relation (B64) yields

s2�+
ν (s)�+

ν (s)† + (s + 1)2�−
ν (s)�−

ν (s)† = 1
41ds

. (B65)

Substituting the condition (B64) into the condition (B55), we
express respectively the self-adjoint operators �−

ν (s)�−
ν (s)†

and �+
ν (s)�+

ν (s)† in terms of the self-adjoint operator �3
ν(s)

as

�−
ν (s)�−

ν (s)† = 1

2s + 1

[
1

4
1ds

− s2�3
ν(s)2

]
, (B66)

�+
ν (s)�+

ν (s)† = 1

2s + 1

[
(s + 1)2�3

ν(s)2 − 1

4
1ds

]
. (B67)

Using the definition (238), the commutation relation

[sνj , sν ′k] = iδνν ′εijkδ
i�sν�, (B68)

and the property

s2
ν1 = s2

ν2 = 1
41, (B69)

we obtain the identity

sν±sν∓ = 1
21 ± sν3, (B70)

which implies that

sν±(sν∓|s,m,i〉) = 1
2 |s,m,i〉 ± sν3|s,m,i〉. (B71)

Substituting the expression (B41) twice in the eigenvalue
equation (B71), we obtain the following conditions for the
operators acting on the Hilbert spaces Hs−2

m , Hs+2
m , Hs−1

m ,
Hs+1

m , and Hs
m, respectively,

�−
ν (s − 2)�−

ν (s − 1) = 0, (B72)

�+
ν (s + 2)�+

ν (s + 1) = 0, (B73)
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(s ∓ m + 1)�−
ν (s − 1)�3

ν(s)

−(s ± m − 1)�3
ν(s − 1)�−

ν (s − 1) = �−
ν (s − 1), (B74)

(s ∓ m + 2)�3
ν(s + 1)�+

ν (s + 1)

−(s ± m)�+
ν (s + 1)�3

ν(s) = �+
ν (s + 1), (B75)

(s ± m − 1)(s ± m)�+
ν (s)�−

ν (s − 1)

+ (s ∓ m + 1)(s ± m)�3
ν(s)2

+ (s ∓ m + 1)(s ∓ m + 2)�−
ν (s)�+

ν (s + 1)

= 1
21ds

± m�3
ν(s). (B76)

Factorizing m in the condition (B74) and substituting the
relation (B62) with a negative sign yields

(s + 1)�−
ν (s − 1)�3

ν(s) − (s − 1)�3
ν(s − 1)�−

ν (s − 1)

= �−
ν (s − 1). (B77)

Factorizing m in the condition (B75) and substituting the
relation (B62) with a positive sign yields

(s + 2)�3
ν(s + 1)�+

ν (s + 1) − s�+
ν (s + 1)�3

ν(s)

= �+
ν (s + 1). (B78)

Using the property (B39), the relation (B76) is recast as

[s(s − 1) ± m(2s − 1) + m2]�+
ν (s)�+

ν (s)†

+ [s(s + 1) ± m − m2]�3
ν(s)2

+ [(s + 1)(s + 2) ∓ m(2s + 3) + m2]�−
ν (s)�−

ν (s)†

= 1
21ds

± m�3
ν(s). (B79)

Factorizing m2 in the condition (B79) and substituting the
relation (B64) yields

[s(s − 1) ± m(2s − 1)]�+
ν (s)�+

ν (s)† + [s(s + 1)±m]�3
ν(s)2

+[(s + 1)(s + 2) ∓ m(2s + 3)]�−
ν (s)�−

ν (s)†

= 1
21ds

± m�3
ν(s). (B80)

The condition (B80) has to hold for any value of m. Thus, the
terms multiplying m in the relation (B80) and the remaining
terms have to vanish separately, which yields two conditions:

(2s − 1)�+
ν (s)�+

ν (s)† + �3
ν(s)2

−(2s + 3)�−
ν (s)�−

ν (s)† = �3
ν(s), (B81)

s(s − 1)�+
ν (s)�+

ν (s)† + s(s + 1)�3
ν(s)2

+ (s + 1)(s + 2)�−
ν (s)�−

ν (s)† = 1
21ds

. (B82)

The substitution of the relations (B67) and (B66) into the
relation (B81) yields

2s(s + 1)�3
ν(s)2 − 1

21ds
= �3

ν(s). (B83)

Subtracting the condition (B62) with a negative sign from the
condition (B77) yields

s
[
�−

ν (s − 1)�3
ν(s) − �3

ν(s − 1)�−
ν (s − 1)

] = �−
ν (s − 1).

(B84)

According to the condition (B62) with a negative sign, the
second term on the left-hand side of the condition (B84) is
the opposite of the first. Thus, under the transformation s →
s + 1, the condition (B84) yields the eigenvalue equation

�3
ν(s)�−

ν (s) = λ−
s �−

ν (s), (B85)

where

λ−
s = − 1

2(s + 1)
. (B86)

Subtracting the condition (B62) with a positive sign from the
condition (B78) yields

(s + 1)
[
�3

ν(s + 1)�+
ν (s + 1) − �+

ν (s + 1)�3
ν(s)
]

= �+
ν (s + 1). (B87)

According to the condition (B62) with a positive sign, the
second term on the left-hand side of the condition (B87) is
the opposite of the first. Thus, under the transformation s →
s − 1, the condition (B87) yields the eigenvalue equation

�3
ν(s)�+

ν (s) = λ+
s �+

ν (s), (B88)

where

λ+
s = 1

2s
. (B89)

The eigenvalue equations (B85) and (B88) imply that the self-
adjoint operator �3

ν(s) is given by

�3
ν(s) = λ−

s P−
ν (s) + λ+

s P+
ν (s), (B90)

where the projectors P±
ν (s) satisfy the following conditions:

P±
ν (s) = P±

ν (s)†, P∓
ν (s)P±

ν (s) = 0,

P±
ν (s)2 = P±

ν (s), P−
ν (s) + P+

ν (s) = 1ds
. (B91)

The relations (B98) and (B99), the property (B39) and the
conditions (B72) and (B73) imply that

P+
ν (s)�−

ν (s) = λ+2
s �+

ν (s)�+
ν (s)†�−

ν (s)

= λ+2
s �+

ν (s)[�−
ν (s − 1)�−

ν (s)] = 0, (B92)

P−
ν (s)�+

ν (s) = λ−2
s �−

ν (s)�−
ν (s)†�+

ν (s)

= λ−2
s �−

ν (s)[�+
ν (s + 1)�+

ν (s)] = 0. (B93)

The relations (B90), (B92), and (B93) imply that

P−
ν (s)�−

ν (s) = (λ−
s )−1[�3

ν(s) − λ+
s P+

ν (s)
]
�−

ν (s) = �−
ν (s),

(B94)

P+
ν (s)�+

ν (s) = (λ+
s )−1

[
�3

ν(s) − λ−
s P−

ν (s)
]
�+

ν (s) = �+
ν (s).

(B95)

Using the definitions (B86) and (B89) of the eigenvalues
λ±(s) and the properties (B91) of the projectors P±

ν (s) and
substituting the expression (B90) for the operator �3

ν(s) into
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the relations (B66) and (B67) yields

�−
ν (s)�−

ν (s)† = 1

2s + 1

{
1

4
[P−

ν (s) + P+
ν (s)]

− s2

4(s + 1)2
P−

ν (s) − s2

4s2
P+

ν (s)

}
, (B96)

�+
ν (s)�+

ν (s)† = 1

2s + 1

{
(s + 1)2

4(s + 1)2
P−

ν (s) + (s + 1)2

4s2
P+

ν (s)

− 1

4
[P−

ν (s) + P+
ν (s)]

}
. (B97)

Using the definitions (B86) and (B89), the relations (B96)
and (B97) reduce, respectively, to

�−
ν (s)�−

ν (s)† = λ−
s

2P−
ν (s), (B98)

�+
ν (s)�+

ν (s)† = λ+
s

2P+
ν (s). (B99)

Now we determine the multiplicities of the eigenvalues λ−
s and

λ+
s . The definition (242) and the eigenvalue equations (247)

and (B3) imply that
n∑

ν=1

�3
ν(s) = 1ds

. (B100)

The trace of the relation (B100) reads

Tr

[
n∑

ν=1

�3
ν(s)

]
= nTr

[
�3

ν(s)
] = ds, (B101)

which implies that

Tr
[
�3

ν(s)
] = ds

n
. (B102)

The multiplicities m−
s and m+

s of the eigenvalues λ−
s and λ+

s

of the operator �3
ν(s) are defined as

m−
s = (1 − α)ds, m+

s = αds, (B103)

where 0 � α � 1 and

m−
s + m+

s = ds. (B104)

Taking into account the spectral decomposition (B90) and the
expressions (B86) and (B86) of the eigenvalues λ−

s and λ+
s ,

the relation (B102) is recast as

(1 − α)λ−
s ds + αλ+

s ds = ds

n
, (B105)

which implies that the factor α yields

α = s(n + 2s + 2)

n(2s + 1)
. (B106)

For s = 0, the parameter α=0 and for s = n/2, we have α=1.
Taking into account the expression (30) of the dimension ds

and the expression (B106) of α, the multiplicities (B103) of
the eigenvalues λ−

s and λ+
s are expressed explicitly as

m−
s = 2(s + 1)

(
n
2 − s

)
n
(

n
2 + s + 1

) n!(
n
2 + s

)
!
(

n
2 − s

)
!
,

m+
s = 2s

n

n!(
n
2 + s

)
!
(

n
2 − s

)
!
, (B107)

which implies that

m+
s = m−

s−1. (B108)

�
Proposition 3. The operator �+

ν (s) and the adjoint operator
�−

ν (s − 1) are expressed as

�+
ν (s) = λ+

s P+
ν (s)Xν(s)P−

ν (s − 1), (B109)

�−
ν (s − 1) = λ+

s P−
ν (s − 1)Xν(s)†P+

ν (s), (B110)

and satisfy the conditions

P+
ν (s)Xν(s)P−

ν (s − 1)Xν(s)†P+
ν (s) = P+

ν (s), (B111)

P−
ν (s − 1)Xν(s)†P+

ν (s)Xν(s)P−
ν (s − 1) = P−

ν (s − 1).

(B112)

Taking into account the definition (B42) and the property
(B45), the definitions (B109) and (B110) and the relations
(B111) and (B112) satisfy the conditions (B61), (B62), (B64),
(B65), (B77), and (B78).

Proof. The expression (B109), the condition (B39), and the
properties (B45) imply that

�+
ν (s)�+

ν (s)† = λ+
s

2P+
ν (s)Xν(s)P−

ν (s − 1)Xν(s)†P+
ν (s).

(B113)

The relations (B99) and (B113) imply that

P+
ν (s)Xν(s)P−

ν (s − 1)Xν(s)†P+
ν (s) = P+

ν (s). (B114)

The expression (B110), the condition (B39), and the proper-
ties (B45) imply that

�−
ν (s)�−

ν (s)†

= λ−
s

2P−
ν (s)Xν(s + 1)†P+

ν (s + 1)Xν(s + 1)P−
ν (s).

(B115)

The relations (B98) and (B115) imply that

P−
ν (s)Xν(s + 1)†P+

ν (s + 1)Xν(s + 1)P−
ν (s) = P−

ν (s),

(B116)

which requires, in turn, that

P−
ν (s − 1)Xν(s)†P+

ν (s)Xν(s)P−
ν (s − 1) = P−

ν (s − 1).

(B117)

�
Proposition 4. For the electron ν = 1, the operators �3

1(s),
�+

1 (s + 1), and �−
1 (s − 1) are represented by the block

matrices

�3
1(s) = λ−

s

(
1m−

s
0

0 0

)
+ λ+

s

(
0 0
0 1m+

s

)
, (B118)

�+
1 (s + 1) = λ+

s+1

(
0 0

1m−
s

0

)
, (B119)

�−
1 (s − 1) = λ+

s

(
0 1m+

s

0 0

)
. (B120)
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Λ−
1 (s − 1)Λ3

1(s − 1)

Λ−
1 (s)Λ3

1(s)

Λ3
1(s + 1)Λ+

1 (s + 1)

Λ+
1 (s)

ds

ds−1

ds+1

m−
s−1 m−

s m−
s−1

m+
s−1 m+

s m+
s+1

0

0

0

0

0

0

0

0

0

0

0

0

0

+

−

−
+

−
+

0

0

0

+

+

+

+

0 0

0 0

0 0

0 0
0 0

FIG. 8. Tridiagonal matrix representation of the spin operator
associated with the electron ν = 1. The blocks are proportional to the
operators �3

1(s), �3
1(s ± 1), �±

1 (s), and �±
1 (s ± 1). The “−” sign is

associated with a negative eigenvalue and the “+” sign is associated
with a positive eigenvalue.

The structure of the tridiagonal matrix representation of the
operator s31 expressed in terms of blocks that are proportional
to the operators �3

1(s), �3
1(s ± 1), �±

1 (s), and �±
1 (s ± 1) is

illustrated in Fig. 8.
Proof. For the electron ν = 1, the orthonormal basis vectors

associated with the spin quantum number s can be chosen such
that the projectors P−

1 and P+
1 are represented by the block

matrices

P−
1 (s) =

(
1m−

s
0

0 0

)
and P+

1 (s) =
(

0 0
0 1m+

s

)
(B121)

and the operator X1(s) is represented by the block matrix

X1(s) =
(

X−−
1 (s) X−+

1 (s)
X+−

1 (s) X++
1 (s)

)
. (B122)

The definition (B90) and the representations (B121) imply that

�3
1(s) = λ−

s

(
1m−

s
0

0 0

)
+ λ+

s

(
0 0
0 1m+

s

)
. (B123)

The definitions (B109) and (B110) and the representations
(B121) and (B122) imply that the operator �+

1 (s) is repre-
sented as

�+
1 (s) = λ+

s

(
0 0

X+−
1 (s) 0

)
(B124)

and the adjoint operator �−
1 (s − 1) is represented as

�−
1 (s − 1) = λ+

s

(
0 X+−

1 (s)†

0 0

)
, (B125)

which, in turn, implies that

�+
1 (s + 1) = λ+

s+1

(
0 0

X+−
1 (s + 1) 0

)
. (B126)

Taking into account the representations (B121) and (B122),
the condition (B114) requires that

X+−
1 (s)X+−

1 (s)† = 1m+
s
. (B127)

Taking into account the representations (B121) and (B122),
the condition (B115) requires that

X+−
1 (s + 1)†X+−

1 (s + 1) = 1m−
s
. (B128)

According to the property (B108), the condition (B128) is
recast as

X+−
1 (s)†X+−

1 (s) = 1m−
s−1

= 1m+
s
. (B129)

In order to satisfy the conditions (B127) and (B129), the
operator X+−

1 (s) can be chosen such that

X+−
1 (s) = 1m+

s
. (B130)

The expression (B130) implies that the representation (B125)
of the operator �−

1 (s − 1) is recast as

�−
1 (s − 1) = λ+

s

(
0 1m+

s

0 0

)
. (B131)

The conditions (B130) and (B108) imply that

X+−
1 (s + 1) = 1m+

s+1
= 1m−

s
. (B132)

The expression (B132) implies that the representation (B126)
of the operator �+

1 (s + 1) is recast as

�+
1 (s + 1) = λ+

s+1

(
0 0

1m−
s

0

)
. (B133)

�
Proposition 5. For the electron ν = 1, the reduced matrix

elements of the operators s31 and s±1 read

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|s13|s,m,i〉

= +λ+
s m+

s

√
(s − m)(s + m) δs ′s−1δm′m + ds

n
m δs ′sδm′m

+ λ+
s+1m

−
s

√
(s − m + 1)(s + m + 1) δs ′s+1δm′m, (B134)

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|s1±|s,m,i〉

= ±λ+
s m+

s

√
(s ∓ m − 1)(s ∓ m) δs ′s−1δm′m±1

+ds

n

√
(s ∓ m)(s ± m + 1)δs ′s δm′m±1

∓λ+
s+1m

−
s

√
(s ± m + 1)(s ± m + 2) δs ′s+1δm′m±1. (B135)
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Proof. For the electron ν = 1, the eigenvalue equation (B3) yields the reduced matrix element of the operator s31; i.e.,

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|s13|s,m,i〉 = +
√

(s − m)(s + m)
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s − 1)|s,m,i〉 + m

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s)|s,m,i〉

+
√

(s − m + 1)(s + m + 1)
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s + 1)|s,m,i〉. (B136)

Similarly, the eigenvalue equation (B4) yields the matrix element associated with the operators s1±; i.e.,

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|s1±|s,m,i〉 = ±
√

(s ∓ m − 1)(s ∓ m)
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s − 1)|s,m ± 1,i〉

+
√

(s ∓ m)(s ± m + 1)
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s)|s,m ± 1,i〉

∓
√

(s ± m + 1)(s ± m + 2)
ds′∑

i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s + 1)|s,m ± 1,i〉. (B137)

The representation (B118) and the expressions (30), (B86), (B89), and (B107) imply that, ∀ s,m,

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|�3
1(s)|s,m,i〉 = [λ−

s Tr(1m−
s
) + λ+

s Tr(1m+
s
)]δs ′sδm′m = (λ−

s m−
s + λ+

s m+
s )δs ′sδm′m = ds

n
δs ′sδm′m. (B138)

The representation (B120) implies that, ∀ s,m,

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|�−
1 (s − 1)|s,m,i〉 = λ+

s Tr(1m+
s
) δs ′s−1δm′m = λ+

s m+
s δs ′s−1δm′m. (B139)

The representations (B119) implies that, ∀ s,m,

ds′∑
i ′=1

ds∑
i=1

〈s ′,m′,i ′|�+
1 (s + 1)|s,m,i〉 = λ+

s+1Tr(1m−
s
) δs ′s+1δm′m = λ+

s+1m
−
s δs ′s+1δm′m. (B140)

The matrix elements (B139) and (B140) satisfy the property (B39), as expected. The substitution of the matrix el-
ements (B138), (B139), and (B140) into the matrix elements (B136) and (B137) yields the matrix elements (B134)
and (B135). �
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