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Abstract— We consider the problem of distributed primary
and secondary frequency control in inverter-based microgrids
with meshed topology. A dynamic phasor modeling approach
is presented that accurately represents the dynamics of the
grid while being suitably simple to be used in control design.
Then, we propose a novel frequency-domain, fixed structure,
multivariable control design method based on a convex ap-
proximation of quadratic constraints. The method is then used
to design a distributed controller for primary and secondary
frequency control in an inverter-based distribution grid that
guarantees stability and satisfies various performance goals.

I. INTRODUCTION

The steady increase of renewable and distributed energy
resources in electric power grids is presenting a significant
challenge for the stability and reliability of the future elec-
trical network. The classical layout of the electrical grid
with few, centralized generation units connected at the high-
voltage level is replaced by a new structure, where many
small, distributed generation (DG) units are connected to
the mid- or low-voltage level. Also, whereas traditional
power plants consist of large synchronous generators (SGs),
distributed source are often connected through voltage source
inverters (VSIs), which exhibit completely different physical
characteristics and require new control strategies [1], [2].

The control objective in power grids is to keep the
electrical frequency and voltage magnitude at every bus
within a close band around the nominal operating point. The
control hierarchy of power grids can roughly be separated
into three levels, distinguished by a decreasing bandwidth
[3], [4]. The primary control level guarantees the short-term
stability of the grid. In today’s grid this task is performed
by droop control, a decentralized, proportional controller.
The secondary control level compensates for the steady-
state error introduced by primary control, thus keeping the
frequency at the nominal value. The current solution is to
have a centralized PI-controller that generates an area control
signal (ACE), which is broadcast to all generation units
participating in secondary control. Finally, the tertiary control
level is concerned with the planning and dispatch of reserves
during long-lasting disruptions. In this paper we will focus
on the primary and secondary levels.

In this work, we would like to address the separation
of primary and secondary control, and explore a different
approach. A prominent issue is the necessary separation of
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timescales, which severely limits the bandwidth of secondary
control. This in turn decreases the secondary control perfor-
mance, which presents a problem especially in low-inertia
or inverter-only grids with highly stochastic generation.
Most works in the literature focus on the case of islanded
microgrids consisting solely of VSI-interfaced generation.
First attempts usually treated centralized secondary control
approaches [5], [6]. However, centralized architectures have
the disadvantage that they require all-to-all communication
and create a single point of failure. Therefore, recently there
has been an effort to develop distributed control schemes that
are robust to disturbance and loss of communication. Several
distributed controller architectures have been proposed to
merge primary and secondary control while retaining power
sharing [7], [8], [9]. However, these works do not provide
a method to rigorously design the controller parameters
for arbitrary grids while guaranteeing stability and satisfy
desired performance goals.

From a control perspective, it has only recently been
proven that droop control stabilizes the closed-loop system
under some assumptions [7], [10]. However, these works use
a quasi-static formulation of the power flows, which leads
to the inaccurate conclusion that the system is stable for
arbitrary droop gains. Therefore, the presented methods are
not suitable for control design. A push for rigorous control
design for low-inertia power grids is made in [11], but the
presented method remains on a very basic level. In [12] a
convex robust control design method for distributed voltage
controllers for inverter-interfaced grids was presented. A
disadvantage of the method is that it uses a time-domain
approach based on auxiliary Lyapunov matrices and does
not scale well for larger grids.

The contribution of this work is split into two parts. First,
in Section II a framework for a dynamic model of an inverter-
based, islanded microgrid using a dynamic phasor approach
will be presented. This allows to construct a model that ac-
curately represents the electromagnetic and electromechanic
dynamics of the grid, while having a significantly reduced
complexity compared to a small-signal model. While this
type of model has been used for stability analysis and control
design of single inverters [13], [14], its application to control
design has not been explored so far.

Then, using the dynamic phasor model, in Section III the
design of a distributed secondary controller is formulated
as an H∞ control problem. As the second contribution, a
novel frequency-domain fixed-structure control approach is
proposed in order to solve the design problem. The approach
is based on a convex approximation of the frequency-domain
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constraints and results in a convex formulation of the op-
timization problem. A notable advantage of the proposed
method is that only the frequency response of the plant is
required, and there is no need for a parametric model.

II. GRID MODEL

In this section a linear, dynamic model for an islanded
microgrid will be developed that is suitable to be used for
the control design task. For stability analysis, power grids
are commonly modeled as small signal models. However,
this type of model becomes prohibitively complex even for
medium-sized grids and is not suitable for control design.
One possible solution is to use reduced-order small signal
models, but as this approach neglects the transient dynamics,
the results are not satisfactory for fast, inverter-based grids.
We therefore chose to use a dynamic phasor model that is
able to accurately describe the transient dynamics of the
bus voltages and power flows while having a significantly
reduces complexity compared to the full small-signal model.

Dynamic phasor models for distribution-level grids with a
large amount of VSI-interfaced generation are not commonly
used so far. In [13] a dynamic phasor model of an inverter-
based microgrid is analyzed, however, no load model is
given. In the following sections we will describe the models
of various grid components, and illustrate how they can be
used to form a plant model that can be used in control design.
For this work we restrict ourselves to mostly inductive grids
and only model the relationship between grid frequency and
active power. The voltage magnitude is assumed constant and
its dynamics are neglected.

A. Dynamic Line Model

First, we will present the model of the power lines. The
balanced, three-phase voltage at bus i is represented in the
phasor notation:

Ui∠θi =
√

2Ui(t)

 cos(ω̄t+ θi(t))
cos(ω̄t+ θi(t)− 2π/3)
cos(ω̄t+ θi(t) + 2π/3)

 (1)

with θi, Ui being the voltage angle and line-to-ground RMS
magnitude at bus i, and ω̄ being the nominal grid frequency.
Now consider the simple model shown in Fig. 1 that is
commonly used to represent short transmission lines in MV
and LV grids. The dynamic formulation of the transfer
functions between voltage angle and active power flow Pij
transmitted from bus i to bus j is [14]:

Pij = 3
ω̄Lij

(Lijs+Rij)2 + (ω̄Lij)2
Ū2θij (2)

with Rij , Lij the resistance and inductance of the line, Ū the
nominal line-to-ground voltage magnitude and θij = θi− θj
the voltage angle difference. The steady-state value of these
transfer functions when neglecting the resistive part is equal
to the quasi-static formulation commonly used in power flow
analysis:

Pij =
Ū2

X
θij (3)

iiU  jjU 
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Fig. 1: Single-line diagram of a three-phase transmission line.

0.95 1 1.05 1.1 1.15 1.2 1.25 1.3

time (s)

0

500

1000

1500

A
ct

iv
e 

P
ow

er
 (

W
)

Simulation
Dynamic
Static

Fig. 2: Comparison of active power flow through a mostly
inductive line for complete simulated model, dynamic phasor
model and static model.

However, the addition of the second-order dynamics leads to
a much more accurate representation of the transient power
flows, as can be seen in Fig. 2 after a step of the angle
difference at 1 s. One can see significant transient oscillations
occuring after stepping up the angle and magnitude differ-
ence, which are not represented in the static model. Modeling
these oscillations is important especially for VSI control
design, since VSIs have a large closed-loop bandwidth and
are easily able to excite this resonance.

B. Voltage Source Inverter

VSIs are usually operated in one of two main modes: grid-
forming or grid-feeding. In the grid-forming mode, the output
voltage is directly controlled to follow a reference given by
the operator. This mode is e.g. used to emulate the inertia of a
synchronous generator by adjusting the frequency depending
on the output power. In the grid-feeding mode, the inverter
electrical output power is controlled, with the power setpoints
again being provided by the operator.

The dynamic phasor model has the advantage that the
complex dynamics introduced by the output filter and internal
control loops can be neglected, as only the dynamics between
the reference input and the inverter output are required. In
this work we will only consider grid-forming inverters. A
grid-forming inverter connected to bus i can be represented
by the transfer function: θi = (τθ,is+ 1)−1θ̄i with θ̄i being
the desired output voltage angle and τθ,i corresponding to
the closed-loop bandwidth of the inverter.

C. Static Active Power Loads

In this work we only consider constant active power loads:

Pi = aiP̄i (4)
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Fig. 3: Block diagram of the plant.

where Pi, P̄i are the actual and nominal active power drawn
by the load and ai is a load parameter. It is also assumed
that the power consumed by a load at bus i is always equal
to the power transmitted through the lines connected to bus
i. Using the power flow equation presented above, this leads
to the following transfer function:

Pi =
∑
j∈Ω

3
ω̄Lji

(Ljis+Rji)2 + (ω̄Lji)2
Ū2(θj − θi) (5)

with Ω being the set of all buses j physically connected to
bus i. Rewriting this equation gives us the following transfer
function for the load bus voltage angle θi:∑

j∈Ω

3
ω̄Lji

(Ljis+Rji)2 + (ω̄Lji)2
Ū2θi = (6)

−aiP̄i +
∑
j∈Ω

3
ω̄Lji

(Ljis+Rji)2 + (ω̄Lji)2
Ū2θj

D. Block Diagram

Let the superscripts (·)VSI, (·)load denote the sets of buses
to which a VSI or a load is connected respectively. As
an example: if n is the number of inverters in the grid,
θVSI = [θ1, . . . , θn]

T would be a vector containing the
voltage angles at every bus belonging to a VSI. The block
diagram of the dynamic phasor model of a power grid with
VSIs and constant active power loads is shown in Fig. 3.
The blocks Gline, GVSI, Gload represent the transfer function
matrices containing the grid component models.

III. DISTRIBUTED SECONDARY CONTROL

In current power grids, secondary control is based on a
centralized integral controller architecture and its bandwidth
is limited by the primary control level due to the neces-
sary separation of timescales. This reduces the available
performance, an issue that is enhanced in grids with a high
amount of stochastic generation, which leads to large and
frequent deviations from the nominal frequency. This in turn
undermines grid stability and can lead to more frequent
disruptions. The work in [7] proposes a distributed-averaging
proportional-integral (DAPI) controller which is combining
droop control and secondary control. This makes it possible
to operate with the same bandwidth as droop control while
eliminating the steady-state error and maintaining propor-
tional power sharing. However, the authors do not provide a
method to design the control parameters to guarantee that
closed-loop stability and other desired performance goals
are satisfied. In this section we will reformulate the DAPI
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Fig. 4: Block diagram of the closed-loop system with the
DAPI controller.

controller in a state-space form such that it can be used in
the proposed control design method, and calculate feasible
integral gains such that the system remains stable and the
integral action has an acceptable bandwidth.

A. DAPI Controller Formulation

Let n be the number of inverters in the grid, and let In be
the n× n identity matrix. The DAPI controller of a VSI at
bus i is formulated as follows:

θ̇i = kp,i(P̄i − Pi − pi,i), i = 1, . . . , n (7)

ki,iṗi,i =
1

kp,i
θ̇i +

∑
j

Lc,ij(kp,ipi,i − kp,jpi,j)

where kp,i, ki,i are the proportional and integral gains, P̄i, Pi
are the nominal and measured power of the VSI, and
Lc ∈ Rn×n is the Laplacian matrix corresponding to a
weighted, undirected and connected communication graph
between all VSIs in the grid. The first equation is analogous
to a classical droop controller, with kp,i being the droop
gains. The additional term pi,i serves to take on the role of
secondary control, while the distributed architecture ensures
that proportional power sharing is maintained.

A block diagram of the full system is shown in Fig. 4. The
transfer function matrix G is the single-block formulation of
the plant shown in Fig. 3.

[
PVSI

]
is a vector containing the

active power drawn from the VSIs, and the nominal power
drawn by the loads

[
P̄ load

]
enters the plant as a disturbance.

HL is the transfer function matrix of the sensor taking the
power measurements. Next, the controller will be rewritten
in a state-space form. First, let us define state x, input e and
output u as:

x =


pi,1
pi,2

...
pi,n

 , e =


P̄1 − P1

P̄2 − P2

...
P̄n − Pn

 , u =


θ̇1

θ̇2

...
θ̇n

 (8)

The controller equations can then be rewritten as:

KI ẋ = −Inx− LcKPx+ Ine (9)
u = −KPx+KP e



with KP ,KI being diagonal matrices with diag(KP ) =
[kp,1, . . . , kp,n] and diag(KI) = [ki,1, . . . , ki,n]. This leads
to the state-space form:

K = C(sKI −A)−1B +D (10)

with
A = −LcKP − I B = I
C = −KP D = KP

(11)

B. Control Design

For the subsequent controller design, the proportional gain
matrix KP is assumed to be known, with the entries being
equal to the droop gains of the individual VSIs. Let U =
K(I+GK)−1 be the input sensitivity and S = (I+GK)−1

be the sensitivity transfer function. The control objective is
to design the integral gains such that the system remains
stable and that the VSI frequencies return to the nominal
value within a short amount of time after a change in the
VSI reference or output power. Due to the frequencies being
the input of the plant, this leads to a very specific case
that differs from the standard formulation. When looking
at the block diagram in Fig 4, the control objective can be
formulated as minimizing the norm of the input sensitivity at
low frequencies up to a certain point. An additional constraint
on the maximum norm of the sensitivity serves to prevent
large transient oscillations.

For a p × q stable transfer function H , the infinity-norm
is defined as: ‖H‖∞ = sup

ω≥0
‖H(jω)‖. The control design

problem is then formulated as an optimization problem with
the integral gain matrix KI as optimization variable:

min
KI

γu

subject to:
‖WU‖∞ < γu (12)
‖S‖∞ ≤ γs,

where γu is a scalar variable, γs is a scalar constant and
W (jω) is a weighting frequency function. The control prob-
lem is to compute the diagonal matrix KI with constraints
on the infinity norm of the closed-loop transfer functions.

This problem is known as a fixed-structure H∞ control
problem which is a theoretically challenging open problem
in the control theory. Although, there is no exact solution
to this problem, some approximative methods based on non-
smooth optimization algorithms have been developed [15]
and are available in the Robust Control Toolbox of MATLAB
and the open source toolbox HIFOO [16]. In this paper we
develop a new method to solve this problem based on a
convex approximation of the constraints in the frequency
domain, where no parametric model is required.

Let the norm of WU at each frequency be defined as:

‖WU(jω)‖ = σmax[WU(jω)] (13)

where σmax(·) is the maximum singular value of a matrix.
Then, the H∞ constraint ‖WU‖∞ < γu can be represented

by the following matrix inequalities if WU is stable:[
WK(I +GK)−1

]∗ [
WK(I +GK)−1

]
≺ γ2

uI ∀ω
(14)

where (·)∗ represents the complex conjugate transpose of
a matrix and the argument jω is dropped for the ease of
notation. This matrix inequality can be written as

K∗W ∗WK ≺ γ2
u(I +GK)∗(I +GK) ∀ω (15)

Multiplying both sides of the inequality from the left by
(jωKI −A)∗ and from the right by (jωKI −A), we obtain:

Y ∗γ−2
u Y ≺ Z∗Z ∀ω (16)

where

Y = WK(jωKI −A) (17)
= W [C +D(jωKI −A)]

Z = (I +GK)(jωKI −A)

= (I +GD)(jωKI −A) +GC

Note that Y and Z are linear with respect to the optimization
variable KI and so the quadratic matrix inequality in (16)
represents the sum of a convex and a concave constraint. The
concave part can be linearized starting from the following
matrix inequality [17]:

0 � (Z − Z̃)∗(Z − Z̃) = Z∗Z −Z∗Z̃ − Z̃∗Z + Z̃∗Z̃ (18)

which is valid for any matrices Z and Z̃. It leads to:

Z∗Z � Z∗Z̃ + Z̃∗Z − Z̃∗Z̃ (19)

with the right-hand side being an affine function of Z. From
this directly follows that:

Z∗Z̃ + Z̃∗Z − Z̃∗Z̃ − Y ∗γ−2
u Y � 0 (20)

which is convex in Z and Y and poses a sufficient condition
for Z∗Z � Y ∗γ−2

u Y . This leads us to the following convex
optimization problem with LMI constraints:

min
KI

γ2
u (21)

subject to
[
Z∗Z̃ + Z̃∗Z − Z̃∗Z̃ Y ∗

Y γ2
uI

]
� 0, ∀ω

The constraint on ‖S‖∞ can be linearized analogously. It
is important to note that the boundedness of the spectral
norm ‖WU‖ does not necessarily guarantee the closed-loop
stability for an arbitrary choice of Z̃. The stability condition
is presented in the following theorem:

Theorem 1: A feasible solution K(s) to the optimization
problem in (21) guarantees the closed-loop stability if

(a) Z̃ is chosen as: Z̃ = (I+GK̃)(jωK̃I −A), where
K̃(s) = C(jsK̃I−A)−1 +D stabilizes the closed-
loop system.

(b) The number of RHP (Right-Half Plane) poles of
K(s) is equal to that of K̃(s)

(c) K(s) and K̃(s) share the same poles on the imag-
inary axis.

Proof: The proof is omitted to save space.



In order to be able to solve the problem, the semi-infinite
sensitivity constraints are sampled at a reasonably large set
of frequencies ωk ∈ [ω1, ω2, . . . , ωN ]. This design problem
is then solved using an iterative approach. In order to start the
iteration, a stabilizing initial controller K̃ must be provided.
For a stable plant, a stabilizing controller can be found by
choosing the entries of KP small and the entries of KI large
enough. Then, the following steps are repeated. First, the
optimization problem is formulated using Z̃ = Zcurr where
Zcurr is the value of Z using the initial controller. Then, the
optimization problem is solved and the controller coefficient
matrices are updated and used to initialize the next iteration.
The iteration can be halted as soon as the change in the
objective function is small enough.

IV. SIMULATION EXAMPLE

We used the method presented in section III to calculated a
DAPI-controller for a test grid, and validated its performance
in simulation. The results are compared to those of a classical
droop controller, with the droop gains being equal to the
proportional gains of the DAPI controller. The simulation
was performed in Simulink using the Simpower toolbox. We
based our grid model on the three-phase islanded Subnetwork
1 of the CIGRE benchmark medium voltage distribution
network [18]. The network is a meshed network consisting
of 11 buses (see Fig. 5).

The following modifications are made compared to the
original system: We only consider 3 battery storage units
connected to buses 5, 9 and 10. The photovoltaics are
assumed to operate in maximum power point tracking mode
and are absorbed into the loads. The loads at buses 1, 5,
9 and 10 were neglected. Since the grid runs in islanded
mode, the loads and power ratings of the generation units
were scaled such that nominal generation and load is at an
equilibrium. To prevent the dynamics from being dominated
by a single VSI, the power ratings are in a similar range for
all three units. In Simulink, the inverters were modeled as
ideal voltage sources following the dynamics described in
section II-B. The grid parameters are listed in table I. The
sensor dynamics HL are assumed to be a first-order low-pass
filter with time constants τVSI

L .
We assume a full communication graph, meaning that

all three VSIs are able to communicate directly with each
other. For our design problem we chose γs = 2.4, which
is equal to the maximum of the sensitivity norm of the
droop controller. It should be noted that the plant G used
for the design contained 462 states, mostly introduced due
to numerical errors in Matlab. While this number would
be prohibitively large for classical control design methods,
which generally need a minimal realization, the presented
approach only requires the frequency response of the plant,
and is therefore not affected by this problem. It would in
fact also be possible to directly use the measured frequency
response of the plant, without needing a parametric model.
This is an important advantage in power grids, where the
grid parameters and structure are often not well known.

TABLE I: Test Grid Parameters

Base Values Sbase = 4.75 MVA, Ubase = 20 kV,
f = 50 Hz

Batteries
bus [5 9 10]

P̄VSI [-0.2 0.3 0.15] pu

kVSI
p [0.1 0.067 0.133] Hz

pu

kVSI
i [0.0151 0.0165 0.0214] Hz · s

pu

τVSI
θ [0.0002 0.0002 0.0002]

τVSI
L [0.01 0.01 0.01]

Loads
bus [3 4 6 7 8 11]

P̄ load [0.05 0.0432 0.055
0.0077 0.0588 0.0331] pu
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Fig. 6: The maximum singular values of S and U ; The solid
red: droop controller, solid blue: DAPI controller

The controller is initialized with KI = diag([1, 1, 1]) and
the weighting frequency function is :

W (jω) =

{
10, if ω ≤ 10.

1, otherwise.
(22)

The algorithm converged to the final value within 47 it-
erations. The final gains of KI are listed in table I. A
comparison of the sensitivities for the droop and DAPI
controller is shown in Fig. 6. A comparison of the frequency
transients after a load step between the droop and DAPI
controller is given in Fig. 7. At time 1 s the power drawn
by the load at bus 3 was doubled. One can see that the
DAPI controller returns the frequency to the nominal value
of 50 Hz within less than 0.1 s and also provides an improved
transient response.

V. CONCLUSIONS

We have presented a way to create a dynamic phasor
model of the frequency dynamics of an inverter-based power
grid that can readily be used for control design. We also
presented a novel multivariable, fixed-structure frequency-
domain control design approach. We have then demonstrated
its potential by using the dynamic phasor model to design
a distributed proportional-integral controller for an inverter-
based microgrid. This control architecture serves to combine
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Fig. 7: Frequency transients after load change; red line: droop
controller, blue line: DAPI controller.

droop control and secondary control, which significantly
increases the bandwidth of secondary control while main-
taining proportional power sharing. We have shown that the
presented control design approach guarantees closed-loop
stability while satisfying various performance goals.
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