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ABSTRACT

We cast the problem of query by example spoken term detection
(QbE-STD) as subspace detection where query and background are
modeled as a union of low-dimensional subspaces. The speech ex-
emplars used for subspace modeling consist of class-conditional pos-
terior probabilities obtained from deep neural network (DNN). The
query and background training exemplars are exploited to model the
underlying low-dimensional subspaces through dictionary learning
and sparse coding. Given the dictionaries characterizing the query
and background speech, QbE-STD amounts to subspace detection
via sparse representation and the reconstruction error is used for bi-
nary classification. Furthermore, we rigorously investigate the re-
lationship between the proposed method and the generalized likeli-
hood ratio test. The experimental evaluation demonstrate that the
proposed method is able to detect the query given a single exem-
plar and performs significantly better than one of the best QbE-STD
baseline systems based on template matching.

Index Terms— Deep neural network posterior probabilities,
Subspace sparse representation, Dictionary learning, Sparse mod-
eling, Query by example spoken term detection.

1. INTRODUCTION

Query-by-example spoken term detection (QbE-STD) refers to the
task of finding a spoken query within spoken audio. It enables
voice search in the context of multi-lingual unconstrained audio data
which can also be used for content indexing and retrieval applica-
tions.

1.1. Prior Works
A traditional QbE-STD approach is to convert spoken audio into a
sequence of symbols and then perform text based search. In [1, 2, 3],
the audio is first converted into a sequence of symbols using auto-
matic speech recognition (ASR) and then lattice based search tech-
niques are applied to detect the symbolic representation of the query.
These techniques typically require large amount of transcribed data
to train statistical acoustic model and language model for the under-
lying speech recognition system.

To apply the QbE-STD system on the raw data available on the
web, it is important to process the data without any requirement for
transcription. Hence, recent advances in QbE-STD are largely dom-
inated by the exemplar-based template matching techniques for its
superior performance to the statistical methods in low-resource con-
dition [4, 5]. This approach is conducted in two steps. First, the
query and test utterances are represented in terms of features or ex-
emplars. The query and the test exemplars are then aligned using
dynamic time warping (DTW) [6] or one of its variations [7]. The
similarity of the query and test exemplars obtained from DTW are

compared with a pre-defined threshold to find out possible regions
of query occurrences. Both spectral and class-conditional posterior
probabilities [8] are used as features to represent the audio exem-
plars. Although this approach requires a few query exemplars, it is
sensitive to speaker and acoustic mismatch conditions. To overcome
these limitations, model based approaches are being investigated [9].
In [10], acoustic units are discovered and modeled using HMM in an
unsupervised manner. These units are then used to model the query
and search for it in a test utterance.

1.2. Motivations and Contributions
This work is motivated by the success of exemplar-based sparse rep-
resentation in classification and detection tasks [11, 12]. Previous
studies in this direction are largely confined to the application of
speech recognition and separation [13, 14, 15]. To the best of our
knowledge, this has not been studied by other researchers in the
context of spoken term detection. In contrast to the earlier work
on exemplar-based sparse representation where spectral features are
used as exemplars, we use DNN-based posterior features.

Speech utterances are a union of words which in turn consist
of phonetic components and sub-phonetic attributes. Each linguistic
component is produced using a few highly constrained articulatory
mechanisms leading to generation of speech data living in a union
of low-dimensional subspaces [16, 17, 18]. However, most existing
speech classification and acoustic modeling methods do not explic-
itly consider this multi-subspace structure of speech. Sparse model-
ing is a promising technique to exploit this structure [19, 20].

Previously, in [21], we cast the query detection problem as the
problem of subspace detection via sparse representation. To that end,
a dictionary for characterizing the space of query and background
exemplars was learned from training data at the word level. Namely,
we assumed that the speech utterances are a set of known words. The
individual word spaces were modeled as a union of low-dimensional
subspaces learned through dictionary learning for sparse representa-
tion.

In this paper, we extend our preliminary work in several direc-
tions: Instead of word based dictionary learning, we use phone based
dictionaries, hence, generalizing the applicability of our method for
utterances composed of unknown words. We exploit the exclusive-
ness of query and background frames in a class-specific sparse re-
covery approach to improve the accuracy of query and background
sparse representation. Moreover, we demonstrate how exploiting
temporal information enables us to resolve the subspace intersection
ambiguities due to the overlapping query and background phonetic
components. Finally, we demonstrate the mathematical equivalence
of the proposed method to the generalized likelihood ratio test for
composite hypothesis testing. The experimental evaluation shows
significant improvement over one of the strongest template match-
ing techniques [4, 5].



2. SPARSE SUBSPACE POSTERIOR MODELING

In this section, we elaborate on modeling the query and background
speech as a union of low-dimensional subspaces. The DNN class-
conditional posterior probabilities are used as speech features for
subspace modeling. The QbE-STD problem amounts to subspace
detection where sparse recovery is applied to identify the underlying
low-dimensional subspaces.

2.1. Union of Low-dimensional Subspaces

When speech is represented in terms of posterior features, the sub-
space corresponding to each linguistic class is a low-dimensional
space [22]. Any speech utterance is comprised of individual linguis-
tic classes, hence, it can be modeled as a union of low-dimensional
subspaces. To state it more precisely, let Q and B denote the query
and background manifold respectively such that

Q = ∪mi=1Qi, B = ∪ni=1Bi (1)

where {Q}mi=1 and {B}ni=1 are the corresponding constituent sub-
spaces.

Any data point in a union of subspaces can be efficiently recon-
structed by a combination of other points in the dataset [20]. Hence,
to characterize the space of posterior features, all training exemplars
should be considered. To alleviate the need of all training data, dic-
tionary learning for sparse representation provides an unsupervised,
yet effective, way of extracting an over-complete basis set to model
the underlying subspaces. This approach reduces the computational
cost and improves the accuracy of sparse modeling [23].

Given the dictionary which can characterize the underlying sub-
space model, the independent subspaces are guaranteed to be iden-
tified correctly using sparse recovery [20]. In the following Sec-
tion 2.2, we explain how the query and background subspaces can
be modeled using dictionary learning for sparse representation.

2.2. Query and Background Dictionaries

Dictionary learning refers to the task of learning an over-complete
set of basis vectors from the training data such that the underlying
subspaces can be represented as a sparse linear combination of these
vectors. Given a training set of features Y = [y1, y2, ..., yT ] ∈
RK×T , a dictionary D ∈ RK×M and sparse representation A =
[α1, α2, ..., αT ] for Y; the objective function for dictionary learn-
ing algorithm is defined as

arg min
D,A

1

T

T∑
t=1

(
1

2
‖yt −Dαt‖22 + λ‖αt‖1

)
(2)

where λ is the regularization parameter, K is the size of posterior
feature vector, T is the number of training vectors for a given exam-
ple,M is the number of basis vectors in the dictionary andK �M .
The first term in this expression, quantifies the energy-based recon-
struction error. The second term denotes the `1-norm of α defined
as ‖α‖1 =

∑
i |αi| which controls the sparsity of αt. The joint op-

timization of this objective function with respect to both D and αt
simultaneously is non-convex, it can be solved as a convex objective
by optimizing for one while keeping the other fixed [24].

In this work, we consider the fast online algorithm proposed by
Mairal et al. [24] for its high performance in posterior based sub-
space modeling [23]. This algorithm is based on stochastic gradi-
ent descent optimization. It basically alternates between a step of
sparse coding for the current training feature zt and then optimizes

the previous estimate of dictionary D(t−1) to determine the new es-
timate D(t) using stochastic gradient descent. The algorithm has
been shortly summarized in Algorithm 1.

Algorithm 1 Online Dictionary Learning

Require: : Y = [y1, y2, ..., yT ] ∈ RK×T , λ ∈ R : regularization
parameter, initial estimate for dictionary D(0) ∈ RK×M

1: for t = 1 to T do
2: Sparse Coding of yt to determine αt:

αt = arg minα
{

1
2
‖yt −D(t−1)α‖22 + λ‖α‖1

}
3: Updating D(t) with D(t−1) as warm restart:

D(t) = arg minD

{
1
t

∑t
i=1( 1

2
‖yi −Dαi‖22 + λ‖αi‖1)

}
4: end for
5: return D(T )

In this paper, we learn two sets of dictionaries separately:

1. The query dictionary is learned from query exemplars and
denoted by DQ.

2. The background dictionary includes the set of phone-specific
dictionaries learned from training exemplars of phone pos-
terior features and denoted by DB = {D1 . . .Dp . . .DP }
where p indicates different phones.

These two classes will always have shared phonetic components
which makes the classification a difficult task. The primary dis-
criminating property between the two classes is the temporal infor-
mation inherent to query which is modeled in the query dictionary.
On the other hand, there is no such structure present in the back-
ground dictionary due to separate phone-based dictionaries. To ex-
ploit the temporal structure, a sequence of c frames is concatenated
as ỹ = [y>t−c . . .y

>
t . . .y

>
t+c]

> and form the input feature used for
dictionary learning and sparse representation. This mechanism is re-
ferred to as context appending which is also a typical approach to
incorporate the dynamics of the features [23].

2.3. Spoken Term Subspace Detection

The underlying low-dimensional subspaces of speech posterior fea-
tures can be identified using sparse representation. Given a test pos-
terior vector zt and the query and background dictionaries DQ and
DB, the test vector can be represented as a sparse linear combina-
tion of dictionary atoms characterizing the space of query or back-
ground manifolds. Given the over-complete dictionaries, the query
and background sparse representations of a posterior feature vector
zt is obtained by the following optimization problems:

αQt = arg min
α

{
1

2
‖zt −DQα‖22 + λ‖α‖1

}
(3)

αBt = arg min
α

{
1

2
‖zt −DBα‖22 + λ‖α‖1

}
(4)

The coefficients of the sparse representation of zt in the query and
background spaces are αQt and αBt respectively. The reconstructed
vector using the corresponding sparse coefficient vectors will be,

ẑQt = DQα
Q
t , ẑBt = DBα

B
t

The subspace which can best represent a test vector zt cor-
responds to the least reconstruction error. Hence, we use the



Fig. 1. Hypothesized length of the query in a test utterance.

Euclidean-norm based reconstruction error to perform binary clas-
sification. The reconstruction errors are calculated as follows

eQ(zt) = ‖zt − ẑQt ‖2 = ‖zt −DQαQt ‖2 (5)

eB(zt) = ‖zt − ẑBt ‖2 = ‖zt −DBαBt ‖2 (6)

where, eQ(zt) and eB(zt) are the error terms corresponding to the
query and background classes. The errors are then used to take a
frame-level decision by calculating their difference as

∆(zt) = eB(zt)− eQ(zt) (7)

which is compared with a pre-defined threshold δ. If ∆(zt) > δ, zt
is labeled as a query-frame, otherwise zt is marked as a background-
frame. The frame-level decisions are then accumulated to form an
utterance level decision and to detect whether the query occurs once
or more in the test utterance. This is done by counting the continu-
ous number of frames detected as the query. This provides us with
the hypothesized length of the query in a test utterance. Fig. 1 de-
picts this procedure to obtain the hypothesized length. This length
is compared with a pre-calculated threshold to take the final deci-
sion [25]. Although the frame-level processing is not able to exploit
the temporal information inherent in speech, this information is cap-
tured through context appending as discussed in Section 2.2 to ob-
tain the frame-level decisions. Although very simple (and disregard-
ing temporal information), this decoding procedure has been shown
advantageous to the Viterbi algorithm in the framework of hidden
Markov model (HMM) for keyword detection task [25]. We will see
in Section 3.4 that this decision making approach is effective and
outperforms an efficient DTW-based baseline system in QbE-STD
evaluations.

2.4. Relation to Generalized Likelihood Ratio Test

The proposed approach is closely related to the generalized likeli-
hood ratio test for composite hypothesis testing. We assume that
each test exemplar is modeled as zt = Dαt+nt where D is an over-
complete dictionary and αt is a sparse latent variable with Laplace
prior distribution

p(αt) ∼
(
λ

2

)M
exp(−λ‖α‖1). (8)

with a parameter λ > 0. We assume the model mismatch nt to be
an independent Gaussian noise distributed asN (0, σ2I). Hence, the
distribution of a test exemplar zt given the latent variable αt is given
by:

p(zt|αt = α;D) ∼ N (Dα, σ2I) (9)

For each test posterior, we define the composite hypothesis testing
problem as

H0 : zt = DQαt + nt

H1 : zt = DB αt + nt,
(10)

The maximum likelihood estimate of αt is obtained as

arg max
α

p(α|zt;D) = arg max
α

p(zt|α;D)p(α) (11)

Substituting (8) and (9), the maximum likelihood estimate of αt
amounts to (3) and (4) if D is chosen as either the query DQ or
background DB dictionary. Hence, the generalized likelihood ratio
test becomes

p(zt;α
Q
t |H0)

p(zt;αBt |H1)
=
‖zt −DQαQt ‖2
‖zt −DB αBt ‖2

H0

≶
H1

δ′ (12)

which leads to a solution equivalent to (7).

3. EXPERIMENTAL ANALYSIS

This section describes the spoken term detection experiments con-
ducted to analyse and evaluate the performance of the proposed
sparse subspace modelling method.

3.1. Database and Speech Exemplars

We use Numbers’95 database [26] for our experiments. In total,
there are 31 numbers spoken in form of continuous speech, out of
which 11 words are used for detection experiments. These numbers
are ‘zero’ through ‘nine’ and ‘oh’. There are around 17 k sentences
in the database, among which 60% are used for training, 20% for de-
velopment and the rest for testing. The training data is used to train
a DNN which computes the phone posterior probabilities. More de-
tails about DNN training may be found in [23]. Indeed, the DNN can
be learned using any well resourced speech database with a standard
phone set. The DNN is used to extract the phone posterior features
from the utterances. The query examples are chosen randomly from
the training database to model the query. The same set of examples
are used in different systems.

3.2. Baseline System

We have chosen the DTW based query by example spoken term de-
tection system presented in [5] as our baseline system. As a brief
overview of the system, it applies DTW matching of reference query
with the test utterance in a recursive manner. In the first pass, the sys-
tem hypothesizes a detected region with corresponding score. Then,
the system searches again in the non-hypothesized region given the
following three conditions are satisfied: (1) the score of the cur-
rent hypothesis is greater than a given threshold T, (2) the non-
hypothesized speech segment has long enough duration (half the
query length) and (3) the number of detections (already hypothe-
sized + currently computed) is less than a given threshold M. For
our experiments, we have considered the same thresholds as [5], i.e.
T = 0.85, and M = 7. If more than one example of the same query is
given, we have used DTW matching to map the frames and averaged
the matched frames to generate an average reference query [5, 27].

3.3. Sparse Subspace Detection

The first step is to learn the dictionaries for query and background
classes. The query dictionaries are learned from the given examples
of the query. The background dictionary includes all phone-specific
dictionaries. The phone dictionaries can be learned from the same
data used to train the DNN for feature extraction. We have used
phone data from the training set of Numbers’95 database. Thus, we
have 27 different phone dictionaries including a silence phone. We
use the query and background (phone) dictionaries independently
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Fig. 2. ROC curves for the proposed sparse subspace detection system and
the baseline DTW system [5] using different numbers of query examples
available.

as (3) and (4) for sparse recovery of a test frame. There are 27 dif-
ferent reconstruction errors corresponding to the individual phone
dictionaries, and the minimum error is used to calculate ∆(zt) in (7).
Relying on the fact that a test frame can only be associated to a single
phone subspace, choosing the minimum reconstruction error leads to
selection of the most competitive underlying subspace of the back-
ground.
The query and background reconstruction errors or ∆(zt) in (7) are
used to take frame-level binary decision. The frame-level decisions
are then counted to estimate the length of a hypothesized query. Fi-
nal decision is made by comparing the hypothesized length to half
of the (average) query length.

3.4. QbE-STD Performance

The receiver operating characteristic (ROC) curves are computed by
varying the frame-level threshold δ in a predefined range for both
sparse subspace detection as well as DTW based systems and illus-
trated in Fig. 2. Similar to the DTW system, half of the (average)
query length is used as the minimum hypothesized length. The re-
sults are averaged for all digits used as the query.

We consider two cases where only a single query example
(Fig. 2-(a)) and 10 examples (Fig. 2-(b)) are provided. In the case of
single query example, the query dictionary DQ consists of the query
exemplars. In the case of 10 query examples, one of them is used
for initializing the dictionary whereas the rest are used for dictio-
nary learning (2). The value of λ is optimized over the development
data as 0.8. The number of frames used for context appending is 17
corresponding to the context size of c = 8.

We can see that increasing the number of query examples im-
proves the query subspace modeling thus enhancing the performance
of the proposed method. Incorporating new examples of the query is
more effective for sparse subspace detection compared to the base-
line DTW system. It can be explained by different methodology
adopted to incorporate the new data information. Clearly, dictionary
learning captures more information from the examples compared to
template averaging [5, 27] and provides a better characterization of
the query space.

3.5. Sequential Structure

The temporal dependency of adjacent frames can be captured while
learning the query dictionary via context appending as discussed in
Section 2.2. This structure can be embedded in dictionary design
once a sequence of context appended query exemplars is used for
initialization of the dictionary learning algorithm. Due to sequenc-
ing information at initialization, the resulting dictionary atoms will
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(b) Sparse coding dictionary is “nine”

Fig. 3. Sparse representation matrices obtained after decoding the utterance
“three-two-eight-two-four”. Assuming that the query is “two”, the sparse
coefficients exhibit a sequential structure when the dictionary of word “two”
is used for sparse recovery whereas this structure is missing when a wrong
dictionary “nine” is used.

represent a sequential basis set for query characterization. Sparse
recovery of the test utterance using the query dictionary activates the
atoms in a sequential manner in the region where the query occurs,
leading to a sequential structure underlying the sparse coefficients.
This property is illustrated in Fig. 3.

The test utterance in this example contains the word sequence:
“three-two-eight-two-four”; the sparse representation matrix de-
picted in Fig. 3-(a) is obtained using the dictionary of “two”. The se-
quential structure can be seen at the region of occurrences of “two”.
On the other hand, if we use dictionary of “nine”, this sequential
structure is no longer available as depicted in Fig. 3-(b). This struc-
ture can be exploited to devise a structured sparse recovery algo-
rithm [12].

4. CONCLUSIONS

We proposed a novel spoken term detection approach based on
sparse representation of the posterior exemplars. In contrast to the
state of the art template matching methods, we presented the prob-
lem as subspace detection where the query and background are mod-
eled using dictionary learning and sparse coding techniques. Sparse
representation of the test posterior exemplars using the dictionaries
characterizing the space of query and background leads to discrim-
ination of the underlying subspaces thus enables classification via
reconstruction error. Query decision is then simply performed by
accumulating frame basis decisions (frames belonging to the query)
over the hypothesized template, resulting in a very simple decod-
ing process. However, in spite of this simplicity (and potential for
improvements), the proposed approach has been shown here to out-
perform one of the best DTW baseline systems, demonstrating the
great potential of our sparse subspace detection method. We plan to
learn the universal phone dictionaries to evaluate the system on mul-
tilingual zero resourced spoken term detection tasks. To that end,
discriminative dictionary learning techniques can be considered to
alleviate the ambiguities of the intersecting (shared) phonetic sub-
spaces. Furthermore, dictionary learning can be performed at any
sub-phonetic levels suitable for speech representation.
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