
Analysis of CNN-based Speech Recognition System using Raw Speech as Input

Dimitri Palaz1,2, Mathew Magimai.-Doss1, Ronan Collobert3,1

1Idiap Research Institute, Martigny, Switzerland
2Ecole Polytechnique Fédérale de Lausanne (EPFL), Lausanne, Switzerland

3Facebook AI Research, Menlo Park, CA, USA
{dimitri.palaz, mathew}@idiap.ch, ronan@collobert.com

Abstract
Automatic speech recognition systems typically model the rela-
tionship between the acoustic speech signal and the phones in
two separate steps: feature extraction and classifier training. In
our recent works, we have shown that, in the framework of con-
volutional neural networks (CNN), the relationship between the
raw speech signal and the phones can be directly modeled and
ASR systems competitive to standard approach can be built. In
this paper, we first analyze and show that, between the first two
convolutional layers, the CNN learns (in parts) and models the
phone-specific spectral envelope information of 2-4 ms speech.
Given that we show that the CNN-based approach yields ASR
trends similar to standard short-term spectral based ASR sys-
tem under mismatched (noisy) conditions, with the CNN-based
approach being more robust.
Index Terms: automatic speech recognition, convolutional
neural networks, raw signal, robust speech recognition.

1. Introduction
State-of-the-art automatic speech recognition (ASR) systems
typically model the relationship between the acoustic speech
signal and the phones in two separate steps, which are op-
timized in an independent manner [1]. In a first step, the
speech signal is transformed into features, usually composed of
a dimensionality reduction phase and an information selection
phase, based on the task-specific knowledge of the phenomena.
These two phases have been carefully hand-crafted, leading to
state-of-the-art features such as Mel frequency cepstral coeffi-
cients (MFCCs) or perceptual linear prediction cepstral features
(PLPs). In a second step, the likelihood of subword units such
as, phonemes is estimated using generative models or discrimi-
native models.

In recent years, in the hybrid HMM/ANN framework [1],
there has been growing interests in using “intermediate” rep-
resentations instead of conventional features, such as cepstral-
based features, as input for neural networks-based systems.
ANNs with deep learning architectures, more precisely, deep
neural networks (DNNs) [2, 3], which can yield better system
than a single hidden layer MLP have been proposed to address
various aspects of acoustic modeling. More specifically, use
of context-dependent phonemes [4, 5]; use of spectral features
as opposed to cepstral features [6, 7]; CNN-based system with
Mel filter bank energies as input [8, 9, 10]; combination of dif-
ferent features [11], to name a few. Features learning from the
raw speech signal using neural networks-based systems has also
been investigated in [12]. In all these approaches, the features
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extraction step and the acoustic modeling step are trained inde-
pendently. More recently, neural network-based systems where
the features and the model are trained jointly have been pro-
posed. CNN-based system taking power spectrum as input has
been proposed in [13]. Using temporal raw speech directly as
input has been proposed in the context of DNNs [14] and in
the context of end-to-end sequence-discriminative training of
CNNs [15].

In our recent studies [16, 17], it was shown that it is pos-
sible to estimate phoneme class conditional probabilities by
using raw speech signal as input to convolutional neural net-
works [18] (CNNs). On phoneme recognition task and on con-
tinuous speech recognition task, we showed that the system is
able to learn features from the raw speech signal, and yields per-
formance similar or better than conventional ANN-based sys-
tem that takes cepstral features as input. We also showed that
the first convolutional layer of the network can be seen as a
set of matching filters, processing the speech signal at a sub-
segmental level, 2-4 ms speech. We showed that these filters
respond to different frequency bandwidths [16], and that they
show some level of invariance across databases [17].

In this paper, we first analyze the CNN to understand the
speech information that is modeled between the first two con-
volution layers. To that end, we present a method to compute
the mean frequency responses of the filters in the first convolu-
tion layer that match to the specific inputs representing vowels.
Our studies on TIMIT task indicate that the mean frequency re-
sponse tends to model the envelope of the sub-segmental (2-4
ms) speech signal. We then present a study to evaluate the sus-
ceptibility of the CNN-based system to mismatched conditions.
This is an open problem in systems trained in a data-driven man-
ner. We investigate this aspect on two tasks, namely, TIMIT
phoneme recognition task and Aurora2 connected word recog-
nition task. Our studies show that the performance of the CNN-
based system degrades with the decrease in signal-to-noise ratio
(SNR) like in a standard spectral feature based system. How-
ever, when compared to the spectral feature based system, the
CNN-based system using raw speech signal as input yields bet-
ter performance.

The remainder of the paper is organized as follows. Sec-
tion 2 presents the architecture of the network. Section 3
presents the experimental setup. Section 4 presents the network
analysis and Section 5 presents the noise study. Finally, Sec-
tion 6 summarizes and concludes the paper.

2. Convolutional Neural Networks
We present briefly the architecture of the CNN-based system.
More details can be found in [17].
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2.1. Architecture

The convolutional neural network is given a sequence of raw
input signal, split into frames, and outputs a score for each
classes, for each frame. The network architecture is composed
of several filter stages, followed by a classification stage. A fil-
ter stage involves a convolutional layer, followed by a temporal
max-pooling layer and a non-linearity (tanh()). Our optimal
architecture included three filter stages. Processed signals com-
ing out of these stages are fed to a classification stage, which
in our case is a multi-layer perceptron, with one hidden layer.
It outputs the conditional probabilities p(i|x) for each class i,
for each frame x using a SoftMax layer [19]. The network is
trained under the cross-entropy criterion, maximized using the
stochastic gradient ascent algorithm [20].

2.2. Convolutional layer

While “classical” linear layers in standard MLPs accept a fixed-
size input vector, a convolution layer is assumed to be fed with
a sequence of T vectors/frames: X = {x1 x2 . . . xT }. A
convolutional layer applies the same linear transformation over
each successive (or interspaced by dW frames) windows of kW
frames. For example, the transformation at frame t is formally
written as:

M

 xt−(kW−1)/2

...
xt+(kW−1)/2

 , (1)

where M is a dout × din matrix of parameters. In other words,
dout filters (rows of the matrix M) are applied to the input se-
quence.

2.3. Max-pooling layer

These kind of layers perform local temporal max operations
over an input sequence. More formally, the transformation at
frame t is written as:

max
t−(kW−1)/2≤s≤t+(kW−1)/2

xds ∀d (2)

with x being the input, kW the kernel width and d the dimen-
sion.

3. Experimental Setup
3.1. Databases

The TIMIT acoustic-phonetic corpus consists of 3,696 training
utterances (sampled at 16kHz) from 462 speakers, excluding
the SA sentences. The cross-validation set consists of 400 ut-
terances from 50 speakers. The core test set is used to report
the results. It contains 192 utterances from 24 speakers, exclud-
ing the validation set. The 61 hand labeled phonetic symbols
are mapped to 39 phonemes with an additional garbage class,
as presented in [21]. For the noise studies, the utterances from
the TIMIT corpus are corrupted by noises from the NoiseX-92
corpus [22]. The core testset is corrupted with the speech, F-16
and factory noises, at SNR level between 0dB and 30 dB. We
also present a multi-conditional training study, where the train-
set is randomly split in 20 subsets, each one containing 184 ut-
terances. The 20 subsets represent 4 noise types (car, operation,
lynx, minigun) different from the testset, at 5 different SNRs
(20dB, 15dB, 10dB, 5dB and clean). The corrupted utterances
are obtained using the FaNT tool [23].

The Aurora2 corpus [24] is a connected digit corpus which
contains 8,440 sentences of clean and multi-condition training
data and 70,070 sentences of clean and noisy test data. We
report the results on test A and test B, composed of 10 dif-
ferent noises at 7 different noise levels (clean, 20dB, 15dB,
10dB, 5dB, 0dB, -5dB), totaling 70 different test scenarios, each
containing 1,001 sentences. The alignment is obtained using
the HTK-based HMM/GMM system provided along with the
database. It consists of whole word HMM models with 16 states
per word to model the digits. The states are connected in a sim-
ple left-to-right fashion. The number of state is 179. The lan-
guage model provided by the corpus is used.

3.2. Tasks

For the connected word recognition task on the Aurora2 cor-
pus, the CNN-based system is used to compute the posterior
probabilities of word states. The decoder is an HMM, model-
ing words. The scaled likelihoods are estimated by dividing the
posterior probability by the prior probability of each class, es-
timated by counting on the training set. The hyper parameters
such as, language scaling factor and the word insertion penalty
are determined on the validation set.

For the phoneme recognition task on the TIMIT corpus,
the CNN-based system is used to estimate phoneme class con-
ditional probabilities. The decoder is a standard HMM de-
coder, with constrained duration of 3 states, and considering all
phoneme equally probable. We do not use a phonetic language
model. 39 classes are used.

3.3. Features Input

Raw features are simply composed of a window of the temporal
speech signal (hence, din = 1 for the first convolutional layer).
The window is normalized such that it has zero mean and unit
variance.

We also performed baseline experiments with MFCC as in-
put features. They are computed (with HTK [25]) using a 25 ms
Hamming window on the speech signal, with a shift of 10 ms.
The signal is represented using 12th-order coefficients (without
the zeroth coefficient) and the logarithmic frame energy, along
with their first and second derivatives, computed on a 9 frames
context.

3.4. Baseline systems

We compare our approach with the standard HMM/ANN sys-
tem using cepstral features. We train an ANN with one single
hidden layer, referred to as ANN. The input to the ANNs are
MFCC features with several frames of preceding and following
context. We do not pre-train the network.

3.5. Networks hyper-parameters

The hyper-parameters of the network are: the input window size
win, corresponding to the context taken along with each exam-
ple, the kernel width of the first convolution, expressed in sam-
ples, the kernel width kWn, the shift dWn and the number of
filters dn of the other nth convolution layers, the pooling width
kWmp of maxpooling layers and the hidden layer width. They
are tuned by early-stopping on the validation set.

The architecture is composed of 3 convolutional and max-
pooling layers and 1 hidden layer. The best performance on
TIMIT was found with: 50 samples kernel width for the first
convolution, 310 ms of context, 5 frames kernel width, 80, 60
and 60 filters, 500 hidden units and 3 pooling width. The ANN
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Figure 1: Illustration of the five most firing filters, with their proportion factor, for the center frame of phoneme /iy/.

baseline uses 500 nodes for the hidden layer. On Aurora2, 10-
fold cross-validation was used for tuning the hyper-parameters.
The best performance was found with: 50 samples kernel width
for the first convolution, 310 ms of context, 7 frames kernel
width, 80, 60 and 60 filters, 500 hidden units and 3 pooling
width. The ANN baseline uses 500 nodes for the hidden layer.
The experiments were implemented using the torch7 toolbox
[26].

4. Filters Analysis
In most of the recent convolutional neural networks-based sys-
tems proposed in the literature, the input features are either con-
ventional cepstral-based features [5] or spectral-based represen-
tations, such as Mel filterbank coefficients [10]. These features
are usually computed on a 25 ms window, with a shift of 10
ms. The key difference in our system is that the CNN takes the
temporal raw speech directly as input. Thus, the first convolu-
tional layer should act as a filterbank, learned in a data-driven
manner. The kernel width of this first convolutional layer, rep-
resenting the length of the temporal input window, was selected
empirically, on the validation set. The best performance was
found with a very short window, around 2-4 ms speech, with a
shift of 0.6 ms, which is ten times shorter than in conventional
cepstral-based features processing. The filters learned by the
first convolution can be seen as matching filters. In our previ-
ous studies, we showed that they respond to various frequency
bandwidths [16], and that they show some level of invariance
across databases [17].
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Figure 2: Detailed view of the first two stages of the CNN. The
outputs of the first convolution are combined in the second con-
volution.

As illustrated in Figure 2, in the proposed architecture the

outputs of the first convolution layer which consists of a bank
of matched filters are linearly combined after maxpooling oper-
ation. We take a simplified view of this process where a speech
signal corresponding to a sound is passed through a bank of
linear time invariant filters and the outputs are then combined
linearly. In such a case, we can visualize the total frequency
response of the filter banks after linear combination as a sum
of the frequency responses of the filters that are firing/matching
to the spectral characteristics of the sound. Using this simpli-
fied view, we studied the average spectral characteristics of the
vowel sound that is being modeled in the following manner:

• The center frame for a given vowel in a sequence is se-
lected and forwarded to the network.

• We determine which filters are firing the most for each
frame by taking the argmax.

• The first two operations are repeated over the whole val-
idation data set keeping track of the number of times ni

the filter i is triggered.

• The frequency response Fi of each filter i is computed
by taking the magnitude of the Fourier Transform and
normalizing it.

• Finally, the mean frequency response for a given vowel
fvowel is computed by adding the frequency responses
of the five most firing filters, weighted by a proportion
factor λi, which is given by the number of time the filter
i is triggered, normalized by the total number of appear-
ances: λi =

ni∑
j nj

.

fvowel =
∑
i

λiFi (3)

The number of firing filters was set to five, because it represents
most of the contribution to the filters output. An illustration of
the five most firing filters for one phoneme /iy/ is provided in
Figure 1.

The frequency responses of selected vowels, computed on
the validation set of TIMIT are presented in Figure 3. The rip-
ples present in the plots can be attributed to the fact that these
filters are learned on sub-segmental speech signal, i.e. a dura-
tion of 2-4 ms. It could be observed that the average frequency
response is like a smooth spectral envelope. Given that we could
hypothesize that in the mismatched (noisy) conditions the CNN-
based system should have a trend similar to standard cepstral
features, which tends to model spectral envelope information
(of about 25ms speech signal). We ascertain this aspect in the
next section.



Table 1: Results on the Aurora tests A and B, given in Word Recognition Rate (WRR), averaged over the four noises. Both systems have
250k parameters.

Test A Test B
SNR [dB] clean 20 15 10 5 0 -5 clean 20 15 10 5 0 -5

Clean Training
ANN 96.9 86.1 74.1 51.4 25.5 13.9 10.1 97.4 87.3 77.8 59.8 33.5 15.0 8.9
CNN 97.3 88.3 76.1 53.0 24.7 11.2 8.0 97.2 90.4 83.2 64.9 38.7 19.1 10.1

Multi-conditional Training
ANN 92.1 91.6 89.0 83.4 70.0 38.2 14.5 92.1 85.1 80.9 73.8 59.7 34.1 14.5
CNN 97.6 97.4 96.6 93.9 84.8 55.1 19.5 97.6 94.8 93.4 89.0 77.4 48.0 18.7
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Figure 3: Mean frequency responses on the TIMIT validation
set for phonemes /iy/, /ah/, /er/, /ow/ and /ay/.

5. Noise Studies

DNN and CNN based systems had been shown to yield state-
of-the-art results in ASR. However, this data-driven approach
could raise questions about the susceptibility of the system to
mismatched conditions. In this section, we present noise ro-
bustness studies on two tasks: connected word recognition task
on the Aurora2 corpus and phoneme recognition task on the
TIMIT corpus. For a fair comparison, in these studies we do
not perform any further normalization on the MFCC features,
such as cepstral mean normalization. The reason being that
such normalizations could be envisioned at signal level as fil-
tering operations. Studying in detail these aspects is open for
further research and as discussed later in Section 6, is part of
future work.

5.1. Word recognition study

Table 1 presents the results on Aurora2 corpus. It can be ob-
served that in both clean condition training and multi-condition
training, the CNN-based system outperforms the ANN-based
system. This can be seen prominently in the case of multi-
condition training. The performance of the CNN-based system
is similar to the first reported system on Aurora2 corpus [24].
The weak performance of the ANN-based system could be at-
tributed to lack of feature normalization and low capacity.

Table 2: Results for the clean and multi-condition training on
the TIMIT core testset, given in PRR.

SNR [dB] ANN CNN
Training clean multi clean multi

30dB 52.5 54.3 65.5 66.8
25dB 46.7 50.8 59.7 64.8
20dB 40.3 46.6 50.5 60.8
15dB 32.7 41.1 39.1 53.5
10dB 26.1 34.2 27.8 42.8
5dB 21.2 26.4 18.3 30.8
0dB 17.4 20.2 9.9 21.4

5.2. Phoneme recognition study

Table 2 presents the results on TIMIT corpus for the base-
line and the CNN-based system, expressed in term of Phoneme
Recognition Rate (PRR). In the case of clean training, it can
be observed that the CNN-based system is slightly more robust
than the baseline. However, the performance of the CNN-based
system degrades at very low SNR level compared to the base-
line. This could be due to the small amount of variability avail-
able in the TIMIT corpus, leading to filters which do not gen-
eralize very well to mismatched conditions, as already shown
in [17]. In the case of multi-conditional training, it could be ob-
served that the CNN-based system is consistently more robust
than the baseline. Overall, these results indicate that the CNN-
based system follows a similar trend to baseline system using
cepstral-based features as input.

6. Summary and Future Work
In summary, the filter analysis study indicates that the features
learned between the first two convolution layers of the CNN
tends to model the spectral envelope of sub-segmental speech
signal. The noise robust ASR studies shows that these features
are susceptible to noise but not to the same extent as MFCC
features (without any normalization). To improve the robust-
ness of the CNN-based system, we can exploit the parallel be-
tween time domain processing and frequency domain process-
ing. For instance, we could improve the robustness by filtering
the speech signal using the Wiener filter technique in the Aurora
Advanced Front End [27] and then feeding it into the CNN. Our
future work will investigate these aspects and will study in com-
parison with noise robust spectral-based feature extraction.
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