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Abstract

Automatic speech recognition (ASR) systems typically require acoustic and lexical resources (such as a phonetic lexicon) which may
not be available, in particular for under-resourced languages. A typical approach to address the issue of lexical resources in the literature
is to use graphemes as the subword units. However, the success of grapheme-based ASR systems depends on the grapheme-to-phoneme
relationship in the language. In this paper we investigate the potential of using automatically derived subword units (ASWUs) for under-
resourced languages that lack lexical resources and have limited acoustic resources. More precisely, we exploit a recently proposed
hidden Markov model (HMM) formalism in which the subword units and the associated pronunciations are derived using only target
language transcribed speech data. Our experimental studies on Scottish Gaelic, a minority and under-resourced language, show that
ASWUs can lead to significantly better ASR systems compared to grapheme subword units. Furthermore, the ASWU-based ASR
systems yield comparable performance to the systems using multilingual acoustic and lexical resources.

Index Terms: automatic subword unit derivation, pronunciation generation, hidden Markov model, Kullback-Leibler divergence based
hidden Markov model, under-resourced language, automatic speech recognition

1. Introduction

One of the primary steps in building automatic speech recognition (ASR) systems is to obtain a subword unit set together with a
lexicon. The most widely used subword units in ASR systems are the linguistically motivated phone units. The phonetic lexicons
can be obtained through use of linguistic knowledge by humans. To reduce the amount of human effort, grapheme-to-phone (G2P)
conversion approaches are typically used given an initial lexicon [1]. However obtaining an initial lexicon requires linguistic knowledge
as well as human effort which may not be available for all languages. As a result, resource-rich languages such as English and French
have well developed lexical resources while under-resourced languages such as Scottish Gaelic and Heiti lack proper lexical resources.

The focus of the present paper is on under-resourced languages with no phonetic lexicon and limited transcribed speech data
available. To avoid the need for phonetic lexical resources, graphemes can be alternatively used as subword units [2, 3, 4]. Since in
under-resourced languages the acoustic resources can also be limited, multilingual and cross-lingual grapheme-based ASR approaches
have also been proposed to exploit acoustic resources from other languages [5, 6]. Due to the possibility of mismatch between the
grapheme sets of different languages, data-driven methods have been explored to map the graphemes [5]. In another work [6], porting
multilingual grapheme models to a new language through poly-phone decision tree based tying was also investigated.

Despite advances in grapheme-based ASR, most of the proposed approaches have two main limitations: 1) as the acoustic observa-
tions are more related to phones, the performance of grapheme-based ASR systems depends on the G2P relationship of the language,
and 2) as the G2P relationship can differ across languages, sharing grapheme subword models in multilingual grapheme-based ASR
systems is not trivial. As a result, the idea of using multilingual grapheme models has not been generally successful. More recently
an approach has been proposed which tries to overcome these limitations by training a multilingual phone classifier using auxiliary
resources and builds an ASR system by learning the G2P relationship using acoustic data in the target language [7].

Yet another approach to circumvent the need for lexical resources could be to automatically derive subword units and generate
pronunciations using acoustic information. There has been a sustained interest in the ASR community to automatically derive subword
units from acoustic data [8, 9, 10, 11, 12, 13, 14]. The automatically derived subword units (ASWUs) have gained attention over the
linguistically motivated units for three main reasons: 1) they tend to be more data-dependent as they are typically obtained through
optimisation of an objective function using training speech data [11], 2) they can possibly help in better handling of pronunciation
variations [15], and 3) they can avoid the need for linguistic knowledge which can be beneficial for under-resourced languages.

In this paper, we study the potential of using ASWUs for under-resourced language ASR. For that purpose, we exploit a hidden
Markov model (HMM) formalism which could not only derive “phone-like” subword units using only transcribed speech data, but also
can infer associated pronunciations for both seen and unseen words [16] (Section 2). Given that, we investigate two aspects: 1) how
the ASWU-based system compares against grapheme-based ASR systems, and 2) how the ASWU-based system compares to systems
using multilingual acoustic and lexical resources (Section 3). Our experimental studies on Scottish Gaelic, an under-resourced and
minority language, show that ASWU-based ASR systems can achieve significantly better performance than grapheme-based systems
and can yield comparable performance to the systems using auxiliary language resources (Section 4).

This work was supported by Hasler foundation through the grant AddG2SU. Thanks to University of Edinburgh for providing the data.



2. Background

This section describes some of the proposed approaches for obtaining ASWUs and generating pronunciations and explains the recently
proposed HMM formalism used in this paper.

2.1. Relevant Literature

Various approaches have been proposed in the literature for automatic derivation of subword units and pronunciation generation. In the
context of unsupervised learning of the subword units, approaches based on segmentation and clustering [17, 18] and spectral based
clustering [12] have been proposed using unlabeled speech data. However, typically these approaches are either applied for other tasks
such as keyword spotting or they do not provide a complete ASR system.

Other methods have also been proposed which approach this problem by assuming the availability of transcribed speech data.
In [11], joint determination of subword units and pronunciations was investigated using a maximum likelihood criterion. However, the
pronunciation generation was limited to the seen words during training. In [13] a hierarchical Bayesian model approach was proposed
to jointly learn the subword units and pronunciations. In [14] a spectral based clustering approach was used to derive subword units
from a context-dependent grapheme-based system. The pronunciations were then transformed using a statistical machine translation
(SMT) approach. In a more recent work [16], a novel HMM formalism was proposed in which the ASWUs were obtained through
HMM-based clustering and the pronunciations were generated through acoustic data without the necessity for an SMT approach. It
was found that the ASWUs obtained through the HMM formalism can lead to better ASR systems compared to ASWUs derived using
the approach in [14]. Therefore in this paper, the ASWUs are obtained using the recently proposed HMM formalism.

2.2. HMM Formalism

In this section, we briefly explain the formalism for automatic subword unit derivation and pronunciation generation.

2.2.1. Automatic Subword Unit Derivation

In this formalism, the subword units are derived from the clustered context-dependent units in a grapheme based system using
maximum-likelihood criterion. More precisely, the ASWUs are the tied states of a grapheme based HMM/Gaussian mixture model
(GMM) system obtained through decision tree clustering. It was demonstrated in the previous study on English that the ASWUs tend
to be “phone-like” [16].

2.2.2. Pronunciation Generation

The ASWU-based pronunciations are generated in an acoustic data-driven manner using a recently proposed G2P conversion ap-
proach [19] in which the phones are replaced by ASWUs. The approach consists of a training phase and an inference phase. In
the training phase, the relationship between graphemes and ASWUs is learned through acoustic data. More precisely, first the rela-
tionship between acoustic feature observations and ASWUs is learned through an acoustic model (e.g. an artificial neural network
(ANN)). Then grapheme-to-ASWU relationship is learned in the framework of Kullback-Leibler divergence based HMM (KL-HMM)
in which [20, 21]:

» The posterior probabilities of the ASWUs estimated from the trained acoustic model are used as feature observations.
* Each state represents a context-dependent grapheme state and is parameterized by a categorical distribution of ASWUs.
* The local score defined at each state is based on the KL-divergence between ASWU posterior feature and categorical distribution.

* The parameters (categorical distributions) are estimated through Viterbi Expectation-Maximization by minimizing a cost function
based on KL-divergence local score.

In the inference phase, the learned grapheme-to-ASWU relationship is used to infer the pronunciation for each word. More
precisely, given the orthographic transcription of the word, the grapheme-based KL-HMM acts as a generative model and emits a
sequence of ASWU posterior probabilities. The sequence of ASWU posterior probabilities is then decoded using an ergodic HMM in
which each state represents an ASWU to infer the most probable pronunciation for each word.

The block diagram of the grapheme-to-ASWU (G2ASWU) conversion approach is illustrated in Figure 1. More details about the
original approach are found in [19].

3. Experimental Setup

This section explains the under-resourced language used in this study, the database and the experimental setups for subword unit
derivation, pronunciation generation and evaluation.

3.1. Scottish Gaelic

Scottish Gaelic belongs to the class of Celtic languages. It is considered as an endangered language spoken by only 60,000 people.
There are about 51 phonemes in the language [22]. However, the number of phonemes can change depending on the dialect. The
language lacks a proper phonetic lexicon and the available transcribed speech data are limited.

Scottish Gaelic alphabet has 18 letters, consisting of five vowels and thirteen consonants. The long vowels are represented with
grave accents (A, E, 1, (), U). There are twelve basic consonant types in Scottish Gaelic (B, C, D, F, G,1,L, M, N, P, R, S, T):
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Figure 1: Block diagram of G2ASWU conversion approach. The subword units are represented in the form of HTK clustered states as
[ST_G_N], with G denoting a grapheme and N denoting a number.

» Each consonant is either fortis or lenis (i.e. they are produced with greater or lesser energy). The lenited consonants are presented in
the orthography with a grapheme [H] next to them.

* Each consonant is either broad (velarized) or slender (palatalized). Broad consonants are surrounded by broad vowels (A, O or U),
while slender consonants are surrounded by slender vowels (E or I).

Due to the effect of lenited and broad/slender letters on the pronunciation, typically the number of graphemes in a word is relatively
larger than the number of phonemes. The G2P relationship in Scottish Gaelic is therefore many-to-one in most cases.

3.2. Database

The Scottish Gaelic corpus was collected by the University of Edinburgh in 2010 and contains recordings from broadcast news and
discussion programs'. In this paper, the database is partitioned into training, development and test sets according to the structure
provided in [23]. The training set contains 2389 utterances with 3 hours of speech and 22 speakers. The development set has 1112
utterances with 1 hour of speech and 12 speakers. The test set consists of 1317 utterances from 12 speakers amounting to 1 hour of
speech. There are a total of 2246 unique words in the test set of which 772 are not seen during training.

The database does not provide any phonetic lexicon. The graphemic lexicon can be simply obtained from the orthography of the
words. Moreover, the prior knowledge about broad and slender consonants can be applied to the word orthographies. Along these lines
in this study, we obtain ASWUs and associated pronunciations in two scenarios:

* orthography-based: In this scenario, the graphemic lexicon is obtained directly from the orthography of the words without incorpo-
rating any knowledge about the language. As the corpus also contains borrowed English words, the graphemes J, K, Q, V, W, X, Y
and Z are also present in the lexicon. Therefore the lexicon consists of 32 graphemes including silence. We refer to this lexicon as
Lex-Gr-Ortho-32.

* knowledge-based: In this case, the graphemic lexicon is obtained by considering broad, slender and lenited consonants as separate
graphemes. The lexicon contains 83 graphemes including silence and is referred to as Lex-Gr-Knowl-83.

3.3. Automatic Subword Unit Derivation

In order to automatically derive subword units, cross-word context-dependent grapheme-based HMM/GMM systems were trained
using HTK toolkit [24]. Each grapheme was modeled with a single HMM state. The decision tree based clustering was done with
singleton questions using maximum likelihood criterion to derive the subword units. Through adjusting the log-likelihood increase
during decision-tree based state tying, different number of ASWUs were obtained. The number of ASWUs were 85, 91 and 95 in the
orthography-based scenario and 132, 143 and 163 in the knowledge-based case.

Uhttp://forum.idea.ed.ac.uk/tag/scots-gaelic



3.4. Pronunciation Generation

To generate ASWU-based pronunciations, first a five-layer multilayer Perceptron (MLP) was trained to classify the ASWUs. We
used 39-dimensional PLP cepstral features with four preceding and four following frame context as MLP input. The optimal number of
hidden units were obtained based on the frame accuracy on the development set. In most cases, each hidden layer had 1000 hidden units.
The MLP was trained with output non-linearity of softmax and minimum cross-entropy error criterion, using Quicknet software [25].

In the next step, given the posterior probabilities of ASWUs as feature observations in the grapheme-based KL-HMM system,
context-dependent (single preceding and single following) grapheme subword models were trained. The parameters of the KL-HMM
were estimated by minimizing a cost function based on reverse KL-divergence local score [20]. For tying KL-HMM states we applied
KL-divergence based decision tree state tying method proposed in [26]. Each grapheme subword unit was modeled with three HMM
states. For the pronunciation inference, each ASWU in the ergodic HMM was modeled with three left-to-right HMM states.

Table 1 shows the ASWU-based lexicons together with the MLPs used. The MLPs in the orthography-based and knowledge-
based scenarios are denoted as MLP-Ortho-N and MLP-Knowl-N respectively where N denotes the number of ASWUs. Similarly
the lexicons are represented as Lex-ASWU-Ortho-M and Lex-ASWU-Knowl-M depending on the scenario with M denoting the actual
number of subword units used. It can be seen that some of ASWUs are eliminated in the lexicons. For instance in the Lex-ASWU-Ortho-
76, from the 85 ASWUs obtained through clustering, only 76 ASWUs are used. In other words, the G2ZASWU conversion approach
prunes out ASWUs that have less probable G2ASWU relationships.

Orthography-based Knowledge-based
Lexicon # of units MLP Lexicon # of units MLP
Lex-ASWU-Ortho-76 76 MLP-Ortho-85 || Lex-ASWU-Knowl-103 103 MLP-Knowl-132
Lex-ASWU-Ortho-82 82 MLP-Ortho-91 Lex-ASWU-Knowl-111 111 MLP-Knowl-143
Lex-ASWU-Ortho-84 84 MLP-Ortho-95 || Lex-ASWU-Knowl-128 128 MLP-Knowl-163

Table 1: Summary of the ASWU-based lexicons and the MLPs used.

3.5. Evaluation

We built the following HMM/GMM and KL-HMM ASR systems [20] in orthography-based and knowledge-based scenarios to evaluate
using different types of subword units.

HMM/GMM systems: We compared HMM/GMM systems trained using the ASWUs with the grapheme-based HMM/GMM system.
In both cases, we trained cross-word context-dependent HMM/GMM systems with 39 dimensional PLP cepstral features extracted
using HTK toolkit [24]. Each subword unit was modeled with three HMM states. For tying the HMM states, singleton questions were
used. Each HMM state was modeled by a mixture of 8 Gaussians.

KL-HMM systems: We compared the ASWU-based KL-HMM systems with the grapheme-based KL-HMM systems with the follow-
ing setups as shown in Figure 2:

e KL-ASWU: Depending on the scenario, we used either MLP-Ortho-N or MLP-Knowl-N as the acoustic model to estimate the poste-
rior probabilities of ASWUs. We then trained context-dependent ASWU-based KL-HMM systems using the posterior probabilities
of ASWUs as feature observations.

* KL-GRAPH: Instead of using the trained grapheme-based KL-HMM systems explained in Section 3.4 for pronunciation generation,
we used them for speech recognition. More precisely, given the test posterior features estimated using either MLP-Ortho-N or
MLP-Knowl-N, we used the trained grapheme-based KL-HMM systems directly for decoding.

e KL-MULTI: It was shown in previous studies that it is possible to improve grapheme-based ASR in under-resourced scenarios by
using a multilingual phone classifier trained on resource-rich languages and then learning the G2P relationship in the grapheme-based
KL-HMM framework using target language data [7, 23]. We compared the ASWU-based KL-HMM system with the grapheme-based
KL-HMM system developed in [7] on the exactly same dataset using an MLP trained on 63 hours of speech from five languages to
classify multilingual phones (of size 117). The MLP is referred to here as MLP-MULTI-117.

4. Experimental Results

Table 2 presents the HMM/GMM performance in terms of word accuracy (WA) in the orthography-based and knowledge-based sce-
narios explained in Section 3.2.

Orthography-based Knowledge-based
Lexicon WA Lexicon WA
Lex-ASWU-Ortho-76 | 66.3 Lex-ASWU-Knwol-103 | 68.2
Lex-ASWU-Ortho-82 | 66.4 || Lex-ASWU-Knowl-111 | 68.4
Lex-ASWU-Ortho-84 | 66.1 Lex-ASWU-Knowl-128 | 68.2
Lex-Gr-Ortho-32 64.6 || Lex-Gr-Knowl-83 68.2

Table 2: Performance of HMM/GMM systems in terms of word accuracy in the orthography-based and knowledge-based scenarios.



.t Lex-ASWU-Ortho-M/ "* -

3 s

F . Lex-ASWU-KnowlI-M .

acoustic MLP-Ortho-N/ Posterior
- - _acoustic KL-HMM
KL-ASwU data M’-P Knowl-N |~Teatures > *

Lex-Gr-Ortho-32/
Lex-Gr-Knowl-83

acoustlc MLP-Ortho-N/ Posterior
KL-GRAPH: KL-HMM
- . data " Knowl 5 eatures *

Lex-Gr-Ortho-32/
Lex-Gr-Knowl-83

acoustlc Posterior
> - . MLP MULTI-117 | —e—— > KL-HMM K

Figure 2: Different KL-HMM systems used in this paper.

It can be observed that in the orthography-based scenario, the ASWU-based HMM/GMM systems (irrespective of the number
of ASWUs used) perform significantly better than the grapheme-based HMM/GMM system (with at least 95% confidence). In the
knowledge-based scenario, however, only slight improvements over the grapheme-based system are achieved through use of ASWUs.
As it can be seen in Table 2, varying the number of ASWUs does not seem to have a significant effect on the ASR performance.
Therefore in the rest of the section the ASR performance using only one set of the ASWUs is reported.

Table 3 shows the performance of KL-HMM systems in terms of word accuracy in the orthography-based and knowledge-based
scenarios. In the orthography-based scenario, similar to the observations in the HMM/GMM framework, use of ASWUs (in the KL-
ASWU system) leads to a significantly better ASR performance compared to use of graphemes (in the KL-GRAPH system). More
interestingly, the KL-ASWU system is able to outperform the KL-MULTI system which incorporates auxiliary data from other lan-
guages.

System Orthography-based Knowledge-based
Acoustic model Lexicon WA Acoustic model Lexicon WA
KL-ASWU MLP-Ortho-91 Lex-ASWU-Ortho-82 | 69.5 || MLP-Knowl-143 Lex-ASWU-Knowl-111 | 72.0
KL-GRAPH | MLP-Ortho-91 Lex-Gr-Ortho-32 66.8 || MLP-Knowl-143 Lex-Gr-Knowl-83 71.2
KL-MULTI | MLP-MULTI-117 | Lex-Gr-Ortho-32 67.9 || MLP-MULTI-117 | Lex-Gr-Knowl-83 72.7

Table 3: Performance of KL-HMM systems in terms of word accuracy in the orthography-based and knowledge-based scenarios.

In the knowledge-based scenario, the improvements through use of ASWUs in the KL-HMM framework are more considerable
than the HMM/GMM framework. More precisely, the KL-ASWU system performs significantly better than the KL-GRAPH system
(with at least 95% confidence). Among different KL-HMM systems, the KL-MULTI system achieves the best performance. However,
the difference between the KL-ASWU and KL-MULTI systems is not statistically significant.

The ASR systems in the knowledge-based scenario perform better than the systems in orthography-based scenario. This shows
that integrating prior knowledge in the graphemic lexicon can be helpful for both ASWU- and grapheme-based systems. However, the
improvements in the ASR performance through use of prior knowledge are more evident in the grapheme-based systems compared to
ASWU-based systems. This could be attributed to the potential of ASWU-based pronunciations in automatically capturing some of the
linguistic rules which can be alternatively obtained through prior knowledge.

5. Analysis

To analyze the generated pronunciations using ASWUs, Table 4 presents some of the words together with their pronunciations in the
orthography-based and knowledge-based scenarios. In addition, for each word we have provided its knowledge-based pronunciation as
found in the Lex-Gr-Knowl-83. For the sake of clarity, we have represented each ASWU of the form [ST_G_N] with its corresponding
mono-grapheme [G]. The broad and slender consonants are represented with the preceding b- and s_ in the pronunciations in the
knowledge-based lexicons. It is also worth mentioning that in Scottish Gaelic, broad consonants MH and PH are pronounced as the
English sounds /v/ and / f/ respectively. The broad consonant FH is not pronounced at all (it corresponds to silence). In addition, the
letter I following a vowel does not change its pronunciations.



It can be seen from the ASWU-based pronunciations in the orthography-based scenario that the recently proposed HMM formalism
is capable of capturing some of the linguistic rules related to pronunciations. For instance, in the word EUPHORT the broad consonant
PH is mapped to [F] which corresponds to the /f/ sound. Similarly, in the word MHAIL, the broad consonant MH corresponds to [B]
which is close to the /v/ sound. In fact, we can view the generated pronunciations in the form of sequence of mono-graphemes as a
way of generating a more phonetic orthography for a given word.

Word Lex-ASWU-Ortho-91 Lex-ASWU-Knowl-143 Lex-Gr-Knowl-83

MHAIL [B]1[A][L] [b_BH] [A] [s_L] [b_MH] [A] [I] [s_L]
FHUARAS | [H] [U] [A][R][A][S] | [U][A][b-R][A][b-S] [b_FH] [U] [A] [b_R] [A] [b_S]
EUPHORT | [E] [U][F] [O][R][T] [E] [1] [b-F] [O] [bR] [b-T] | [E] [U] [b-PH] [O] [b-R] [b-T]
VOTE [B] [O] [T] [E] [b-BH] [O][b-T][E] [VI[OI[TI[E]

You (1] [O] (1] [U] [Y][O][U]

WARD [U] [A] [R] [T] [UI[A][b-R][D] [WI[A][R][D]

Table 4: Sample examples for the generated pronunciations in the orthography-based and knowledge-based scenarios from the Lex-
ASWU-Ortho-91 and Lex-ASWU-Knowl-143 respectively.

The ASWU-based pronunciations in the knowledge-based scenario, in addition to following linguistic rules, bring some other
advantages. In the generated pronunciations, the letters with the same or similar sounds are represented with the same subword unit.
For example, as the broad consonants MH and BH are both pronounced as /v/ sound, in the pronunciation of the word MHalL, b_BH
is used instead. This can be particularly useful in better handling of sparsity issues in under-resourced scenarios where the amount of
data is sparse. Furthermore, the broad consonant FH is correctly omitted in the ASWU-based pronunciation of the word FHUARAS
while it is appeared in the graphemic lexicon. However, for some of the borrowed English words (e.g. YOU and WARD), the generated
pronunciations from the proposed approach (in both scenarios) seem to be influenced dominantly by Gaelic pronunciations. This could
be attributed to the limited amount of English words available. As the ASWU-based and graphemic pronunciations seem to provide
complementary information to each other, combining the two pronunciations may help in improving the ASR accuracy.

6. Conclusion and Future Directions

In this paper, we studied the potential of using ASWUs for under-resourced language ASR. Towards that goal, we exploited the recently
proposed HMM formalism for automatic subword unit derivation and pronunciation generation. Our studies on Scottish Gaelic show
that ASWU-based ASR systems can outperform grapheme-based ASR systems and can perform comparable to the ASR systems
incorporating acoustic and lexical resources from other languages.

Our focus in this paper was to generate pronunciations using only under-resourced language data. An alternative way for pro-
nunciation generation could be to train a multilingual grapheme-based KL-HMM system as done in KL-MULTI system and infer
pronunciations using the learned relationship between the graphemes and the multilingual phones. Our future work aims to compare
the ASWU-based system to the system using multilingual phone-based pronunciations obtained by that approach.
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