View metadata, citation and similar papers at core.ac.uk

-

P
brought to you by i CORE

provided by Infoscience - Ecole polytechnique fédérale de Lausanne

ns-level time transfer over a microwave link using
PTP-WR protocol

M. Rico, J.-P. Aubry, C. Botteron, P.-A- Farine
Ecole Polytechnique Fédérale de Lausanne, Elecs@mid Signal Processing Laboratory,
Neuchatel, Switzerland
mathieu.rico@epfl.chcyril.botteron@epfl.chjean-pierre.aubry@epfl.¢cpierre-andre.farine @epfl.ch

Abstract—today it is possible to achieve sub-ns level time
synchronization on a wireline network while only uslevel
synchronization can be achieved on a wireless (mmwave) link.
In this paper we will, first, study the performances of different
time synchronization wireline based protocols, suclas Precision
Time Protocol (PTP), Synchronous Ethernet (SyncE) and P
White Rabbit (PTP-WR). And then, we will present ourresults
using a wireless link, and determine which radio tehnology can
achieve ns range time synchronization. Our motivatin is to
qualify a time transfer process operating over micowave link and
offering secured GNSS-like time performance.

Keywords— microwave time transfer; PTP; IEEE1588; SyncE;
PTP-WR,

. INTRODUCTION

An increasing number of infrastructures requireaacurate
time reference, such as telecommunication baserstaenergy
industries (smart grid synchronization), and etedtr
intelligence systems. A GNSS receiver can providaaurate
time and frequency reference, but it requires e-tifisight link
to the satellites, and it has acknowledged vulriktiab [1-4].
Therefore in some critical applications, a “GNS&efrreference
becomes mandatory [5].

Our goal is thus to identify a “GNSS-free” time riséer
technology able to provide “some ns” level accurd@ceable
to UTC or to a private time reference, and to digeate such
secure and accurate time towards a fixed instaa&ELINT or
SIGNIT. The transport media should be wireless avierve on
medium distance (10-50 km) to avoid fiber deploythweithin a
given territory.

We have selected three time transfer protocoldablaion
wireline: Precise Time Protocol (PTP); PTP with &ymonous
Ethernet (PTP-SyncE); and PTP white rabbit (PTP-\dR}
14], which is an enhanced version of the PTP pobt]
introduced by CERN providing time transfer in thd-$1s range
over optical fiber links. Other physical approaciigd5-16],
involving GNSS based, SDH specific time stamp oplitode
modulation have been reported for time transfemvéieer they
were not selected at that stage, because thesedeeh require
specific HW/SW and do not seem ready for standatidiz. On
the other hand, there is a significant amount afkveedicated
to frequency accuracy and frequency stability fiemsver fiber,
mainly for primary clock comparison purpose [18-1Bhese
experiments are targeting the ultimate performarare

equipment availability, Ethernet and IP network paitibility,
and the launched standardization process of PTHANR

Currently, there is an increasing interest for RVYR-over
fiber, for short distance (less than 10km), as waelsome very
interesting developments on PTP-WR over long destdiber
[24]. However, while there exists some literatarePTP over
wireless (see, e.g., [27]), there is not much shieldl work yet
on PTP-WR over wireless.

Therefore, our plan of work will be to confirm PEYncE
over wireless, PTP-WR over wireline, and then dgpldP-WR
over wireless, our final goal.
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Fig. 1: evolution from PTP-WR over wireline and Pdwer wireless
towards PTP-WR over wireless

A. Time transfer criteria

Our purpose is to provide time transfer accuragygygs much
as we can, existing devices and protocols, alreadjose to be
standardized.

The key criteria regarding time transfer functidgtyalis
accuracy, stability and precision (using wordindirdgon of
VIM, International Vocabulary for Metrology [6]). df the
operational point of view, a time transfer processst be easy
to calibrate and such calibration must be predisthé sense of
fidelity). Furthermore, that means that calibrationst survive
any switch off / switch on operation.

B. PTP principle

The PTP protocol, known as IEEE 1588, is an Etherne
based protocol, mostly introduced by Prof. Weil8¢| fvhich is
widely wused in telecommunication and automation
infrastructures. It can provide both time syncleation and
frequency syntonization, and aims to provide subeawel
accuracy.

PTP protocol uses a “two-way time stamping” (siméa the
one illustrated on the left of Fig. 2). Knowing#e timestamps,

frequency, and they can support dedicated HW/SWihe glave can identify its clock offset. The “twaytime

Nevertheless, PTP-based protocols are preferrecheeause of
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stamping” process is used also in other protoastt s NTP
(Network Time Protocol), and PTP-WR.
propagation channel is assumed to be symmetriodl,timme
stamping can be done either in software or hardWarere
accurate). PTP can be deployed on a classicattiwonk, but
performance are highly improved by using PTP coampli

intermediate devices such as Boundary Clock (BC) or A

Transparent Clock (TC) switches.

C. SyncE concept

Synchronous Ethernet is a standard
syntonization through an Ethernet network. It Usternet idle
patterns to encode a frequency reference on theigaiyayer.
Specific hardware is needed to recover the frequesference

by using a PLL and all network devices must be &ync

compliant. Those constraints imply an upgrade ef whole
network. It can achieve a + 4.6ppm syntonizatioouaacy
(ITU G.8262) (when the clock is not driven by artezral
reference) whereas standard Ethernet (IEEE 802@)sa+
100ppm.

Therefore, the syntonization process through Symaght be
highly efficient. SyncE is physically generated Bi/10B
conversion (i.e., adding one bit every 4 bits),idig too many
consecutive 1 or 0's, and allowing to get a physgignal
reference when data are processed and also whenitheo
data to convey. SyncE is a “master slave syntaoizatlike

the good old time of SDH, while PTP is a two wagqass.

D. White Rabbit presentation

PTP-WR consists of three main aspects: it empldyR #®
exchange timestamps and coarse synchronizatior;ESfor
syntonization; and a Dual Mixer Time Difference (DM) [10,
14]) for fine estimation synchronization. PTP-WRslemore
accurate delay model which takes into account trelvare
delay and the asymmetry of the propagation channel.

PTP-WR operation is summarized on Fig. 2:

Master Slave

time time Relative Delay Coefficient:
Announoe 7
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offset,, = t, - (t, + delay,)

Fig. 2: PTP-WR operation [11]

A SyncE link is established forth and back, a fisdep
synchronization using PTP
acquisition) and a final step is applied (see Big.using the
D.DMTD (Digital DMTD [14]) embedded in master anid\se
to perform a very accurate (sub wavelength) ofpthase-time

is then performed (coarse

offset, by comparison between the phases of thgomgd

In PTP theoptical signal and of the return signal (SyncE |bagk).
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Fig. 3: PTP-WR SyncE and calibration extraction (from [11])
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that provideShe PTP-WR delay link model, as define over wirlin

propagation, is defined on the following graph:
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Fig. 4 PTP-WR delay link model (from [12])

Under wireless media, the “link” del&ys anddsm will take into
account the propagation delay and the time for eedi
conversion interface [18, 19].

E. Protocoles comparison

PTP works only at the level of “clock” synchronipat, time
stamp, detecting the time of flight and assumingraF
symmetry.

PTP-SyncE uses “one way syntonization”, operatimg ao
synchronous link, allowing a better time adjustrmsetause of
a common frequency reference.

PTP-WR uses a two way syntonisation, applies Pbarse”
synchronization step, the two ways SyncE and tlee tw
D.DMTD allow to perform very accurate “phase detatt

F. Goals and Methodology

Our goal is to identify a time transfer technolaggequate to
disseminate some ns level accuracy over a wide favea a
sync master to fixed equipement users.

Having selected an IP based generic solution, wk thén
compare the behavior of the various IP variantsP(PFTP-
SyncE; PTP-WR) and we will also compare the behagfo
each technology over various propagating mediae(wiber,
microwave).

A wireless IP packet radio introduces flight de&ayitter, due

to:

» Modulation scheme (X-PSK, X-QAM...), data rate
(PTP is a 166 bytes process) due to latency ated jit
modulation / demodulation.

» Frequency/Time selective channel.

» Time or frequency spectrum allocation: FDD or TDD.

» Half duplex / full duplex configuration.
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» Carrier frequency / bandwidth configuration.

Il.  TIME TRANSFER OVER WIRELINE

A. PTP over wireline

For comparison purpose, we have done some timsfératests
over wireline/fiber, using PTP, PTP-SyncE and PTR-W
The devices we used to qualify the PTP protocolaaRT P80
Grand Master
FREQUENCY Solutions. The tests were done on a 1685
RJ45 8-meter copper cable after a transient phia&dwours to
let the master stabilize its OCXO.

Fig. 5 shows the results we obtained with PTP eviegline..
On steady state, we can get an average pps (peissepond)
delay of 47 ns and a standard deviation of 3.7 ns.

Fig.5. PTP protocol over 8-meter RJ45 cable: <delayngl# stdev 3.7 ns —
red curve: master pps —blue: slave pps - greendelpy — yellow: histogram

Those results seems to reach the lower bound of PTP

performance, are well below the PTP protocol speatibn.

B. PTP-SyncE over wireline

PTP-SyncE was tested on a 5 km optic fiber. Theresults
are shown below:

AT NEATT VTR YN TT TN AN T

Mossuro. Plotioay(Cl,.. P2hmoan(Fi)  Phedev(F1) PEAGNCI C2)

Fig. 6: PTPTWSyncE o(/er 5 i<m fiBer: <delay> #2ns — steshdeviation 9 ns -
red curve: master pps —brown: slave pps - pink:dgtesy — yellow: histogram

SyncE over 5 km optical fiber (using optical SFRpws a
“bimodal” status with 2 lobes offset by around X) which is
close to one period of the SyncE carrier signaé distribution
is not Gaussian, and the “weighted average tinsetffs about
of -2 ns, while the dispersion (min/max range)asnmore than
10 ns.

Thus it seems that, at that stage, while PTP s¢@ives limited
just below 100’s ns range, the PTP-SyncE over fibay reach
some ns time transfer accuracy, and is able tobéxhiquite
good stability.

Fig. 7 shows the initial time transfer series af.Fé. One can
notice the initial transient time of the pps del@gy blue)

oscillating within +50 ns and -60 ns, and stahilgzafter 200 s.

Clock and PTP Slave from TIME &

After that, the oscillation remains within a 10 mgerval
centered on -2ns. This oscillation seems to bergésa by +/-
1 cycle of the SyncE carrier. This behavior could &
consequence of the hardware implementation of the P
protocol on the PTP-SyncE master and slave deweeassed.

time offset (in ns) & stdev(30)
PTP-SyncE over fiber

initial 1000 points

Fig. 7-PTP-SyncE time transfer over 5 km fiber: initiahbgior

C. PTP-WR over wireline

The PTP-WR devices are supplied by 7solutions candist
in white rabbit switches and spec boards (PCI ¢aWle have
performed two sets of characterization. One wihart fiber
link (2m) and one using a 5 km long fiber. The daling test
results displayed on Fig. 8 were obtained by usifig “spec
boards” as master and slave. The distribution Thezase is
clearly Gaussian and the performance are well fateu the
sub-ns range, with an average delay of 120 ps astdralard
deviation of 20 ps.

=AU <S4V SN WSS U

Mosowe Pidclay(Ct

o PEhmeon(F1)  MShodou(FI) DEMIMCICE)  PEdy(CD)  Nepld 1
vvvvv 121 1230 195

Fig.8. PTP-WR over 5 km optic fiber — <delay> 120-stdev 20 ps —
red curve: master pps —brown: slave pps - pink:dgtesy — yellow: histogram

D. Time transfer noise analysis tools

The Gaussian shape in Fig.8 shows that we aregfanostly
white phase modulation (PM) noise, and this noige be
averaged out with integration time. The recordunfcessive (#
6000 points) pps offsets using WR over fiber isegiin Fig. 9.

PTP-WR over wireline
Time offset (blue) & Stdev (yellow) - inns -
30 samples sliding window

Fig. 9: PTP-WR over wireline — average and stdes -

Since late 90's, we know that the classical stashdariance,
oy4(t)=<(yi -<yi>)%> is not applicable on clock signals because
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of the environmental and inherent frequency dmiiéaning that
the average <yi> may drift with time, and the atdtion will
not converge with time and/or increasing numbesarfples.
This is why D. Allan introduced the so called Allsariance
[22], defined by the following equation:
0,2 (1) = (1/2){is1 — ¥1)?)

The Allan variance removes drift and is able toveyge under
many conditions. Such analysis provides informationthe
shape of the noise contribution, and linear “asyrigt fit in

terms of 0,%(1) = Zku.tcan be used to define the noise

behavior. Allan variance is not able to isolate tetM from
flicker phase modulation, and a modified Allan eage was
later introduced [23]. When using time differemather than
relative frequency variation, one has to replacg i( the
previous equations by: y(k)=(¢-xk)/T, T being the equally
spaced measurement time interval

In these formulas, we are using the classical disfimof x(t),
y(t) and@(t), i.e. x(Y)=@(t)/(2rvo), y(t)=(1/(2rvo))de(t)/dt, and
y(t)=dx(t)/dt. Overlapping samples was introducedricrease
the time base of analysis despite a low numbeawipdes.
When computing samples for anym.to from time series
collected everyo (1s) we get [23] an equivalent expression:

N-3m+1 (j+m-1 2
207 — 2.2 -1
Mod.oy () = (2m?t3(N —3m + 1)) Z Z (Xip2m — 2Xp4m + Xx;)

Jj=1 i=j
Samples are collected every seconds, and aggremate
calculated at overlapping= mt, withm = {2,5,10,20 ... }.
In Fig 10, the “Modified Allan variance vs time}?(t) of the
time offset provided by PTP-WR over fiber exhilzits3slope.
This is in agreement with similar WR over fiber b done
by CERN team [26]. The time transfer process setnise

mainly affected by white noise PM.
1.00E-02

d 10 100 1000

PTP-WR over wireline
Mod Allan variance o T3

1.00E-04
1.00E-06
1.00E-08
1.00E-10

1.00E-12

Fig. 10: Mod.Allan variance time offset;?(t) PTP-WR over wireline — blue
curve: raw data — red3 slope

This preliminary comparison between the variousquools and
variants allowed us to qualify each protocol calitgbi

Ill.  TIME TRANSFER OVER WIRELESS

As in the wireline case, we want to compare thesttnansfer
behavior between the PTP variants (PTP, PTP-SyndPaP-
WR) over various radio link configurations.

A 3082
Vo tere
W

clock offset analysis  phase noise analysis

Fig. 11- Time transfer over wireless test configiora

The different radio link configurations are definég the
following parameters:

» Modulation scheme and rate

» FDD or TDD spectrum occupation

» Carrier frequency and bandwidth

» IP radio configuration: PTP compliant, PTP

“transparent clock”, one way SyncE, two way SyncE

The impact potentially generated by the microwank might
include some packet losses and a significant impad®acket
Delay Variation (PDV) at radio interface, comingrr the
conversion delay from wireline media to microwawad
queuing jitter.

A. PTP over wireless

To qualify PTP over wireless, we used the Cambium P
650 radio device [20], which provides several iesting
features such as TDD (time duplex division), Symct PTP
transparent clock feature (TC).

1) Impact of the Transparent Clock feature

With the TC feature disabled, we obtained when
considering 40'000 pps delay measurements an awetalgy
of 1.8 us and a standard deviation of 867 ns, wisiciot within
the PTP specifications. However, with the TC featenabled
(see Fig. 12), we obtained more interesting resatsime
synchronization in the sub-100 ns level with anrage delay
of 50.5 ns and a standard deviation of 6.6 ns. Nb&t a
transient phase (see the circles on Fig.12) canbe®bserved.
Such performance can be explained by the proceptoged
by the PTP TC device. Actually, a TC device adds
automatically residence time data to every PTP @glssing
through, thus the PTP slave can take into acctanjitter due
to random queuing of the PTP packet in the netwierkce.

Moty & s

T ——
s

|
{

i
ad

Fig.12. PTP over TDD - TC enabled: <delay> 50.5 1s&d dev 6.6 ns
red curve: master pps —blue: slave pps - greendelpy — yellow: histogram
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2) Modulation impact BPSK vs.QAM
The microwave link used previously can be adaptednf
256QAM (previous configuration) to BPSK. The obsatv
performance with PTP, no SyncE, TC, is provide#ig 13:

i :
Messurs Pramp(Cl)  PRampiCl) PIdislay(C2,. Pahmes(FI)  PShsduFl) e o
o n ne

Fig. 13 PTP over BPSK mbdula:tion Z <delay> 67istd-dev 9ns

From this figure, we measured with BPSK modulatiomean
offset of -38 ns and a standard deviation of vaesy similar as
under 256QAM configuration (for which the averagday was
50.5 ns and a standard deviation of 6.6 ns).

3) FDD versus TDD

The AirFiber module from Ubiquity allows us to canfre the
access technique either in FDD or TDD. In both ¢k we
observed a transient initial drift “time to set'’egter than s,
up to a thousand seconds, and a steady state affakt
fluctuations of some hundreds of ns.

At that stage, we can conclude that PTP over véslmay
allow a time sync less than 100 ns with a disperbielow 10
ns, but only with the TC enabled configuration. $ignificant
impact of radio link configuration (FDD/TDD, BW,
modulation, data rate...) is observed under PTP tipara

B. PTP-SyncE over wireless

We have performed time offset measurement basedTdéh
SyncE over a FDD microwave link provided by Bridgaw
[21].

Prasteycct
20160

Fig. 14Tmi:’TP SyncE 0\;er FI5D — average delay 18std dev 4.5 ns
(calculated on the first 135000 points)

) PShedeur) PRABMEI S PSAACD  FepIpkED) P

The 240 ns pps delay jump (circled in Fig. 14) a5'@00"
event is not yet understood. Domains before ared #fe delay
jump, present a “Gaussian” population with a stadda
deviation below 5 ns.

On each domain the time transfer offset exhibits stable
states separated by 10 ns (shown on the yellowdrestn).

We have analyzed
Mod.Allan variance.

the 40’000 initial points alongthwi

1.00E+03
PTP SyncE over wireless
Mod Allan variance ot o T

1.00E+02
1.00E+01
1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06
1.00E-07
1.00E-08
1.00E-09

Fig. 15: PTP-SyncE over FDD - pps offsétod.ay(T)?plot

In Fig 15, theMod.oy(T)? plot shows a3 slope between 10 and
1000s, indicating a white phase modulation contidlo) and
behaves as! (or 19 below 10s and higher than 1000 s.

C. PTP-WR over wireless

As previously discussed, PTP-WR uses PTP to perforaw
estimate of time offset, and use DMTD to deternfine time
offset, by measuring the phase on the optical fiakn master
to slave and from slave to master. This is thearaghy we
need to have a “forth & back” SyncE compliant ralitix, and
a very stable propagation delay. Therefore, PTP-WR
synchronization has not yet been obtained on vésgleecause
the propagation delay (calculated by using the stamap
exchanged) introduced by the radio is too jittas/we can see
on Table 1 that presents the calculated propagatiday on
fiber and wireless link, using the white rabbit ¢istamps,
t1,..,t4 which are defined on Fig.2.

Table 1 : propagation delay calculated with timestaps

Average t2-t1

STD dev t2-t1

Average t4-

3

STD thet3

2m fiber

0.3 u

34p

0.2 u

4.0 p:

Wireles:

38.4u

1.6u

255u

1.6u

We have collected approximately 1300 timestampsaxges
between the PTP-WR master and slave, and the atitmul
shows that the delay variation and standard deviatue to the
radio are significantly larger than in the wirelisiuation.

To overcome the packet delay variation issue, eepianning
to design our own radio interface. It will have tledlowing
characteristics:
- FDD access technique to avoid the complexity of TDD
radio synchronization
- Bidirectional SynckE feature (mandatory for delay
estimation).
- IP packet queuing with fixed delay to avoid jitter.

It must be noted that the latency specified inEB® link we
are working with (see [23]) is given as less th@ru8, which
would be equivalent to a time of flight of 10 kmew¥iber. Also
FDD in the microwave technique is the equivalerthefWDM
(Wavelength Division Multiplexing) in optic fiberadnain.
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IV. DISCUSSION
We have shown that accurate and stable time transdg

3
be obtained through proper wireless link. ]
We have identified the contribution of SyncE vsib#sTP, 4
and the advantage of PTP-WR vs. PTP-SyncE. The
synchronization accuracy is highly dependent toviaster and [5]
Slave PTP protocol implementation. Proper radit tan be
specified as PTP compliant (supporting TC feat@®)[ and
SyncE.
6
The impact of modulation (256QAM, BPSK) and various R
bandwidth does not reveal a major impact at PTEellekhis 7]
should be updated under PTP-WR configuration, drpeo be
more sensitive. So far, we have not made any attesmgontrol 8]
or modify calibration figures in the link delay meld
(9]
V. PRELIMINARY CONCLUSION [10]
Our aim is to qualify a “GNSS-free” time transfeligion,
allowing microsecond and sub microsecond accuracy. [11]

We have realized time transfer over various prdoeTP,
PTP-SyncE and PTP-WR), and we have tested various
microwave link configurations.

(12]

So far we have been able to get time transfer acgurnder [13]

50 ns (b 10 ns) based on PTP-SyncE over low jitter FDD and [14]
TDD radio links, under the condition of a “transpatr clock”
PTP behavior. This is still far away from PTP-WR RFP-

SyncE performance over optical fiber, as showni@® f [15]
At the accuracy of 50 ns, we have not seen anyfisignt
impact of TDD/FDD, spectrum allocation, radio maatidn, or [16]
bandwidth. SyncE has a major impact on time transfe
performance, both on accuracy or on stability.
17
We have been able to quantify the basic requiresneha o]
PTP-WR microwave radio link. Next steps will bedgfine an [18]
HW (FPGA) radio interface between PTP-WR deviced an
dedicated microwave link.
[19]
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