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Abstract
Acoustic variability of speakers arises due to differencesin their
vocal tract characteristics. These individual speaker character-
istics are reflected in a speech signal when speakers pronounce
a given phoneme. The current work hypothesizes that clusters
within a phoneme spoken by multiple speakers roughly corre-
spond to different speakers. Based on this hypothesis, a Gaus-
sian mixture model (GMM) based phoneme background model
(PBM) is estimated. The components of such a PBM are used
as a set of relevance variables in information bottleneck based
speaker diarization system. Experiments are done using phone
transcripts obtained from ground-truth and automatic speech
recognition (ASR) system to estimate the PBM. The diarization
experiments done on meeting recordings from AMI and NIST-
RT corpora show that the proposed method achieves significant
improvements over the system using a background model which
ignores phoneme information.
Index Terms: speaker diarization, phoneme background
model, information bottleneck, clustering

1. Introduction
Speaker diarization addresses the problem of “who spoke
when” in a given multi-party conversation. It is an unsuper-
vised task as there is no a-priori knowledge of the speakers or
the number of speakers in a conversation [1, 2]. It has been
studied in various domains such as broadcast news [3], tele-
phone calls [4], with more recent focus on spontaneous meet-
ing room conversations [2, 5, 6]. Methods of speaker diariza-
tion proposed in literature can be broadly placed in agglom-
erative (bottom-up) clustering framework [7, 8] or top-down
splitting framework [9, 10]. Later works have tried to increase
the robustness of the method by combining different diarization
systems to exploit their complementary behavior [11, 12, 13].
More recent works have concentrated their effort in addressing
the problems arising due to overlapping speech which contains
multiple simultaneous speakers [14, 15, 16, 17].

Several methods have been proposed to make use of auxil-
iary information such as phone transcripts and non-speech seg-
ments of a given recording to help speaker diarization. In [18]
a phonetic subspace mixture (PSM) model is proposed which
uses phonetic information to make the Bayesian information
criterion based distance measure (∆BIC) used for agglomer-
ative clustering more robust. In [19], phone adaptive train-
ing similar to speaker adaptive training performed in automatic
speech recognition (ASR) system is proposed to remove the in-
fluence of phonetic content on the features so that they are more
discriminative in speaker space. In [20], non-speech segments
are provided as side-information to information bottleneck (IB)

clustering to make the clustering algorithm more robust to back-
ground noise and errors made by automatic speech/non-speech
detector.

In the current work, we use the information from phone
transcript to estimate a Gaussian mixture model (GMM) based
phoneme background model (PBM) that can be used for di-
arization in IB clustering framework. The PBM is estimated
such that different modes of articulation of a phoneme are rep-
resented as different components of the GMM. This is based on
our hypothesis that different modes of articulation of a phoneme
arise due to different speakers pronouncing it. We report oracle
experiments, where ground-truth phoneme and speaker infor-
mation are used to estimate the PBM. We compare the resulting
diarization output obtained by the oracle PBM with the back-
ground models obtained using just speaker information and a
normal background model estimated without any knowledge
of phoneme being spoken or the speaker. To use the PBM in
a practical system, given a phoneme transcript (obtained from
ASR system) of a meeting, we apply a simple clustering algo-
rithm such as Ward’s method [21] to identify clusters within
each phoneme class. These clusters are represented by Gaus-
sian components in the PBM. After the PBM is estimated, its
components are used as a set of relevance variables to perform
IB diarization [8]. We report diarization experiments on meet-
ings from AMI and NIST-RT meeting corpora. These experi-
ments suggest that a PBM based IB speaker diarization system
gives lower error than the one using normal background model.
The paper is organized as follows. Section 2 presents a brief
overview of speaker diarization system based on IB clustering
framework. Section 3 presents the motivation and details ofthe
proposed method of estimation of PBM which is used in IB di-
arization system. Section 4 reports the experimental results on
meetings from AMI and NIST-RT meeting corpora. Section 5
presents the conclusions and future directions.

2. Information bottleneck based speaker
diarization system

This section briefly summarizes the agglomerative Information
Bottleneck (aIB) speaker diarization system proposed in [8].
Information Bottleneck (IB) is a distributional clustering tech-
nique introduced in [22]. Consider a set of input variablesX =
{x1, x2, . . . , xn} to be clustered intoC = {c1, c2, . . . , ck}
clusters. The Information Bottleneck principle depends ona
relevance variable setY = {y1, y2, . . . , ym} that carries impor-
tant information about the problem. According to IB principle,
any clusteringC should be compact with respect to the input
representation (minimumI(X,C)) and preserve as much mu-
tual information as possible about relevance variablesY (max-
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imum I(C,Y )). This corresponds to the maximization of:

FIB = I(C,Y )−
1

β
I(X,C) (1)

whereβ is a Lagrange multiplier. The IB criterion is opti-
mized w.r.t. the stochastic mappingp(ci|xj) using iterative op-
timization techniques. The agglomerative Information Bottle-
neck clustering is a greedy way of optimizing the IB objective
function [23]. The algorithm is initialized with each inputele-
mentxi ∈ X as a separate cluster. At each step, two clusters
are merged such that the reduction in mutual information w.r.t
relevance variables is minimum. The distance measure whichis
dependent on the loss in mutual information w.r.t to relevance
variables by merging two clustersci, cj is obtained as:

∇FIB(ci, cj) = [p(ci) + p(cj)]d
IB
ij (2)

The distancedIBij between two clustersci, cj can be obtained
in closed form by using Jensen-Shannon divergence as shown
below, which arises naturally from the optimization of (1).

d
IB
ij = JS[p(Y |ci), p(Y |cj)]−

1

β
JS[p(X|ci), p(X|cj)] (3)

The Jensen-Shannon divergenceJS[p(Y |ci), p(Y |cj)] is given
by:

πiDkl [p(Y |ci)||p(Y |cij)] + πjDkl [p(Y |cj)||p(Y |cij)] (4)

whereπi =
p(ci)

p(ci)+p(cj)
, p(Y |cij) represents the distribution of

relevance variables after the cluster merge andDkl denotes the
Kullback-Leibler divergence between two distributions. After
each merge,p(Y |ci) andp(Y |cj) are averaged to get relevance
variable distribution of the new clusterp(Y |cij). The number
of clusters is determined by a model selection criterion based
on a threshold on the normalized mutual information given by
I(C,Y )
I(X,Y )

(see [8] for details).
To apply this method to speaker diarization, the set of rel-

evance variablesY = {yi} is defined as the components of a
background Gaussian Mixture Model (GMM) estimated from
speech regions of a given recording [8]. The input to the
clustering algorithm is uniformly segmented speech segments
X = {xj} which represent the initial clusters with which the
algorithm is initialized. The probabilityp(yi|xj), i.e., the pos-
terior probability of each Gaussian component conditionedon a
speech segment can be computed using Bayes’ rule. The speech
segments with the smallest distance∇FIB given by (2) are then
iteratively merged until the model selection criterion is satisfied.
After the agglomerative clustering stops, Viterbi re-alignment is
performed to smooth the arbitrary boundaries due to initializa-
tion by uniform segmentation.

3. Phoneme background model
Having the knowledge of what is being spoken has been
shown to be a very useful information in speaker identifica-
tion/verification tasks [24, 25]. This gives a chance to model
individual variations in pronunciation of an acoustic class
(phoneme/word) [26, 27]. Due to this, text constrained speaker
identification/verification tasks usually have higher accuracies
than their text independent counterparts. In the current work,
we perform experiments to investigate whether the knowledge
of what is being spoken helps to improve speaker diarization.

First of all, we perform an oracle speaker diarization exper-
iment, with ground-truth phone transcription and speaker seg-
mentation. In this experiment, we compare the IB diarization
systems using different background models to perform speaker
diarization. We compare plain background GMM (Plain-UBM)
estimated from the speech regions of a given meeting recording,
the background model estimated with the knowledge of speaker
segmentation (Spkr-UBM) and the model estimated with the
knowledge of both speaker and phoneme being spoken (Spkr-
phone-UBM). In the Spkr-phone-UBM, each phoneme spoken
by a speaker is represented by a Gaussian component in the
background GMM. This is done by accumulating all the ut-
terances of a phoneme by a speaker according to the ground-
truth transcripts and approximating them with a Gaussian. In
total there are 45 phonemes including silence class. To esti-
mate the Spkr-UBM, speech segments belonging to a speaker
are used to estimaten components per speaker in the back-
ground GMM, wheren was varied to take different values from
5 to 45. The ground-truth phone transcripts are obtained by
force-aligning the manual transcripts to individual head micro-
phone channels which also produces speaker start and end times
as a by product. Once the background model is obtained based
on one of the approaches explained above (Plain-UBM/Spkr-
UBM/Spkr-phone-UBM), IB speaker diarization is performed
using the components of the background model as a relevance
variable set as explained in the Sec. 2. We used 100 meetings
from AMI corpus in this experiment. Fig. 1 plots the speaker
error in IB diarization when using the three background mod-
els (Plain-UBM/Spkr-UBM/Spkr-phone-UBM). The lowest er-
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Figure 1:Comparison of various background models: Speaker
error for IB diarization using different types of UBMs.

ror for Spkr-UBM is atn = 20 which means 20 is the optimal
number of components per speaker in the background GMM. It
can be observed that Spkr-phone-UBM achieves the lowest er-
ror among all the background models which shows that having
the knowledge of what is being spoken helps speaker diariza-
tion.

Motivated from the above oracle experiment, we propose a
method to estimate a background model that captures differ-
ent modes of articulation of a phoneme. The hypothesis, is
that different modes of articulation of a phoneme arise due to
differences in the individual speakers pronouncing it. Given a
phone transcript of a meeting recording (obtained either from
ground-truth or ASR system), we employ a simple clustering
algorithm such as Ward’s method to estimate the clusters in a
phoneme and use the obtained clusters from all the phonemes
to build a background GMM which is referred to as phoneme



background model (PBM). LetS = {p1, p2, . . . , pi, . . . , pN}
denote the set of phonemes in the given transcript, whereN

is the number of unique phonemes in the transcription. Let
Pi = {p1i , p

2
i , . . . , p

ni
i } denote the set of all the occurrences of

a phonemepi in the transcript, whereni indicates the number
of occurrences. Each occurrencepji of phonemepi is approxi-
mated by a mean vectorxj

i computed from the feature vectors
corresponding to that phoneme occurrence. This results in aset
of pointsXi = {x1

i , x
2
i , . . . , x

j
i , . . . , x

ni
i } where,xj

i represents
thejth occurrence of the phonemepi in the transcript. Agglom-
erative clustering is performed using Ward’s method to cluster
the occurrences of a given phoneme. The agglomerative clus-
tering is initialized by a set of single-ton clusters represented
by Xi. Ward’s method is an greedy clustering method, where
at each step, it merges two clusters that results in minimum in-
crease of variance. The distance measure∆(ck, cl) between
two clustersck, cl is given by:

∆(ck, cl) =
nckncl

nck + ncl

‖mk −ml‖
2 (5)

where,‖‖ denotes Euclidean distance,nck andncl represent
the number of samples in clusterck andcl respectively andmk,
ml represent the mean vectors (centroids) of clustersck andcl
respectively. The clustering continues until the desired number
of clustersM is obtained. The clustering is performed for all
the phonemespi in the setS and the final set of clustersC =
{cji} ∀ i ∈ {1, . . . , N} and ∀j ∈ {1, . . . ,M} is obtained.
Each of the cluster in the final cluster setC is represented as
a Gaussian component in the PBM. The mean of component
is equal to the centroid of the respective cluster and variance
is equal to the cluster variance. The weight of a component is
obtained as the proportion of samples assigned to the respective
cluster. The number of clusters for each phoneme classM is
selected based on cross-validation on development set. Fig. 2
summarizes the procedure of estimating the PBM with the help
of a block diagram.

Audio

 Input      Speech/
  Non−speech

 Speech Phonemes     Clustering  PBM  IB diarization
output
Final  ASR

Figure 2: Block diagram of the proposed diarization method
using PBM.

4. Experiments and Results
Speaker diarization experiments are conducted on meetings
from AMI [28] and NIST-RT [29] meeting corpora. Out of 170
meetings present in the AMI corpus, 100 meetings are used in
current experiments. The number of speakers in each meeting
in AMI dataset varies between 3 to 5, but most of the meet-
ings have 4 speakers. For experiments on NIST-RT corpus, we
have used meetings from RT-05,06,07,09 datasets. The number
of speakers in each meeting of NIST-RT corpus varies between
4 to 11. Both the corpora contain meetings recorded at mul-
tiple meeting room environments. The audio captured by the
distant microphone array is enhanced by beamforming using
BeamformIt[30] toolkit. 19 Mel-frequency cepstral coefficients
(MFCC) are extracted for each frame of length 30 ms with a
frame shift of 10 ms from this enhanced signal. These features
are used for both speaker diarization and for clustering of data
within each phoneme class to obtain a PBM. Prior to perform-
ing diarization, speech/non-speech detection is performed using

SHOUT toolkit [31] and non-speech segments are ignored. The
speaker diarization systems are evaluated using the metricdi-
arization error rate (DER) used in NIST evaluation campaigns.
DER is the sum of speech/non-speech error and the speaker er-
ror. Speech/non-speech error is the sum of miss and false alarm
errors by the automatic speech/non-speech detection system and
speaker error is the clustering error happening whenever speech
segments of a speaker are attributed to a different one. Likethe
NIST evaluations, we used a forgiveness collar of±0.25 sec-
onds around the reference segment boundaries while scoringthe
automatic systems’ output.

The ASR system used in the current study is a conventional
HMM/GMM system [32]. The acoustic models are trained on
150 hours of labelled speech from AMI and ICSI [33] corpora.
13 dimensional MFCC along with their first and second order
derivatives resulting in a 39 dimensional feature vector isex-
tracted for every 10 ms from a speech frame of length 30 ms.
The features are extracted from individual head microphone
(IHM) channels worn by the speakers in the meetings. These
features are used for training the models and for decoding. The
1-best word recognition output is subsequently transformed into
a sequence of phonemes (i.e., top-down approach to derivinga
phoneme sequence) which are later used for PBM estimation.

The optimal number of clustersM for each phoneme class
in the PBM is decided based on diarization experiments on de-
velopment data. Since the number of clusters is inherently de-
pendent on the number of speakers in a given recording and
since the number of speakers varies significantly between AMI
and NIST-RT meetings, we performed separate development
experiments for each corpus. For the development experiments
on AMI corpus, we used 20 meetings that are not included in
the 100 test meetings. For NIST-RT meetings, we used meet-
ings from RT-05,06 as development set and used RT-07,09 as
our test set. Development experiments on AMI data set re-
vealed thatM = 6 is optimal for meetings from AMI corpus.
For NIST-RT meetings, the optimal value ofM on development
data was 15. Tab. 1 presents the speaker errors for baseline IB
system (Bas-IB), and the system using PBMs estimated from
phone transcripts obtained from ground-truth (GT-PBM) and
ASR (ASR-PBM) systems on AMI and NIST-RT development
sets.

Table 1:Diarization experiments on development sets: Speaker
error for different systems on development set of meetings from
AMI (20 meetings) and NIST-RT (RT-05,06) corpora.

Corpus Bas-IB GT-PBM ASR-PBM
AMI 24.3 17.4 20

NIST-RT 16.8 13.4 14.8

To evaluate the performance of the proposed method on test
set of meetings, we compare the performance of the baseline IB
speaker diarization system presented in Sec. 2 with the IB di-
arization system using the PBMs estimated using ground-truth
phone transcripts and ASR system. We also compare the IB
speaker diarization system with the state of the art HMM/GMM
based speaker diarization system [7]. In the HMM/GMM sys-
tem, the states of the HMM represent speakers and the emis-
sion probability distributions of the states are modelled using
GMMs. The system is initialized with uniform segmentation,
resulting in 16 initial clusters (states). At each step of agglom-
erative clustering, the closest clusters obtained using modified
∆BIC [34] as distance measure are merged. After each merge,
Viterbi re-alignment and re-estimation of the models is per-



formed. The merging of clusters stops when there are no pos-
sible cluster merges according to the∆BIC measure. Tab. 2
presents the evaluation results on AMI data set. Speech/non-

Table 2:Diarization experiments on 100 test meetings from AMI
corpus: Speech/non-speech error (SpNsp), Speaker error (Spkr)
and total diarization error rate (DER) for different diarization
systems.

System SpNsp Spkr DER
Bas-IB 15.0 23.2 38.2

Bas-HMM/GMM 15.0 23.6 38.6
GT-PBM 15.0 18.4 33.4

ASR-PBM 15.0 19.8 34.8
Rand-PBM 15.0 23.0 38.0

speech error for all the systems is constant as speech activity
detector output given by the SHOUT toolkit [31] is used for all
the systems. It can be observed from the Tab. 2 that the baseline
IB (Bas-IB) and HMM/GMM (Bas-HMM/GMM) systems have
similar error rates on this set of 100 AMI meetings used as test
set. Also, the PBM estimated using ground-truth phone tran-
scripts (GT-PBM) gives the lowest DER among all the systems
where it reduces the DER from 38.2 to 33.4. The PBM esti-
mated from ASR transcripts also performs better than the base-
line systems which reduces the DER from 38.2 to 34.8. This
shows that the proposed method of using PBM for IB speaker
diarization improves the performance of the baseline IB system.
To check the fact that phone transcripts generated by ASR sys-
tem are providing reliable information to PBM estimation, we
performed an experiment where, the PBM is estimated by ran-
domizing the phone transcript, where the phoneme class for a
segment was chosen randomly out of the 45 phoneme classes.
Since this randomization results in the loss of phoneme infor-
mation, it is expected that the performance of this system will be
similar to the baseline system which uses a background model
estimated by ignoring the phoneme information. Tab. 2 also re-
ports the performance of the system using the PBM estimated
from randomized phone transcripts (Rand-PBM) which is sim-
ilar to the baseline IB system(Bas-IB).

We also evaluate the proposed method on meetings from
NIST-RT corpus using RT-07,09 data sets are our test set. Tab. 3
compares the performance of the various systems on NIST-RT
test set of meetings from RT-07,09. It can be observed from

Table 3: Diarization experiments on NIST-RT test set:
Speech/non-speech error (SpNsp), Speaker error (Spkr) andto-
tal diarization error rate (DER) for different diarizationsystems
on NIST-RT 07, 09 data sets.

Corpus System SpNsp Spkr DER

RT 07
Bas-IB 3.7 10.8 14.5

Bas-HMM/GMM 3.7 6.4 10.1
GT-PBM 3.7 8.3 12

ASR-PBM 3.7 9.9 13.6

RT 09
Bas-IB 12.7 21.2 33.9

Bas-HMM/GMM 12.7 14.3 27
GT-PBM 12.7 16.6 29.3

ASR-PBM 12.7 18.2 30.9

the Tab. 3 that proposed method (ASR-PBM) reduces the DER
of the baseline IB system from 14.5 to 13.6 on RT-07 data
set and from 33.9 to 30.9 on RT-09 data set. Using ground-
truth phone transcripts (GT-PBM) further reduces the errorto

12 and 29.3 on RT-07, RT-09 data sets respectively. The lowest
error on the two datasets (RT-07,09) is obtained by the base-
line HMM/GMM system (Bas-HMM/GMM) which achieves
DER of 10.1 and 27 respectively on RT-07 and RT-09. Even
though the proposed method (ASR-PBM/GT-PBM) reduces the
DER when compared to baseline IB system (Bas-IB), it has
a higher error rate compared to baseline HMM/GMM system
(Bas-HMM/GMM) on both RT-07,09 data sets. This might be
due to the varying number of speakers in each meeting and
higher rate of overlap in the meetings which is not the case with
the meetings in AMI corpus.

5. Conclusions and Future work
This paper proposed a method to incorporate information from
“what is being spoken” (represented by phoneme transcripts)
to improve the task of identifying “who is speaking when”
(speaker diarization) in an information bottleneck based speaker
diarization system. The information from phoneme transcript
of a given audio recording was incorporated into the speaker
diarization system by estimating a phoneme background model
(PBM). The estimation of a PBM was motivated from the ora-
cle experiment which showed that background model estimated
from the knowledge of speaker and phoneme being spoken is
more useful for diarization than background model estimated
using only speaker information and a model estimated by ignor-
ing both speaker and phoneme information. The PBM estima-
tion was based on the hypothesis that clusters within a phoneme
class roughly correspond to different speakers that have spoken
it. The PBM was estimated by clustering the data within each
phoneme class in a phoneme transcript of an audio file and rep-
resenting each cluster with a Gaussian component in the PBM.
The usefulness of such a PBM was evaluated by using it as a
background model in IB speaker diarization. Experiments con-
ducted on meetings from AMI and NIST-RT corpora showed
that the PBMs estimated from ASR transcripts reduce the DER
from 38.2 to 34.8 on AMI corpus, from 14.5 to 13.6 on RT-07
and 33.9 to 30.9 on RT-09 data sets.

As part of future work, we will explore methods to estimate
the number of clustersM within each phoneme class based on
a stopping criterion in the hope that it alleviates the need to do
cross-validation based development studies whenever the nature
of corpus changes drastically. Also to model the variationsin
phoneme pronunciations due to the context in which they oc-
cur, we will use syllable or tri-phone units to estimate the back-
ground model instead of using phonemes.
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