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5.5.3
Computer Simulations of Shape Selectivity Effects

Berend Smit∗ and Theo M. Maesen

5.5.3.1 Introduction
Today, almost every gasoline molecule has seen the
interior of a zeolite and experienced the effect of
shape selectivity. Given the economical importance [1–5]
implied by this statement, one would expect that we
have a very good understanding of the mechanisms
underlying shape selectivity. Clearly, we do have a
very good understanding of the chemical reactions that
take place inside the pores of a zeolite. In addition,
many mechanisms have been proposed to explain the
various product distributions that have been observed
experimentally. However, we are still very far away that by
looking at a zeolite structure we can provide a prediction
of the products.

Let us consider as a simple example the conversion
of n-decane in an acid zeolite. The chemistry tells us
that isomerization reactions take place giving mono-, di-,
and tribranched isomers. These isomerization reactions
compete with cracking, and this results in a large number
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of different types of shorter alkanes. Whereas the reactant
is a simple linear n-alkane, the product is a complex
distribution of many different components. So, the
principle aim is to use shape selectivity in such a way that
the optimal product distribution for a given application
can be obtained. What should the appearance of the
zeolite be in order to obtain as much dibranched products
as possible? Can one envision a structure that selectively
removes C5 from the product distribution? Answering
these questions requires a molecular understanding of
shape selectivity, the various forms of which are reviewed
in this chapter.

Weisz and Frilette coined the term ‘‘shape selective
catalysis’’ during the 1950s, when they discovered that
only molecules permeable into an LTA-type zeolite were
catalytically converted, to the exclusion of others [6–9]. In
a 1971 review Venuto pointed out that, in addition to shape
selectivity, there are ‘‘. . . reactions on external surfaces
and special effects’’ [10]. Whereas progress has been
made in establishing and understanding external surface
reactions [11–14] (variously called ‘‘nest effects’’ [15] or
‘‘pore mouth’’ [10, 11, 16–18] and ‘‘key-lock’’ [19–22]
catalysis), the (other) ‘‘special effects’’ have mushroomed
into a myriad of phenomena each with their individual
name. An early example of these special effects is the
‘‘window’’ or ‘‘cage effect’’, coined by Chen et al. [10, 23].
However, this was later merged into the classical
shape selectivity model – initially as a form of mass
transport shape selectivity [23–25] and more recently
as a form of sorption shape selectivity [26]. Santilli and
Zones coined the term ‘‘secondary shape selectivity’’ to
describe the selective hydroconversion of n-C6 instead
of n-C16 by AFX-type zeolites [27]. Derouane postulated
that ‘‘molecular traffic control’’ might occur when small

molecules can diffuse through small and large molecules
through large channels of one and the same molecular
sieve [28, 29]. Van Nostrand and coworkers coined the
term ‘‘inverse shape selectivity’’ to denote the accelerated
formation rate of reaction intermediates that have a shape
more commensurate with the framework topology than
others [30–32].

At this point, is it important to note that most of these
mechanisms have been proposed with very little knowl-
edge on the thermodynamics and diffusion properties of
the adsorbed molecules. Molecular simulations have pro-
vided us with such thermodynamic and transport data on
well-defined model systems. Here, we demonstrate that
the availability of these thermodynamic data has given us
new insights into the mechanism of shape selectivity.

5.5.3.2 Conventional Hydroconversion Mechanisms
Before addressing the effect of shape selectivity on these
reactions, it is worthwhile first to discuss what occurs in
the absence of shape selectivity.

5.5.3.2.1 Basic Mechanism In alkane hydroconversion,
a metal site dehydrogenates alkanes into alkenes, an
acid site converts the alkenes into isomers or cracking
products, whereupon the metal site hydrogenates the con-
verted alkenes back into alkanes [33–35]. When starting
with an n-alkane, the hydroconversion can be described
as a series of consecutive hydroisomerization steps, with
each step increasing the degree of branching [35–37].
If this process is simplified by only considering methyl
group branches, the hydroisomerization of an n-alkane
of N carbon atoms can be described as in Fig. 1. In

References see page 1690

n-CN Me-CN−1 diMe-CN−2 triMe-CN−3 tetraMe-CN−4

n-C=
N Me-C=

N−1 diMe-C=
N−2 triMe-C=

N−3 tetraMe-C=
N−4 ......

Me-CN−1−M+n-CM

Me-CN−1−M+Me-CM−1

etc.

Fig. 1 Schematic reaction mechanism of an n-alkane hydroconversion reaction on, for example, an amorphous aluminosilicate (i.e., in the
absence of shape selectivity.) n-Alkane feed and hydroisomerization products (top) dehydrogenate into alkene intermediates (vertical ←→ ,
e.g., Pt-catalyzed). Alkenes hydroisomerize in a chain of acid-catalyzed hydroisomerization reactions (horizontal ←→ ). With increasing
degree of branching it is increasingly more likely that isomers crack (vertical →, acid-catalyzed) and hydrogenate into smaller alkanes
(vertical ←→ , e.g., Pt-catalyzed).
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addition to the hydroisomerization reactions that change
the degree of branching, there are also those that change
the distribution of branching towards thermodynamic
equilibrium [21, 38–40]. None of the hydroisomerization
reactions equilibrates completely because they compete
with consecutive hydrocracking reactions that decompose
the isomers [21, 36, 38–42]. The probability of a molecule
undergoing a hydrocracking reaction increases with
increasing degree of branching, because more extensively
branched isomers afford the formation of more stable
carbocationic hydrocracking transition states [21, 37–40].

For as long as the molecules are adsorbed, we
refer to them as reaction intermediates, and they can
either desorb to become a product or continue to
react. Those intermediates that have two or more
methyl groups sufficiently close to each other such that
they can hydrocrack relatively fast, are termed cracking
precursors. Figure 1 also illustrates that, even in an ideal
hydroconversion experiment in which a single component
is utilized as feed, the product is a complex mixture of
products that originate from the hydroisomerizing and
hydrocracking of reaction intermediates. Shape selectivity
is used to optimize the product distribution for a given
application.

To illustrate the type of product distribution to be
expected in the absence of shape selectivity, let us consider
the hydroconversion reaction of an n-alkane in more
detail. Figure 1 suggests that the hydroisomerization
reactions allow the formation of any branched isomers.
At high and intermediate alkene coverage of the acid

sites α, α, γ -trimethylalkene hydrocracking dominates the
hydrocracking product slate [26]. When this is the case,
the product slate consists of a histogram with a single
maximum indicative of preferential hydrocracking at the
center of the chain irrespective of the n-alkane feed
length [26, 34–36, 43, 44]. This is because the probability
of formation of α, α, γ -trimethylalkene hydrocracking
precursors is dependent on the proximity of the methyl
groups to the center of the chain [26, 34, 36, 37, 43];
for reasons of symmetry there are fewer permutations of
their precursor transition state closer to the center [26].
For the system shown in Fig. 1 we can therefore expect
a product distribution dominated by products originating
from 3,3,5-trimethylheptane, and from 3,5- and 3,3- and
4,4-dimethyloctane (see Fig. 2).

In addition to the traditional kinetic n-alkane hydrocon-
version network discussed here, an alternative network
was proposed [32]. Both networks agree with the older
literature [45, 46] in that the cationic dialkylcyclopropyl
transition states play a key role in hydroisomerization,
but they disagree as to the role of these transition
states in hydrocracking. The traditional network postu-
lates that the dialkylcyclopropyl transition states only
play a role in hydroisomerization, and that they have to
open and form a fully fledged branched alkene before
hydrocracking occurs [36, 37]. The alternative network
postulates that the dialkylcyclopropyl transition states
do not have to open before hydrocracking sets in, and
that they themselves can initiate molecular scission [32].
Both kinetic networks are equally suitable for explaining

2,2diMe-C8 n-C6 + i-C4

2,4diMe-C8

4,4diMe-C8

3,5diMe-C8

3,3diMe-C8

3/10

2/10

2/10

3/10

2,4,4triMe-C7

2,2,4triMe-C7

3,3,5triMe-C7

i-C6 + i-C4

i-C5 + i-C5

2/3

1/3

C3 + i-C7

n-C4 + i-C6

n-C5 + i-C5

Fig. 2 The hydrocracking precursors and products of C10. The boxes contain the probabilities for forming hydrocracking products,
assuming that all α, γ - and α, α-dimethyloctanes are available in equal amounts and that there is no preference for hydrocracking.
The same was done for α, α, γ -trimethylheptane hydrocracking. Only hydrocracking routes involving at least one tertiary carbocation
transition state are included because only these routes are fast enough to make an impact. When there are only secondary carbocation
transition states involved (as in monomethylalkane hydrocracking), hydrocracking occurs at a significantly lower rate.
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the hydrocracking product distributions when α, α, γ -
trimethylalkanes or α, γ - and α, α-dimethylalkanes
dominate and the hydrocracking product slates resem-
ble Gaussian or flat histograms [32, 37]. Here, we use the
traditional network as the starting point.

5.5.3.2.2 Shape Selectivity: General Principles The origi-
nal notion of shape selectivity [26] is simply the observation
that, if a molecule cannot permeate through the pores
of a zeolite, it will not adsorb as a reactant or desorb as
a product [6]. If the adsorption of a molecule is inhib-
ited, it will show up intact in the product slate. If the
desorption of a molecule is inhibited, it could still form
as a reaction intermediate in the adsorbed phase, but
only molecules that originate from this reaction interme-
diate through consecutive reactions will show up in the
product distribution. For example, the FAU-type topology
exhibits large cavities in which di- and tribranched hy-
drocarbons form easily, whereas the TON-type topology
exhibits much smaller pores in which only the mono-
branched isomers form easily. As a consequence, if we use
the reaction scheme in Fig. 1, we deduce that the product
distribution obtained from TON-type zeolites comprises
many monobranched (and some dibranched) isomers
and their hydrocracking products, whereas the distribu-
tion obtained from FAU-type zeolites comprises many
dibranched (and some tribranched) isomers and their hy-
drocracking products [16]. Clearly, differently sized and
shaped zeolite pores will interact differently with differ-
ently sized reactants, reaction intermediates and products.
As a result, the zeolite topology can leave its ‘‘signature’’
on a particular product distribution.

Although the original concept of shape selectivity
is appealingly simple, it can only explain relatively
few product distributions. Therefore, forms of shape
selectivity other than the originally proposed reactant
and product shape selectivity have been proposed.
Examples include transition state, reaction intermediate,
and exterior surface shape selectivity. In the following
we will provide a short discussion on these five forms of
shape selectivity. In particular, the reaction scheme shown
in Fig. 1 will be used to illustrate how these various forms
of shape selectivity influence product distribution.

A Transition-State Shape Selectivity Transition-state
shape selectivity occurs when a zeolite topology influences
the reaction rates of the adsorbed molecules by modifying
the relative Gibbs free energies of formation of the
corresponding transition states [47, 48] (see Fig. 3). It is
the only form of shape selectivity that occurs irrespective
of the extent of mass transfer limitations between gas
and adsorbed phase [14]. In the reaction scheme of
Fig. 1, the transition state for hydroisomerization is a

Fig. 3 Transition-state (top) and reaction-intermediate shape
selectivity (bottom). In transition-state selectivity the zeolite
modifies the ease of formation of a reaction intermediate by
modifying the ease of generation of the transition state required for
its formation; in reaction-intermediate shape selectivity the zeolite
modifies the ease of formation of the reaction intermediate directly.
When a zeolite impedes formation of a reaction intermediate, the
Brønsted–Evans–Polanyi (BEP) principle is likely to apply, so
that reaction-intermediate and transition-state shape selectivity
occur simultaneously [52]. When a zeolite facilitates formation of a
reaction intermediate the BEP principle is likely not to apply [52],
so that there can be reaction-intermediate shape selectivity without
transition-state shape selectivity.

dialkylcyclopropyl cation. An example of transition-state
selectivity is the inability of TON-type zeolites to form
(and hydrocrack) α, α-dimethylalkanes [49–51]. Since the
transition states in alkane hydroisomerization occur late
in the reaction path, the transition state is sterically
similar to the α, α-dimethylalkane products [49–51], and
similar van der Waals forces will similarly increase
the Gibbs free energy of formation of both the
transition states and the products [52]. This linear
relationship between the Gibbs free energy of formation
of transition states and that of products is an example
of the semi-empirical Brønsted–Evans–Polanyi (BEP)
relationship [52–54]. According to this relationship,
the prohibitively high Gibbs free energy of formation
(and adsorption) of α, α-dimethylalkane products inside
TON-type zeolites [49–51, 55] is an indication for a
similarly high Gibbs free energy of formation of
the transition state for α, α-dimethylalkane formation,
so that transition-state shape selectivity will inhibit
α, α-dimethylalkane product formation inside TON-type
zeolite channels, irrespective of the absence or presence
of mass transfer limitations [56].

B Reactant Shape Selectivity If any reactant in a feed
is too large to permeate a zeolite this reactant may

References see page 1690
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Fig. 4 Reactant shape selectivity. The zeolite leaves the di-
branched alkane intact because this isomer is too large to fully
permeate into the zeolite pores. Instead, the zeolite selectively
transforms the monobranched isomers that can fully adsorb.

reach the product slate virtually intact. This would be an
extreme form of reactant shape selectivity (see Fig. 4) [57],
in which only those reactants undergo catalytic reactions
that can fully adsorb so as to form reaction intermediates,
convert, and desorb as products. In general, reactant shape
selectivity occurs when reactant conversion is inversely
proportional to the extent they exhibit mass transfer
limitations. Accordingly, the reactants that adsorb with
the smallest mass transfer limitation will be converted
most and will be the least prevalent in the product slate.

An example of reactant shape selectivity is the selective
combustion of exclusively the linear isomers from a
mixture of branched and linear butanes and butenes
on Pt-loaded, Ca,Na-exchanged LTA-type zeolite [57].
Whereas, these early experiments involved reactants that
are categorically excluded from the LTA-type zeolite
pores [57], later experiments included reactants that are
excluded by different degrees and, therefore, focused at
differences in mass transfer rates as a dominant cause for
reactant shape selectivity [58].

C Product Shape Selectivity If reaction intermediates
are too large to desorb intact from a zeolite, only their
consecutive reaction products can end up in the product
slate. This would be an extreme form of product shape
selectivity (Fig. 5). In general, product shape selectivity
occurs when some reaction intermediates exhibit higher
mass transfer limitations than others, so that they remain
in the adsorbed phase and continue to react for a longer
period of time than other, less mass transfer-limited
reaction intermediates. Accordingly, the products that
desorb with the smallest mass transfer limitation will be
the most prevalent in the product slate.

A typical example of this form of shape selectivity is
the cracking of hexane isomers in Ca-exchanged LTA-
type zeolites [6]. This process yields only linear and no
branched cracking products, because only the former can
desorb from the zeolite pores.

D Exterior Surface Shape Selectivity In some instances
the exterior surface of zeolites process reactants that are

Fig. 5 Product shape selectivity. The zeolite does not contribute
any geminal dibranched isomers to the product slate because
these isomers react much more rapidly than they desorb. Therefore,
geminal dibranched isomers cannot leave the zeolite intact. Instead,
the zeolite selectively yields products that can desorb rapidly.

either too large to adsorb completely [26] or diffuse too
slowly [11–13] to fully permeate the adsorbate. Whether
the exterior zeolite surface has a sufficiently regular
structure to yield product distributions different from
amorphous aluminosilicates remains a subject of debate.
In reflecting the lack of agreement on the relevance of the
exterior surface to shape selective catalysis, the process
has been given a plethora of names, including pore
mouth catalysis [11], key-lock mechanism [19, 20], nest-
effect [5, 14], and exterior surface shape selectivity [14].

E Other Forms of Shape Selectivity In the previous
sections we have listed some of the published mecha-
nisms for shape selectivity. Within the literature, many
other types of shape selectivity can be identified, in-
cluding the ‘‘concentration’’ or ‘‘solvent effect’’ [59–63],
the ‘‘confinement’’ or ‘‘solvent effect’’ [64–67], molecu-
lar traffic control [28, 29], secondary shape selectivity [27],
inverse shape selectivity [32], and the ‘‘cage’’ or ‘‘window
effect’’ [23, 24].

5.5.3.3 Molecular Simulations
At this point it is important to recall that the mechanisms
described in the previous section are based on the product
distribution observed in the desorbed (often gas) phase.
Comparatively little is known about the thermodynamics
and diffusion properties of the molecules in the adsorbed
phase, even though these molecules determine the
product distribution observed in the desorbed phase.
Molecular simulation provides an attractive alternative
to compute these missing properties. A short review on
the main simulation techniques is provided here, but
for a more extensive description the reader is referred
elsewhere [68].
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5.5.3.3.1 Simulation Techniques The idea of a mole-
cular simulation is simple – that is, to provide a model
in the form of an intermolecular potential that describes
the interaction between the molecules adsorbed in the
zeolite. This model provides the input for a molecular
dynamics simulation or a Monte Carlo simulation
from which the corresponding thermodynamic and/or
transport properties are obtained. For the successful
application of these techniques it is important that
the intermolecular potentials give a sufficiently realistic
description of the experimental systems, and that the
simulation techniques are sufficiently powerful such that,
for the molecules of interest, accurate properties can
be computed within a reasonable amount of CPU time.
As will be demonstrated below, both issues are non-trivial.

A Molecular Dynamics of Adsorbed Molecules Suppose
we use a molecular dynamics simulation for a system
of N particles for which we solve Newton’s equations of
motion [69]. If there are no external forces working on
the system, the total energy is conserved in a molecular
dynamics simulation. We therefore perform a simulation
in which the energy, E, number of particles, N , and the
volume, V , are imposed. A molecular dynamics simula-
tion therefore samples the microcanonical ensemble [68].
Ideally, the real system should be mimicked as well as pos-
sible. If successful, the experimental data would also be
reproduced, including the diffusion coefficients. Hence it
would also be observed that, for the long-chain hydrocar-
bons that are of interest to hydrocracking, the diffusion
coefficient is so small that the corresponding simulations
to obtain reliable statistics become prohibitively long. As a
consequence, standard molecular dynamics can only be
used for those systems that diffuse sufficiently fast that
accurate thermodynamic or transport properties can be
obtained.

B Monte Carlo Simulation of Adsorbed Molecules Let
us consider the experimental set-up required to measure
adsorption isotherms. The aim is to measure the number
of adsorbed molecules as a function of the pressure
of the gas or liquid that is in contact with the zeolite.
Experimentally, the most common system is a zeolite in a
container that contains a gas or liquid which is maintained
at a constant temperature and pressure (or partial pressure
in the case of a mixture). At equilibrium, the adsorbed
gas molecules have the same temperature and chemical
potential as the molecules in the container. The container
can be seen as a reservoir that fixes the temperature
and chemical potentials of the adsorbed components. In
principle, the experimental set-up could be mimicked by
simulating a gas or liquid in contact with a reservoir.

However, such a system is not very convenient from a
simulation point of view.

This experimental set-up closely resembles the grand-
canonical ensemble [68] wherein the temperature, vol-
ume, and chemical potentials are imposed. An important
advantage of the Monte Carlo technique is that a simula-
tion in the grand-canonical ensemble can be performed.
In this situation, the reservoir and zeolite are not in
direct physical contact, but the Monte Carlo procedure
guarantees that the adsorbed molecules have an equal
temperature and chemical potential in both the reservoir
and in the zeolite. Hence, periodic boundary conditions
can be used for the entire zeolite, and the presence of an
interface is avoided. The input of the simulation is tem-
perature and chemical potential of the molecules in the
reservoir, and the average number of adsorbed molecules
is a result of the simulation. The grand canonical Monte
Carlo technique functions best if the acceptance of trial
moves by which particles are added or removed is not too
low. For atomic fluids, this condition effectively limits the
maximum loading in a zeolite at which the method can
be used. Although the grand canonical Monte Carlo tech-
nique can be applied to simple models of non-spherical
molecules, special techniques are required as the method
converges very poorly for all but the smallest polyatomic
molecules.

Although both molecular dynamics and Monte Carlo
are very efficient for atoms or small molecules, for large
molecules both methods require significant amounts
of CPU time. For example, June et al. [70] studied the
relaxation of n-butane and n-hexane in MFI using
molecular dynamics, and concluded that the zeolite
slowed down the relaxation of these molecules by several
orders of magnitude – the longer the chains, the slower
the relaxation. Hence, the CPU requirements increase
significantly for MD simulations of these long-chain
alkanes. The diffusion coefficients of linear alkanes in
MFI are sufficiently high that these can be simulated using
MD [71], but for the mono-branched alkanes MD can only
be used at very high temperatures [72, 73]. Branched
alkanes in MFI preferentially adsorb in the intersections
between the zig-zag and straight channels [49], and the
diffusion is therefore an activated process in which the
molecule jumps from one intersection to another [74].

This very slow diffusion path could be avoided via a
Monte Carlo simulation in which a new configuration
is generated at a random position in the zeolite.
The probability that such a move will be accepted depends
on the energy difference between the new and the old
configurations. Clearly, if a new position is generated on
top of a zeolite atom, the attempt will be rejected. For
a chain molecule this implies that none of the atoms

References see page 1690
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should overlap with the zeolite atoms. If for methane this
probability is 1 out of 1000 attempts, then for ethane this
will be of the order 1 out of 106, and for n-octane 1 out of
1024. The conventional Monte Carlo method is therefore
very efficient for noble gases or small molecules, but for
long-chain alkanes it is equally inefficient as molecular
dynamics.

C Configurational-Bias Monte Carlo Technique The
configurational-bias Monte Carlo (CBMC) technique has
been developed to make possible the insertion of long-
chain molecules in moderately dense liquids. The original
configurational-bias Monte Carlo technique has been
developed for lattice models [75, 76] and has been
extended to continuous models [77]. Here, we show how
this method can be used to simulate the adsorption
of long-chain hydrocarbons in zeolites. In a CBMC
simulation the molecules are not inserted at random but
rather are grown atom by atom. This growing process
introduces a bias which can be removed exactly by
adjusting the acceptance rule [68].

In a CBMC simulation a molecule is grown atom by
atom using a method based on an algorithm developed
by Rosenbluth and Rosenbluth [78]. In this growing
scheme, overlap is avoided with the zeolite atoms, and
the corresponding bias is removed exactly by adjusting
the acceptance rules [68]. The basic CBMC scheme has
been extended to branched molecules [49, 79, 80], cyclic
molecules [81, 82], and all-atoms models which explicitly
include the hydrogen atom [83, 84]. Several ‘‘tricks’’ have
been devised to increase the efficiency of a CBMC
simulation [85]. Compared to ordinary Monte Carlo
simulations, CBMC can be up to 10 orders of magnitude
more efficient, which has made these types of simulation
for long-chain hydrocarbons possible.

In addition, as the growing step in a CBMC scheme
provides information on the free energy of adding a
molecule to the system, an important application of
CBMC is to compute the free energy of a molecule inside
the pores of a zeolite.

D Rare Event Simulations A very small diffusion
coefficient often is the result of molecules which are
trapped in low (free) energy sites and once in a while
‘‘hop’’ from one to another adsorption site. In order
to compute a diffusion coefficient reliably, a sufficient
number of hops must be observed. Most of the CPU time
is, however, spent on molecules that ‘‘wait’’ close at an
adsorption site until a fluctuation gives them sufficient
kinetic energy to take the barrier between adsorption sites.
The higher the barrier, the longer the molecules remain
trapped and – on the time scale of a molecular dynamics
simulation – such hopping becomes a very rare event.

Special techniques have been developed to simulate such
rare events [68]. The basic idea is to compute the hopping
rate in two steps [86, 87]. First, the probability that a
molecule can be found on top of the barrier is computed.
This calculation is followed by a separate simulation in
which the probability is computed that a molecule that
starts on top of the barrier ends up in the next adsorption
site and does not recross the barrier.

The probability of finding a molecule on top of the
barrier can be computed directly from the free energy
profile, which is the free energy as a function of the
position of the molecule in the zeolite. The second step
involves the average time that it takes a molecule to
cross the barrier. The simplest approach is to assume that
transition state theory (TST) holds. A molecule arriving at
the top of the barrier is assumed to be in equilibrium
with its surroundings, and as a consequence the
velocity distribution is given by the Maxwell distribution
corresponding to the temperature of the system. TST
assumes that half of the molecules that reach the barrier
also cross the barrier. TST theory ignores the possibility
that such a particle recrosses the barrier and returns
into the cage from which it has originated; this may, for
example, be due to collisions with the zeolite atoms. This
recrossing can be computed directly from a molecular
dynamics simulation in which the molecules start on top
of the barrier, and the recrossing probability is computed
directly. As this involves a simulation that begins on top
of the barrier, it is much faster than simulating the
time it takes a molecule to climb the free energy barrier.
These rare event methods have been applied to zeolites at
low [26, 74, 88–90] and even at high loadings [91].

5.5.3.3.2 Intermolecular Potentials Most simulation
studies follow the assumptions pioneered by Kiselev and
coworkers [92] for the adsorption of non-polar molecules.
The zeolite is assumed to be rigid and purely siliceous.
The adsorbate–zeolite interactions are dominated by the
dispersive interactions with the oxygen atoms of the
zeolite. The smaller silicon atoms contribute little to
the dispersive interaction, and are taken into account
implicitly via the oxygen atoms. Further refinements
involve the use of a flexible lattice, or the effect of
charges for systems that involve polar or Coulombic
interactions [93].

A Zeolite–Zeolite Interactions The starting point here
is the crystal structure of the zeolite. (Details of most of
these structures can be found on the Internet [38].) In case
of a rigid zeolite structure, the crystal structure can be
used to generate a simulation box containing the desired
number of unit cells of the zeolite crystal. Computer
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packages are available to perform this procedure both
quickly and conveniently [94].

If a rigid lattice is assumed, there is no need for a
model of the zeolite–zeolite interactions. In case a flexible
zeolite is essential, a variety of models that describe
the zeolite–zeolite interactions have been published, the
accuracy of which can partly be assessed via a comparison
of the calculated vibrational infrared (IR) spectra with the
experimental spectra. These models have been discussed
in detail by Demontis and Suffritti [95], and the interested
reader is referred to this review for details on these
models and further references. In order to limit the CPU
requirements of a fully flexible zeolite, methods have
been developed in which the normal vibrational modes
and harmonic crystal approximation are used [96].

B Adsorbate–Adsorbate Interactions For the simula-
tion of hydrocarbons, a variety of models has been
proposed, the most realistic being all-atom models in
which both the carbon and hydrogen atoms are considered
explicitly. In united-atom models, the CH3, CH2, or CH
groups are considered as a single atom. From a com-
putational point of view, the united-atom model is more
efficient and has fewer parameters to be determined;
consequently, most studies use a united-atom model.
A comparison of the results of such simulations with ex-
perimental data for the adsorption and diffusion shows a
satisfactory description of the experimental data. In addi-
tion, the scatter in these currently available experimental
data makes it very difficult to prove that an all-atom model
is essential.

For adsorbate–adsorbate interactions it is convenient to
distinguish between the intramolecular and intermolec-
ular interactions. The former group are very important
to arrive at a realistic representation of the conformation
of the adsorbate molecules. Fortunately, these potentials
can be based on quantum chemical or spectroscopic data,
and therefore for most molecules these models provide
a sufficiently accurate description of the intramolecular
interactions. In addition, comparisons of various models
of, for example, the torsion or bond-bending, show lit-
tle influence on the thermodynamic properties, such as
the vapor-liquid curve [97]. For the hydrocarbon special
force fields, both united-atom and all-atom models have
been developed that provide an accurate description of the
entire vapor–liquid coexistence curve [80, 81, 84, 97–103].

C Zeolite–Adsorbate Interactions Often, zeolite–
adsorbate interaction parameters are obtained from fit-
ting to experimental data, and therefore these parameters
depend on which accuracy and type of data are used in the
fitting procedure. For example, the parameters obtained
from fitting to diffusion coefficients can be different from

those fitted to, for example, the heats of adsorption or
Henry coefficients.

Beerdsen et al. have shown that a very accurate fitting
of the parameters of a united-atom model can be obtained
through fitting on experimental isotherms with inflection
points [91]. This procedure uniquely determined the
adsorbent–adsorbate interaction parameters, and is very
sensitive to the size parameter as the inflection points
in the isotherms are often related to a subtle interplay
between different adsorption sites. Several alternative
force fields have been developed that also provide
an accurate description of the experimental adsorption
isotherms [104, 105].

5.5.3.4 Free Energy Model
In this section, it will be shown that molecular simulations
afford computation of the thermodynamic and diffusion
properties of the reaction intermediates in the adsorbed
phase. Knowledge of these properties of the relevant
reaction intermediates affords a reinvestigation of the
basic assumptions for kinetic models that had been in
vogue for a long time.

5.5.3.4.1 Introduction In the most general case, a
feed mixture of many reactants must be considered.
The first step is that these molecules must adsorb;
indeed, for a given partial pressure of the various
components, the concentration of the molecules depends
on the free energies of adsorption. In the absence of
diffusion limitations, a relatively low free energy of
adsorption of a particular feed component implies a
high adsorbed phase concentration, which often indicates
a high reactivity of this reactant. Once a reactant has
been adsorbed and has – by definition – formed a reaction
intermediate, it can undergo a sequence of reactions
forming various other reaction intermediates. The relative
importance of these reaction intermediates depends
on their free energy of formation. Depending on their
relative free energy of formation and adsorption, and
depending also on the presence of kinetic barriers to
desorption, reaction intermediates will either desorb as a
product or will continue to transform into other reaction
intermediates.

In the free energy model the free energies of adsorption
and free energy of formation play an essential role.
The free energies of formation of most molecules are
tabulated for the gas phase. If molecules are formed in a
zeolite, a contribution of the zeolite must be added to this
free energy of formation, and this correction corresponds
to the free energy needed to bring a molecule from the gas
phase into the zeolite. Both the free energy of formation in

References see page 1690
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the adsorbed phase and the free energy of adsorption must
be known at reaction conditions. This implies that reaction
intermediates do not approach gas-phase thermodynamic
equilibrium, but rather adsorbed-phase thermodynamic
equilibrium. As was observed using in-situ NMR [106],
free energy contributions by the zeolite can cause major
shifts to the gas-phase equilibrium distribution.

At this point it should be emphasized that, in
practice, thermodynamic equilibrium among the reaction
intermediates often will not be reached, and other (kinetic)
factors contribute to the product distribution. Therefore,
this free energy model will provide an idealized reference,
which can be a useful starting point to further investigate
the details of a product distribution.

5.5.3.4.2 Conventional Shape Selectivity The traditional
definition of shape selectivity is related to the observation
that reactants which are too large to fit inside the zeolite
pores do not go on to form products, that transition
states which are too large to fit inside the pores of
zeolites do not form, and that reaction intermediates
that are too large to desorb intact continue to undergo
consecutive reactions [14]. In the free energy model,
a high and positive contribution of a zeolite to the
free energy of formation is indicative of a bad fit of a
transition state or reaction intermediate. Transition states
that fit badly exhibit a high free energy of formation,
and therefore will contribute little to the product slate.
Similarly, reaction intermediates that fit badly exhibit

a high free energy of formation and will therefore
maintain a low concentration inside the pores. If a
minimal concentration of a reaction intermediate entails
a minimal contribution to the desorbed phase depends
on the reactivity of the thermodynamically impeded
species. Thus, contributions from the highly reactive
trimethylalkanes can dominate the hydrocracking product
slate [44], even though they have a relatively high free
energy of formation [26].

A comparison of n-decane hydroconversion on FAU-
and TON-type zeolites provides a good illustration of
the relevance to conventional shape selectivity of the
contributions of the zeolite to free energy of formation
of reaction intermediates in the adsorbed phase. Figure 6
shows these contributions for FAU- and TON-type zeolites
to selected reaction intermediates in the hydroconversion
reaction of n-C10, as discussed in Fig. 1. In FAU, the
contribution of the zeolite is relatively small, as the cages
of FAU are sufficiently large to accommodate all reaction
isomers. For this system gas-phase thermodynamic
data are therefore a good approximation. The free
energies of formation of alkanes with the same degree
of branching are similar, and the resulting ideal
Gaussian product distribution is simply determined
by the number of pathways that generate a particular
reaction intermediate; the product slates obtained on
amorphous aluminosilicates [34, 35] and on crystalline
aluminosilicates with a FAU-type topology [36, 37] are
therefore virtually identical. The TON-type pores are
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much smaller, and the free energy calculations clearly
show that this topology inhibits the formation of isomers
with proximate branches.

5.5.3.4.3 Transition-State and Reaction-Intermediate Shape
Selectivity Molecular simulations clearly show that the
free energy of formation of alkane isomers with proximate
branches are prohibitively high inside TON-type zeolites
(Fig. 6), and that – therefore – these isomers will not
form in the adsorbed state. Traditionally, the inhibition
of formation of these isomers has been attributed to
a prohibitively high free energy of formation of the
transition state preceding formation of these adsorbed
isomers; that is, it has been attributed to kinetic instead
of thermodynamic factors [49]. In acid zeolite chemistry
this transition state is usually associated with some type
of carbocation.

Transition-state selectivity can be defined as a change
of free energy of this carbocationic transition state
relative to a reaction intermediate as induced by the
zeolite framework. Van der Waals interactions between
a transition state and the zeolite framework can
decelerate the reaction by increasing the free energy of
formation of transition states that are incommensurate
with the particular zeolite topology [47, 48, 58, 107, 108].
Alternatively, ionic interactions between a transition state
and the zeolite framework can accelerate the reaction
by decreasing the free energy of formation of transition
states that are commensurate with the particular zeolite
topology [52]. In order to quantify these effects it is
necessary to perform a detailed quantum chemical
calculation in the pores of the zeolite, and also to
determine the transition state in the pores. These are often
very time-consuming calculations and are usually limited
to a small region of the zeolite; hence, only a few studies
have been published that take the full zeolite structure
into account [52]. However, methods are being developed
to integrate these quantum chemistry calculations using
embedded methods with force field-based methods.

At present, it is not yet feasible to perform a full
quantum-chemical calculation to determine unambigu-
ously the free energy of the transition state [109]. However,
for many components the BEP relationship holds, which
states that the activation energy and reaction energy
are related linearly [52–54, 56, 110–112]. Hence, if the
zeolite increases the relative free energy of one of the
reaction intermediates, the corresponding transition state
increases similarly. The consequence of this relationship
is that differences in the free energies of the transition
states of competing reactions can be estimated from the
differences in free energy of formation of the correspond-
ing reaction intermediates (see Fig. 7). If it is assumed
that the semi-empirical BEP relationship holds for the

Gas-phase

Inside a zeolite

Fig. 7 The Brønsted–Evans–Polanyi (BEP) relationship. In the gas
phase the free energies of formation of two products are virtually
the same, and so are the free energies of formation of the transition
state. In the gas phase, the zeolite increases the free energy of
formation of one product relative to that of the other product.
According to the semi-empirical BEP relationship, this increases
concomitantly the free energy of formation of the transition state
for this product – the alkane isomer with geminal methyl groups in
this example.

entire reaction scheme, it can be deduced which transition
states have an increased free energy of formation in the
adsorbed state from the computed free energies of the
reaction intermediates. A recent suggestion is that the
BEP relationship might not hold for instances where
adsorbent–adsorbate van der Waals interactions decrease
the reaction energy in the adsorbed phase [52]. This would
suggest that evaluating the acceleration of reactions due
to the zeolite topology-induced facilitated formation of a
transition state requires a full-fledged quantum chemical
evaluation.

Even if the BEP relationship were always to hold,
contributions by the zeolite to either the free energy of
formation of the transition state or to the free energy
of formation of adsorbed reaction intermediates will
result in two distinct forms of shape selectivity [113].
Transition-state shape selectivity will occur irrespective
of the presence of diffusion limitations [58], whereas
reaction-intermediate shape selectivity will only occur
when a reaction is diffusion-limited [114].

Alkane hydroconversion in MFI-type pores provides
an illustration of reaction-intermediate shape selectivity.
Molecular simulations have shown (see Fig. 8) a large
and positive contribution of these zeolites to the free
energy of formation of α, α, γ -trimethylalkanes [56].
By comparison, these materials impede the adsorption
and formation of α, γ -dimethylalkanes to only a small
extent [56]. They do not impede the formation of α, α-
dimethylalkanes, monomethylalkanes, and n-alkanes, as
the shape of these isomers is commensurate with
that of the MFI-type intersections, so that all have a
similar Gibbs free energy of formation in the adsorbed
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phase [56]. Accordingly, these free energies indicate that
the consecutive hydroisomerization of n-alkanes into
monomethylalkanes and α, α-dimethylalkanes dominates
the shape selectivity in MFI-type pores. Since the favored
α, α-dimethylalkanes are hydrocracking precursors which
have a low diffusion coefficient, the net result would
be that the shape selectivity inside MFI-type pores
enhances the hydrocracking rate at the cost of the
hydroisomerization rate.

Now, we can compare the product distributions
obtained from n-decane conversion in MFI- and MEL-
type pores. Figure 8 shows that the structures of these
two zeolites are very similar; the main difference is
that MFI has both sinusoidal and straight channels,
whereas MEL has only straight channels. Despite
these similarities, the n-decane hydrocracking product
distribution is very different; the iso-butane yield of
MEL is twice that of MFI-type zeolites [56]. Figure 8
shows also that the computed free energies of formation
for α, α, γ -trimethylalkanes are highly repulsive, to the
extent that their Gibbs free energy of formation in
the adsorbed phase effectively prohibits the formation
of these hydrocracking precursors in both zeolites.
In the absence of α, α, γ -trimethylheptanes, α, α- and
α, γ -dimethyloctanes are the most likely hydrocracking
precursors [56]. Interestingly, the free energy calculation
indicates that α, α-dimethyloctanes have a relatively low
free energy at MFI-type intersections, suggesting that
these intermediates are commensurate with the shape of
the MFI-type intersections, whereas α, γ -dimethyloctanes

are commensurate with the shape of one of the MEL-type
intersections. Thus, 4,4-dimethyloctane fits snugly when
it has its octane backbone in the straight MFI-type
channel and the two methyl-groups in the zigzag channel,
while 2,4-dimethyloctane has a perfect fit in the large
MEL-type intersection because the distance between
the two branches matches the distance between the
two intersecting channels. The commensurate isomers
have the lowest free energy of formation [56]. Due to
the relatively large zeolite crystals and high acid site
densities used [29, 115], alkanes with the lowest free
energy of formation are preferentially formed but cannot
diffuse out of the zeolite without being hydrocracked [56].
Since the hydrocracking of 2,4-dimethyloctane yields iso-
butane, while hydrocracking of 4,4-dimethyloctane yields
n-butane, the preferential formation of commensurate
isomers suggests an explanation for the twice as high
iso-butane yield of MEL- as compared to MFI-type
zeolites [56].

This example nicely illustrates the concept of reaction-
intermediate shape selectivity; the zeolites preferentially
form reaction intermediates that have a low free energy
of formation. In the case of MEL- and MFI-type zeolites
the important reaction intermediates are those that are
commensurate with the zeolite structure and therefore
have an unusually low free energy. They can only form
at the intersections, for they have a very large free energy
at any other position. As a consequence, these molecules
cannot diffuse in the pores of the zeolite and are a typical
example of ‘‘ship-in-the-bottle’’ molecules. So far, these
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reactions have only been studied for severely diffusion-
limited MFI- and MEL-type zeolite crystals.

As an example of reaction-intermediate shape se-
lectivity induced by adsorbate–adsorbate intermolecu-
lar interactions, we can consider the effect of pore
size on the hydroisomerization selectivity of the C6

hydrocracking products formed during n-hexadecane
hydroconversion. Figure 9 shows that the ratio between
the 2,3-dimethylbutane and n-hexane yields as a func-
tion of pore size forms a bell-shaped curve [26, 30–32,
116]. These results indicate that there exists an optimal
pore diameter for the formation of branched alkanes; this
phenomenon is often referred to as inverse shape selec-
tivity [32], whereby the zeolite is favoring – rather than
inhibiting – the formation of the bulkiest isomers, the
dibranched alkanes.

This phenomenon was explained in terms of an optimal
fit of the branched alkene reaction intermediate with the
zeolite pores. However, at low pressures, recent simula-
tions do not reproduce the optimum fit, as was originally
reported [114, 116]. At intermediate pressures [117, 118],
recent experiments have not reproduced the height of
the optimum. Rather, only at high pressures, where
adsorbate–adsorbate interactions are important, could
such an optimum be reproduced quantitatively [116].
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Fig. 9 The effect of pore size on the yield ratio of 2,3-dimethylbu-
tane and n-hexane during n-C16 hydrocracking (increasing pore
size from MTW to FAU). So as to facilitate a comparison between
simulated (left bar), experimental adsorption ratios (middle bar)
and hydroconversion yield ratios (right bar), all ratios were divided
by the values obtained for AFI. When the pores are small (as with
MTW-type zeolites), repulsive adsorbent–adsorbate van der Waals
interactions impede dimethylbutane (DMB) formation; when the
pores increase in size these impeding interactions disappear and
inter-adsorbent interactions favor formation of the better-packing
DMB; when the pore size increases above the 0.74 nm, differences
in packing efficiencies disappear because the adsorbents no longer
have to line up head-to-tail but can pack in an increasingly more
random, liquid-like fashion.

If the pores are too narrow for the bulky dibranched
alkane to fit, this will be reflected in a high and positive
contribution of the zeolite to the free energy of forma-
tion of 2,3-dimethylbutane relative to n-hexane. When
the pore size increases towards an optimum size, more
2,3-dimethylbutane compared to n-hexane can fit in the
tubular channels as the dibranched molecule is more
compact. Because of these differences in effective size at
sufficiently high pressure, the more compact molecule
has the lower free energy [26, 116, 119]. This size entropy
effect is also responsible for differences in adsorption
behavior of these isomers. Figure 9 shows that the tubu-
lar MAZ- and AFI-type pores share this optimum size
for adsorbing and forming 2,3-dimethylbutane instead
of n-hexane [116]. When the pores are still larger, the
molecules no longer stack linearly so that the adsorbed
phase approaches a liquid phase and the entropic size ef-
fect vanishes. This difference in packing efficiency leaves
its mark on the product slate, because slowly diffus-
ing n-C16 locks up the initial C6 hydrocracking products
sufficiently long to have them approach adsorbed phase
chemical equilibrium. Once desorbed, C6 is unlikely to
compete with C16 for adsorption in the zeolite, so that no
chemical equilibration towards the gas phase will occur.
Thus, severe mass transfer limitations between the gas
and adsorbed phases are a prerequisite for this type of
reaction-intermediate shape selectivity to occur. In the
absence of mass transfer limitations, FAU-, MAZ-, and
MOR-type zeolites yield a virtually identical C6 isomer
product slate [120].

Whether the optimum branched isomer yield reported
for MAZ- and AFI-type zeolites is indeed only a result of
reaction-intermediate shape selectivity remains the sub-
ject of debate. Recently, it was suggested that transition-
state shape selectivity might also contribute [118]. If there
is indeed a contribution, it must be small as an opti-
mized MAZ-type zeolite yields the same yield ratio of
2,3-dimethylbutane and n-hexane in the hydrocracking
of n-hexadecane as do FAU- or MOR-type zeolites [120].
In addition, it was found that 2,3-dimethylbutane diffuses
faster than other hexane isomers in MOR- as compared
to FAU-type zeolites [121]. If this faster diffusion at high
loading for the more efficiently packing molecule can be
extrapolated to all topologies mentioned in Fig. 9, then
product shape selectivity might contribute to the observed
shape selectivity.

5.5.3.4.4 Reactant Shape Selectivity Zeolites can shape-
selectively process more of one reactant than of another
reactant because: (i) the former has a higher diffusion
rate; or (ii) the former has a lower free energy of adsorption.
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In the former instance of reactant shape selectivity,
the reaction needs to be adsorption rate-limited before
reactant shape selectivity occurs [58], whereas in the latter
instance it is not a prerequisite for shape selectivity.
When differences in free energy of adsorption determine
the shape selectivity, they do so by affecting the relative
concentration of different molecules inside a zeolite.
These can be remarkably different from that outside the
zeolite. A lower free energy of adsorption is a measure
of a higher concentration inside the zeolite, and a higher
reactivity. Experimentally, insights into reactant shape
selectivity due to differences in free energy of adsorption
have been obtained in studies on the chain length-
dependence of the reactivity of n-alkanes [26, 122, 123],
so that the discrimination of zeolites between n-alkanes
of various lengths depends on the pore topology. To
the extent that the reactivity of n-alkanes as a function
of chain length varies with zeolite topology, it is – by
definition [14] – an example of (reactant) shape selectivity.

At low pressure and loading the Henry coefficient is
directly proportional to the free energy of adsorption [123,
124]. The Henry coefficient is a measure of the pressure
required to adsorb a given amount of molecules in the
pores of the zeolite. Most zeolites (such as, FAU- [19, 42],
OFF- [125] and MFI- [126] types [122, 127]) are similar to
amorphous aluminosilicates, in that the Henry coefficient
increases monotonically with the chain length [123].
Hence, a monotonic increase in Henry coefficient
with chain length implies a monotonic increase in
reactant concentration with chain length. As a result,
in the adsorbed phase, the reactivity of n-alkanes in
hydroconversion increases monotonically with chain
length [19]. Accordingly, the products originating from
the longer n-alkanes dominate the product slate. This
selectivity for processing longer alkanes is an example
of shape selectivity only in as much as it depends
unambiguously on the zeolite pore topology. Figure 10
shows that, for some zeolites, the Henry coefficient
decreases as a function of chain length. It is interesting
to see how such chain length dependence relates to the
chain length-dependence of the n-alkane hydroconversion
rate of ERI. The ERI-type pore topology exhibits small
(diameter ≈0.4 nm) openings (or ‘‘windows’’) providing
access to somewhat larger cages [128]. Only from n-C4

to n-C6 ERI-type zeolites exhibit the usual increase in
reactivity due to a combination of a lower free energy of
adsorption and a higher intrinsic reactivity of the n-alkane
with chain length [19, 129]. For n-alkanes longer than
n-C6, hydrocracking diffusion limitations set in [25] and
the reactivity becomes increasingly abnormal. Figure 11
shows the chain length dependence of the diffusion
coefficient of the n-alkanes in ERI. It is apparent that
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Fig. 10 Henry coefficient as a function of n-alkane chain length in
various zeolites. When the window size is above a certain diameter
(as in OFF-type zeolites), attractive van der Waals interactions
between the pore wall and the adsorbed alkane decrease the
adsorption enthalpy more than they increase the adsorption
entropy; hence, the net effect is a linear decrease in free energy of
adsorption (and an exponential increase in Henry coefficient) with
increasing n-alkane chain length. When the window size is below a
certain diameter (as in ERI-type zeolites), repulsive van der Waals
interactions between the window and the adsorbed alkane increase
the adsorption entropy more than they decrease the adsorption
enthalpy, so that the net effect is a linear increase in free energy of
adsorption (and an exponential decrease in the Henry coefficient)
with increasing n-alkane chain length.

diffusion limitations are severe, for they reduce the
reactivity from n-C6 to n-C8 [25], and thereby offset both
an increase in intrinsic reactivity [19, 26] and a decrease
in free energy of adsorption [26]. A similar reduction
in reactivity has been reported only once for FER-type
zeolites [130].

Surprisingly, the monotonic decrease in reactivity with
n-alkane chain length in ERI-type zeolites is interrupted
at n-C10, for n-C10 is more reactive than n-C8 [25].
Figure 11 shows that this increase correlates well with
an increase in diffusion rate [26], suggesting that the
strong diffusion limitations remain the dominant cause
for changes in reactivity from n-C6 to n-C10. Interestingly,
molecular simulations fully support the traditional model,
which postulates that diffusion rates are the cause for
both the decrease and the increase in reactivity. For
n-alkanes longer than n-C10, the reactivity as a function
of n-alkane chain length changes direction again and
now decreases monotonically with the n-alkane chain
length. This cannot be related exclusively to changes in
the diffusion rates, for both experimental and simulated
diffusion data indicate that the diffusion rates are still
increasing with increasing n-alkane chain length and do
not peak before n-C12 –n-C13 [26]. Only when considering
both the simulated non-monotonic variation in Henry
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Fig. 11 Diffusion coefficients (experiments: gray = experimental
results [24]; black = simulations) in ERI as a function of chain length
at 600 K. Due to the high density of windows with a repulsive van
der Waals energy between the n-alkane and the window in ERI-type
zeolites, the diffusion rates in the ERI-type zeolites are several
orders of magnitude smaller than those in MFI-type.

coefficient and the simulated non-monotonic variation
in diffusion coefficient with n-alkane chain length
can the experimentally reported monotonic decrease in
reactivity with n-alkane chain length from n-C10 to n-C16
be reproduced [123]. A fully quantitative comparison is
difficult due to the likely onset of catalysis at the exterior
surface of the ERI-type crystals [123].

5.5.3.4.5 Product Shape Selectivity Zeolites can, in a
shape-selective manner, yield more of one product than
of another product because: (i) the former has a higher
diffusion rate; or (ii) the former has a higher free energy of
adsorption. In (i), the reaction needs to be desorption rate-
limited before product shape selectivity occurs [58], while
in (ii) desorption rate limitation is not a prerequisite for
shape selectivity. In both cases the zeolite yields more of a
particular product because such a product desorbs faster
than other products and therefore escapes the reaction
cycle at a relatively early stage.

An example of the preferential formation of products
that combine the highest free energy of adsorption with
the lowest free energy barrier to diffusion (product shape
selectivity) is the product isomer distribution observed in
n-alkane hydroconversion on TON-type zeolites. Recent
experimental [42] and simulated [49–52, 73, 131, 132]
adsorption data are in agreement that both linear and
monobranched alkanes can fully adsorb into TON-
type zeolite pores. Experimental [55] and simulation [49]
methods also agree that dibranched alkanes with geminal
dimethyl groups cannot adsorb in TON-type zeolite pores.
By extension, dimethylalkanes should also adsorb into
TON-type pores, provided that the methyl groups are
far enough apart. However, closer scrutiny reveals that

dimethylalkanes can be divided into two groups: those
that are commensurate with the periodicity of the TON-
type zeolite wall; and those that are incommensurate.
The commensurate dimethylalkanes combine a low free
energy of adsorption with a high free energy barrier
to diffusion, whereas the incommensurate molecules
combine a high free energy of adsorption with a low free
energy barrier to diffusion [56]. Therefore, only the latter
type of dimethylalkanes are found in the hydrocracking
product slate [56, 133]. However, this nice example of the
importance of the Frenkel–Kontorowa effect to catalysis
remains the subject of debate [22, 56].

5.5.3.5 Concluding Remarks
The results of these studies have demonstrated the
importance of a proper knowledge of the thermodynamic
and transport properties of molecules adsorbed in zeolites
at reaction conditions. As experiments at these conditions
are very difficult to perform, molecular simulations
offer an attractive alternative. In particular, as recent
developments in novel simulation techniques and force
field have allowed for computing these properties to a
sufficient degree of accuracy, they may be considered as a
good alternative for real experimental data.

It is proposed that shape selectivity be analyzed using
a simple concept based on the contribution of the zeolite
on the free energies of formation – that is, the free energy
of transferring a molecule from the gas phase into the
zeolite. The lower this contribution to the free energy, the
greater the probability that these molecules are formed
as reaction intermediates in the pores of the zeolite.
Depending on the diffusion coefficient, these reaction
intermediates may leave the zeolite to become products,
or they may continue to react. In a similar context,
understanding the contribution of the zeolite to the free
energies of adsorption of the reactants, provides us with
direct information on the contribution of the zeolites to
the reaction rates.

We show, by re-examining some well-known examples
of various forms of shape selectivity that, once the contri-
butions of the zeolites to the relative free energies of the
reaction intermediates are known, a very different expla-
nation of shape selectivity becomes apparent compared to
that observed experimentally.
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