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Abstract
Many web sites collect reviews of products and ser-
vices and use them provide rankings of their qual-
ity. However, such rankings are not personalized.
We investigate how the information in the reviews
written by a particular user can be used to per-
sonalize the ranking she is shown. We propose a
new technique, topic profile collaborative filtering,
where we build user profiles from users’ review
texts and use these profiles to filter other review
texts with the eyes of this user.
We verify on data from an actual review site that re-
view texts and topic profiles indeed correlate with
ratings, and show that topic profile collaborative
filtering provides both a better mean average error
when predicting ratings and a better approximation
of user preference orders.

1 Introduction
E-commerce portals such as Tripadvisor, Expedia or Amazon
collect numerous reviews of the products and services they
market. These reviews are often used to rank items so that
users can easily find the ones with the best rating. Today, this
ranking is carried out without any personalization, so every
user sees the same ranking. It would be nice to personalize
this ranking so that users could be directed to hotels or prod-
ucts that fit their specific preferences.

Applying traditional collaborative filtering to such rating
sites is difficult because we rarely find a sufficient overlap be-
tween products and services rated by different users, making
it hard to judge user similarity based on similarity of review
scores. We thus explore a different approach where we use
the review texts as a basis for judging similarity: two users
are similar if their review texts address the same topics. This
allows comparing users even when they did not write reviews
of the same hotel, and thus enables collaborative filtering in
spite of the sparse data.

The underlying intuition is that a user’s reviews reflect her
personal interest: someone who is most interested in cleanli-
ness, like the user in the example presented in Figure 1, will
write about how clean a hotel is, but maybe not about its lo-
cation. For this user, a ranking based on other reviews that

Figure 1: Topic Profile Collaborative Filtering.

also placed a lot of importance on cleanliness would be more
meaningful than one that placed equal importance on every
aspect. Moreover, it would provide an incentive for regular
users to contribute reviews, as these will help provide better
personalization for their own use.

To apply this intuition, we propose a new form of collab-
orative filtering, called topic profile collaborative filtering -
TPCF, illustrated in Figure 1. Based on the topics a user
writes about, we create an individual interest topic profile
containing the topics that the user has expressed opinions
about. For instance, in Figure 1 example, Alice has pre-
viously commented on the pools and the cleanliness of the
venues she previously stayed at. We interpret this as a higher
interest in these topics than others, like the hotel’s location.
We aggregate this information in her user profile. We then
personalize the product rankings for each user, based on the
reviews that are most relevant to her profile. Relevance is
computed using the similarity between the topics commented
upon in the reviews and the topics present in the profile. In
the example, we will base our recommendation on the review
that comments on the towels, rather than the one discussing
the location.

We investigate the correlation of review texts and ratings
using data from a popular hotel review site. Using techniques
of automated opinion extraction, we first verify the basis of
our approach by showing that opinions in review texts are
indeed strongly correlated with a user’s rating, but less cor-
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related with other user’s ratings. We further show that these
opinions are in particular expressed on the topics in their topic
profile.

We then show that our topic profile collaborative filtering
produces a more accurate estimate of user ratings, using the
standard measure of mean average error.

A more meaningful assessment of the impact on actual rec-
ommendations can be obtained by considering the ranking of
items that corresponds to the predicted scores. Rankings are
usually compared using measures such as Kendall’s τ mea-
sure [Kendall, 1938] that are based on counting how many
pairs of items are placed in opposite orders. As the sparsity
of data does not allow us to compute this for all ranked items,
we focus only on pairs where we are able to compute person-
alized scores and show that TPCF produces more accurate
orderings than a non-personalized ranking.

The paper is structured as follows: the related work is out-
lined in Section 2 and the proposed method follows in Section
3. Section 3.1 details the extraction of interests and opinions
from review text and Section 3.2 defines the topic profiles and
the recommendation method that uses them. Section 4 shows
the experimental results.

2 Related Work
Data sparsity is one of the main reasons personalizing prod-
uct ranking is difficult. Because of it, products cannot be
reliably linked to users [Kazienko and Kolodziejski, 2006].
A possible response is to increase the data available to the
method. This often leads to hybrids between collabora-
tive filtering[Sarwar et al., 2001] and content based meth-
ods [Kazienko and Kolodziejski, 2006; Schein et al., 2002;
Levi et al., 2012]. Social relations were also used to comple-
ment traditional data, either in the form of social tags [Zhang
et al., 2010] or social trust [Pitsilis and Knapskog, 2012].

Creating social tags or defining social trust is, however, a
costly process. In general, all data acquisition above the nor-
mals workflow is intrusive and counterproductive [Middleton
et al., 2004], as users are reluctant to either rate items or an-
swer questions [Sugiyama et al., 2004]. [Pitsilis and Knap-
skog, 2012] also stress the importance of acquiring user rela-
tion data without extra effort from users. We believe this is
also the case when we elicit the user’s preferences with regard
to a product or service’s aspects. While other approaches use
information like the browsing history [Middleton et al., 2004]
to define a user, we propose using the text of the user’s previ-
ous writing as the relevant information source.

Most recommender systems do not use textual informa-
tion to generate recommendations. This is probably due
to the difficulties of getting machines to understand writ-
ten natural language at a level sufficient to compete with
simpler data sources, such as star reviews or buying pat-
terns. Most methods rely on counting words, term fre-
quencies or topic signatures[Balabanović and Shoham, 1997;
Pazzani and Billsus, 1997; O’Mahony and Smyth, 2010].
A significant extension is the extraction of textual opinions.
Several approaches have been proposed. Unigram models
that extract the overall review polarity [Poirier et al., 2010]
have generated modest improvements. [Snyder and Barzilay,

2007] were among the first to observe that extracting over-
all opinions is not helpful, and relied on faceted opinions in-
stead. They analyzed restaurant reviews to infer the author’s
sentiments regarding several aspects (e.g. food and service)
Recently [Homoceanu et al., 2011] have shown that faceted
opinion mining extracts valuable information that helps clus-
ter reviews and provide decision support to users. [Jakob et
al., 2009] also complement star ratings with opinions about
predefined topics, and show marginal improvements.

A recent approach by [Levi et al., 2012] is the most similar
to our work. They propose recommendations using a com-
bination of features, building a vocabulary for hotel aspects,
extracting sentiment towards them and profiling users by us-
ing additional knowledge such as nationality or the purpose
of the trip. The user’s preferences are manually extracted,
and the evaluation is based on questionnaires, which are diffi-
cult to apply on a large scale. Moreover they view the topics
interesting to the users as only the context in which a recom-
mendation is made. We believe the topics that users express
interest in are the most important information available and
model our recommendation accordingly. In this respect, we
have a view similar to that of [Hariri et al., 2011], who model
the user’s probable current needs, inferred from the trip type.

Personalization is the heart of recommendations, but eval-
uating its benefits is difficult. The traditional way of measur-
ing the performance of recommender systems is to quantify to
what extent they can predict the numeric rating a user gives to
an item. The mean average error (MAE) or root mean squared
error (RMSE) are the most widely used metrics [Shani and
Gunawardana, 2009]. This is true for most systems that use
the opinions within the free text of reviews [Faridani, 2011;
Snyder and Barzilay, 2007], which use the star ratings as a
benchmark for the opinion mining task. We believe this ap-
proach is not entirely consistent with the idea that the text
contains information which is unavailable by examining only
the numeric rating. If the opinions expressed within the text
component are fully contained in the star ratings, there is little
use of the additional component. More recent work [Levi et
al., 2012] used a user satisfaction evaluation for their recom-
mendation method. However asking hundreds of people to
voluntarily provide feedback is not easily scalable. We pro-
pose two additional evaluation methods that do not require
users to depart from their normal workflow and do not rely
solely on predicting the absolute value of the rating.

3 Proposed Method
3.1 Interpreting Review Content
Relevant Aspects
We rely on the intuition that, in their reviews, people leave
opinions about multiple independent aspects. The aspects can
be grouped together into classes, or topics. Let V be the used
vocabulary, and P(V ) its power set. In an initial preprocess-
ing phase we identify a vocabulary subset corresponding to
all the nouns, Vn ∈ V , with a power set P(Vn). The intuition
is that people generally offer opinions about nouns.

We first find the relevant aspects discussed A ⊂ Vn. We
then group them into a set of topics Z = {z1..zm} where
m ∈ N is predefined and Z represents the set of all possible



topics. There are multiple competing definitions for aspects,
from manually created ones, to frequency or relation based
techniques and topic modeling.

The accuracy of the recommendations depends heavily on
the aspect modeling choice. We created two different topic
sets. The first set was obtained using Latent Dirichlet Al-
location [Blei et al., 2003] on a corpus consisting of 68049
reviews. For the second set, we used a frequency based tech-
nique. The nouns in the same review corpus were ordered
by the number of attached opinions and we selected the ones
with the highest opinion counts. We present the manner in
which an opinion is attached to a noun below. The remaining
nouns were then manually grouped into 18 topics. For each
noun, we selected its Wordnet [Miller, 1995] synsets which
were likely to appear in the review data and added those syn-
onyms to their topics.

To compare the two topic sets, we created a human com-
putation game. The players of this game were asked to judge
whether a pair of statements, taken from two different re-
views, actually discussed the same aspect. The pairs were
constructed using nouns from the same topic. When the pairs
were constructed with LDA topics, the majority of the pairs
were judged to be incorrect. When they were constructed
with the opinion frequency approach, the majority of the pairs
were marked as correct. We thus used the latter topics.

Faceted Opinion Extraction
Next, we find the opinions present in the reviews with regard
to each aspect, known as faceted opinion extraction. We iden-
tified all the words that are in a direct syntactic relation with
the important aspects discussed. Then, for each identified as-
pect, we select the related words that represent an opinion and
aggregate the result into a subjectivity value for the aspect.

For phrases contained in reviews from a collection p ⊂
r ∈ R, where p ∈ P(V ), we construct a set of syntactic
relations [de Marneffe et al., 2006] that contain the phrase’s
nouns. A relation is defined on a pair of words and takes
predefined values corresponding to known relation types, R,
ρ : V × V → R. To reduce the amount of noise, we limit
the relations that we consider to the ones typically attached to
opinionated utterances, R′ ⊂ R. For instance, we consider
relation types like nsubj relevant, while ones like prep irrel-
evant. For each noun of the analyzed phrase, we extract the
other phrase words with which it has a meaningful relation:
ρn : Vn(p) → V (p), n 7→ ρn(n) = {w|ρ(w, n) ∈ R′}. For
instance, in the phrase ”The room was too small and the car-
pets dirty”, the noun room is related to the adverb small, but
not to dirty

For a given phrase p, we first determine the relation set
for each present aspect instance, ρn(a), a ∈ A ∩ p. We then
perform a word level subjectivity analysis in which we use
known polarized words from OpinionFinder [Wilson et al.,
2005]. Each word w ∈ V has a corresponding polarity value
pol(w) ∈ N. In this case the values range from -2 to 2, with
negative values for words like bad or horrendous, positive
values for ones such as wonderful or excellent and zero for
words not present in the OpinionFinder list.

The subjectivity score of an aspect instance a within a
phrase p ∈ P(V ) is defined as the sum of the polarities of

the words in ρn(a): subj : A× P(V )→ N:

subj(a, p) =
∑

w∈ρn(a)

pol(w) (1)

Based on it, we define the aggregate subjectivity value of
an aspect within a review or review set R as the sum of the
subjectivity scores of the aspect’s occurrences within that text
or text collection: subj : A× P(V )→ N,

subj(a,R) =
∑
p∈R

subj(a, p) (2)

We extend the subjectivity definition to a topic as the sum
of the subjectivity towards the component aspects, subj : Z×
P(V )→ N,

subj(z,R) =
∑
a∈z

subj(a,R) (3)

and the overall subjectivity as the sum of the subjectivities
over all the topics in the set: subj : P(V )→ N,

subj(R) =
∑
z∈Z

subj(z,R) (4)

We define the number of opinions uttered about an aspect
in a phrase in a similar manner, without considering the polar-
ity sign, and the opinion count with respect to a given rating
or topic is defined as above, count : A× P(V )→ N:

count(a, p) =
∑

w∈ρ(a)

|sign(pol(w))| (5)

3.2 Topic Profile Collaborative Filtering
As shown in Figure 1, the novel recommendation method we
propose uses the reviews the user has written previously to
create an interest profile which is then used to select suitable
reviews.

Let Rp,i be the reviews that user i has previously written.
The preference profile of user i is then modeled as set of all
topics whose opinion count in Rp,i exceeds a certain topic
significance threshold ts:

Zi = {zi|count(zi, Rp,i) > ts} (6)

In our experiments, we set ts = 0 as the sparsity of the data
would otherwise leave us with many very small profiles; we
expect that in a more active rating site this could be set to a
higher value.

For each product A, let rj,A ∈ RA, j ∈ 1..|RA| be its
reviews and srj,A be the associated ratings. For user i with
interest profile Zi, we define a weight that is proportional to
the number of topics in Zi addressed in the review rj,A:

Zi,rj,A = {z ∈ Zi|count(z, rj,A) > 0} (7)

Rather than ranking products by their average review score,
in TPCF we use the following weighted average:

TPScorei,A =

∑
j<|RA|,j 6=i srj,A · |Zi,rj,A |∑

j<|RA|,j 6=i |Zi,rj,A |
(8)



The sparsity of the review data means that often there are
only very few reviews that have significant topic overlap with
user i, so that the rank may become zero. In this case, weight-
ing the review scores by topic profiles makes no sense. We
characterize the amount of available data, and thus the confi-
dence in the ranking, by an additional parameter γ(i, A) that
we define as the number of reviews rj,A with |Zi,rj,A | ≥ 3.

In TPCF, we use a threshold parameter γ0 to define the
minimum confidence required for a personalized recommen-
dation. When computing a recommendation for user i,
we use TPScorei,A whenever γ(i, A) ≥ γ0 and the non-
personalized average otherwise:

¯srA =

∑
j<|RA| srj,A

|RA|
(9)

We now show the results of our experiments using this
method.

4 Experimental Results
We created four experiments. The first quantifies the con-
nection between review texts and numeric ratings. A second
employs a traditional evaluation method - the mean average
error, to evaluate the quality of our personalized recommen-
dations. A third provides evidence that the proposed topic
profile is coherent with the faceted opinions within the re-
views, using the direct profile evaluation method. The fourth
shows that using topic profiles in collaborative filtering meth-
ods increases the number of successful predictions for users
showing strong preferences.

4.1 Agreement between Rating and Review Text
We first determine whether, for each individual, their rating
derived preferences are correlated with the opinions in the
text they write. The used dataset consisted of |R| = 68049
TripAdvisor1 reviews, written by |U | = 59067 users for
|H| = 216 hotels from the same location - Las Vegas,
obtained with permission from TripAdvisor. From the re-
views, we isolated the users U2 with at least two hotels rated,
i ∈ U2 ⊂ U . For each user i, we consider every hotel pair A
and B that she has rated. We use the total subjectivity of user
i’s review, as defined in Equation 4, as an evaluation of the
sentiment expressed in the text, and consider the correlation
of the difference in rating with the difference in sentiment:

sign(sri,A − sri,B) · sign(subj(ri,A)− subj(ri,B)) > 0
(10)

We use the notation corsubj(δ) for the percentage where we
observe positive correlation (Equation 10) for review pairs
whose ratings differ by a minimum amount, |sri,A−sri,B | ≥
δ, δ ∈ 1..4.

The black bars in Figure 2 show the results. We notice
a significant average overlap of 84.32% between the textual
opinions and the rating derived preference. Moreover, the
higher the rating difference is, the more supporting evidence
is found in the accompanying text. In nearly 90% of cases
where someone strongly prefers an item over another, the text
they write will unambiguously signal that preference.

1www.tripadvisor.com

Figure 2: Rating preference correlation with textual opinions
corsubj(δ) (black) and other people’s ratings cors̄r(δ) (grey)

This correlation shows that on average ratings are consis-
tent with the accompanying review text as extracted using our
opinion extraction method.

Viewed in context, the correlation is even more meaning-
ful. We compare it to the correlation between the rating based
preference of one user and the average rating scores for those
products. We compute the average of all reviews for product
k, ¯srk. We determine for which of the users i ∈ U2:

sign(sri,A − sri,B) · sign( ¯srA − ¯srB) > 0 (11)

Let cors̄r(δ) be the percentage of cases for which the inequal-
ity in Equation 11 is satisfied, with |sri,A − sri,B | ≥ δ, for
different values of δ. The grey bars from Figure 2 show the
results. We find that for weak preferences (small rating dif-
ferences) the predictive power of the average rating is similar
to that of the user’s own opinions. However for strong pref-
erences, with δ ∈ {3, 4}, the opinion based method outper-
forms. We have thus shown that the preferences people have,
as measured through their own ratings, are consistent with
what they write. This correlation is higher than that found
between their preference and the ratings of others.

4.2 Relevance of Topic Profiles
We can directly evaluate the match between a topic profile
and what the users actually give opinions on. The assumption
is that people leave opinions about the topics they care about,
more than about topics that are irrelevant to their interests.

We consider a product A, for which the target user i, with
a topic profile Zi, has written a review ri,A. We denote
with Ri,A the set of other reviews rj,A for product A having
srj,A = sri,A. If the star rating is high, we expect the sub-
jectivity of ri,A with respect to Zi to be higher than for other
reviews rj,A ∈ Ri,A. If, on the other hand, sri,A is low, we
expect the opposite - a relevant opinion more negative than
average in the own text than in the others.

To define high and low star ratings, we compare to the neu-
tral review s̄r. (e.g. in the case of hotel reviews, with ratings
from 1 to 5, the neutral rating is 3). We discard the reviews
that have a neutral rating. Let UA be a set of users that rated
product A. We construct the subset of users CUA ⊂ UA for
which the following inequality holds, which we name con-
sistent users, as their text based opinions are consistent with



Figure 3: Profile relevance with respect to the numeric rating.
Left axis: the relevance in percentage points. Right axis - the
number of considered reviewers

their ratings:

(subj(Zi, ri,A)−

∑
j∈Ri,A

subj(Zi, rj,A)

|Ri,A|
)·sign(sri,A−s̄r) > 0

(12)
We define the relevance of a profile building method over

UA as the ratio of consistent users. The definition can after-
wards be extended over various user and product sets:

rel(U) =

∑
UA⊂U |CUA|∑
UA⊂U |UA|

(13)

For the users i ∈ U2, defined in the first experiment, we
construct the topic profiles using the method described in Sec-
tion 3.2. We test whether their high rated reviews sri ∈ {4, 5}
contain more positive opinions given the writer’s important
topics than average reviews. For low rated ones, sri ∈ {1, 2}
we test the opposite assumption.

In Figure 3 the bars, with numeric values on the secondary
axis, show the number of reviewers |Uσ|, distributed by their
rating σ ∈ {1, 2, 4, 5}, except the neutral rating. The line,
corresponding to the main vertical axis, shows the consis-
tency ratio rel(Uσ) for each rating value.

There are two major results. The first one is that
rel(Uσ∈{4,5}) > 87%, while rel(Uσ∈{1,2}) = 50%. This
shows that, in positive reviews, people are unambiguous and
the positive textual opinions abound. Negative reviews, on
the other hand, display both positive and negative opinions
on the important topics. A second result is that, overall
rel(Uσ∈{1..5}) = 83.56%. This shows that, for a large major-
ity of users, the opinions they give regarding their important
topics is correlated with the rating they leave.

4.3 Mean Average Error Reduction
In the following experiment, we quantify the TPCF improve-
ments over standard rating aggregation, using a traditional
evaluation - the mean average error (MAE). The dataset con-
tains all the 68049 hotel reviews.

For each target user i, let ri,A be her review of hotel
A, with a numeric rating sriA . We extract user i’s prefer-
ences Zi from the review we currently analyze Zi = {z ∈
Z|count(z, ri,A) > 0}. To reduce randomness, we select

Figure 4: MAE Improvement. Left axis - MAE values. Right
axis - the number of considered reviews

those reviews with opinions on at least three topics |Zi| ≥ 3.
We then compute γ(i, A), which counts how many other re-
views for hotel A, rj,A have |Zi,rj,A | ≥ 3. If γ(i, A) > γ0,
then we can compute a personalized recommendation for user
i. Let Rγ ⊂ R be the set of all reviews, for all hotels, ri,A
that meet this criterion and RA all the reviews for hotel A.
The bars in Figure 4, with values on the secondary axis, show
the size of Rγ , for different values of γ0.

For each ri,A ∈ Rγ , we define the personalized rating pre-
diction as the score presented in Equation 8. The personalized
recommendation MAE becomes

MAETPCF =

∑
A∈H

∑
ri,A∈RA∩Rγ |sri,A − TPScorei,A|∑

A∈H |RA ∩Rγ |
(14)

The default, non personalized prediction, relies on the aver-
age star rating of hotel A, ¯srA:

MAEd =

∑
A∈H

∑
ri,A∈RA∩Rγ |sri,A − ¯srA|∑
A∈H |RA ∩Rγ |

(15)

The lines in Figure 4 show the two MAE, with respect to
γ0. We observe that for γ ≥ 3 the personalized recommender
outperforms. We reduce theMAEd error by 8% for γ0 = 15.
This result is meaningful - the more trustworthy reviews you
have for a user’s interests, the more relevant our recommen-
dation is. The method only applies to roughly one tenth of
all the reviews in our corpus. This current drawback is how-
ever eclipsed by the fact that currently less than 1% of people
actually write reviews for the hotels they visit. Applying the
TPCF method incentivizes them to write more and thus in-
creases its own applicability. Moreover, if the method were
applied on all the Tripadvisor data, there would probably be
a much higher percentage of users with a high γ, leading to
significantly better results.

4.4 Ranking Evaluation
The actual quality of recommendations perceived by the user
is related not to the prediction of the rating, but to the rela-
tive ranking of different items. We should thus measure how
well the ranking computed by a recommender agrees with the
user’s own ranking as given by her own review scores. Com-
mon measures for comparing rankings, such as Kendall’s



tau rank correlation coefficient [Kendall, 1938], measure this
quality through the fraction of pairs with the same or differ-
ent order in both rankings. In our case, for each user that
has ranked several items, we can thus evaluate the quality of
the ranking computed by a recommender by the fraction of
times that the order of a pair of items agrees or disagrees with
that given by the user herself. Instead of the Kendall correla-
tion coefficient, we just focus on the fraction of pairs that are
predicted incorrectly, averaged over all users, which we call
preference inversions.

For two productsA andB let sri,A 6= sri,B be the two star
ratings corresponding to the reviews left by user i. To make
a recommendation, most systems compute a utility value for
each alternative, and recommend the products with the high-
est utility values. We denote with utili,A and utili,B the util-
ity values of products A and B, computed for user i. The
ranking of the pair A and B is successful if:

sign(sri,A − sri,B) · sign(utili,A − utili,B) > 0 (16)

We investigate the predictions made for all the users in the
dataset which rated at least two products, i ∈ U2 ⊂ U . We
consider all pairs of products A and B that user i rated and
where sri,A 6= sri,B . We restricted the analysis to cases
where both reviews contained relevant opinions and shared
at least one topic.

We impose a minimum value for the rating difference,
which symbolizes the minimum preference strength |sri,A −
sri,B | > δ, with δ defined a priori. In the case of hotels rated
from 1 to 5, δ = 4 means that one hotel is rated 1 and the
other 5, symbolizing a very strong preference.

Let U2
δ be the set of users that have written pairs of reviews

that meet the criteria above for a given δ value. For each user
i ∈ U2

δ , let sp(i) be the number of successfully ranked pairs,
np(i) the number of non-successfully ranked pairs. We de-
fine a recommender system’s relevance as its aggregate per-
formance over the analyzed users:

τ(δ) =

∑
i∈U2

δ
sp(i)− np(i)∑

i∈U2
δ
sp(i) + np(i)

(17)

For δ = 1, the recommender relevance is equal to the Kendall
tau rank correlation coefficient [Kendall, 1938].

Let τTPCF (δ) be the relevance of the TPCF method. We
compute TPScorei,A and TPScorei,B as in Equation 8 and
then define successful TPCF predictions as cases where

sign(sri,A−sri,B) ·sign(TPScorei,A−TPScorei,B) > 0
(18)

which is a particular case of Equation 16.
We compare the TPCF results with those of the unpersonal-

ized, default recommender. The default recommender makes
a successful prediction if the inequality in Equation 11 holds.
We use τs̄r(δ) to show the relevance of the default recom-
mender system.

Figure 5 presents the evaluation results. We notice that the
predictions made by the TPCF method underperform for low
strength preference pairs: τTPCF (δ) < τs̄r(δ), δ ≤ 2. How-
ever, if the preference is strong (δ ≥ 3), the TPCF relevance
is significantly higher than the benchmark: τTPCF (δ) = 3 ·

Figure 5: τTPCF (δ) and τs̄r(δ) for different δ values

τs̄r(δ), δ = 4. The proposed evaluation is helpful in compar-
ing personalized and non personalized recommenders. Note
that due to the lack of data, the experiment was carried out
with γ0 = 4, a threshold that on average shows only very
small improvement in MAE. We believe that in a denser
dataset, where γ0 can be set to a higher value, we would see a
more significant difference in ranking quality even for lower
rating differences.

5 Conclusion and Future Work
In this paper, we considered the problem of personalizing
rankings given by review sites. To address the problem posed
by the extreme sparsity of this data, we proposed a new
method called topic profile collaborative filtering that uses the
topics present in reviews written by a user to filter the reviews
used for a recommendation.

We verified the underlying intuition that review texts cor-
relate with ratings and that topic profiles point to the relevant
opinions, and then showed that the technique indeed produces
a lower mean average error in rating prediction and a better
predictions of users’ preference rankings. We believe that
Kendall’s tau correlation coefficient applied to the ranking of
items where a user’s evaluation is known is a more meaning-
ful measure of accuracy than the common mean average error
of ratings, since it more closely reflects the accuracy of what
is shown to a user.

A strong limitation of our work is that we did not have ac-
cess to the complete data available on the review site, and thus
did not always find enough similar reviews to make meaning-
ful personalized predictions. Thus, we had to condition our
positive results on the cases where enough data was indeed
available. We hope to be able to evaluate this technique on
a denser, more complete data such where we believe it will
produce much more significant results.
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