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Abstract

In this paper we develop, study, and test a Lie group multisymplectic integra-
tor for geometrically exact beams based on the covariant Lagrangian formulation.
We exploit the multisymplectic character of the integrator to analyze the energy
and momentum map conservations associated to the temporal and spatial discrete
evolutions.
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1 Introduction

In this paper we develop, study, and test a Lie group multisymplectic integrator for geo-
metrically exact beams. Multisymplectic integrators, as developed in Marsden, Patrick,
and Shkoller [1998], are based on a discrete version of spacetime covariant variational
principles in field theory (e.g., Gotay and Marsden [2012]) and are extensions of the well-
known symplectic integrators for Hamiltonian ODEs (Hairer, Lubich, Wanner [2010]).
The geometrically exact model for elastic beams, in the spirit of classical mechanics, has
been developed in Simo [1985] and Simo, Marsden, and Krishnaprasad [1988]. In this
paper, we shall employ the field theoretic covariant description of geometrically exact
beams, as developed in Ellis, Gay-Balmaz, Holm, Putkaradze, Ratiu [2010] through co-
variant Lagrangian reduction. A noteworthy feature of our proposed multisymplectic
point of view is that it allows us to describe not only the behavior of the beam during
an interval of time, which is a classical dynamical point of view, but also to discover the
evolution in space of the deformations of the beam when the evolution “in time” of the
strain located at a boundary node is known.

At the core of our approach lies a discrete variational principle in convective represen-
tation defined directly on the configuration manifold without resorting to local coordi-
nates. This is accomplished by exploiting its Lie group structure and regarding velocities
as elements of its Lie algebra, a well established approach in geometric integration (e.g.,
Iserles, Munthe-Kaas, Nørsett, and Zanna [2000]) and discrete optimal control on Lie
groups (e.g., Kobilarov and Marsden [2011]). A central point in our development is
to perform a unified Lie group discretization, both spatially and temporally, in a geo-
metrically consistent manner. The discrete equations of motion then take a surprisingly
simple-to-implement form using retraction maps, such as the Cayley map and its deriva-
tives. The advantages of Lie group formulations have been explored in a number of recent
works in multibody dynamics, such as Muller, Terze [2009], Park, Bobrow, and Ploen
[1995], Park, and Chung [2005], Müller, and Maißer [2003]. A quaternion-based formula-
tion has been employed for geometrically exact models in Celledoni, and Säfström [2010].
Nonlocal geometrically exact models (charged molecular strands) have been developed
in Ellis, Gay-Balmaz, Holm, Putkaradze, Ratiu [2010].
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A family of Lie group time integrators for the simulation of flexible multibody sys-
tems has been proposed in Brühls and Cardona [2010], while a Lie group extension of
the generalized-α-time integration method for the simulation of flexible multibody sys-
tems was developed in Brühls, Cardona and Arnold [2012]. Regarding the control theory
perspective, in Sonneville and Brühls [2013] it is shown that the Lie group setting allows
an efficient development and implementation of semi-analytical methods for sensitivity
analysis. Directly associated to the geometrically exact beam model, two different struc-
ture preserving integrators are derived in Demoures et. al. [2013], using a Lie group time
variational integrator with favorable comparisons to energy-momentum schemes.

In contrast to these previous approaches, our key contribution is to exploit the mul-
tisymplectic point of view to develop a new family of structure-preserving algorithms for
the geometrically exact beam model. We investigate the quality of the resulting methods
both analytically and numerically through the evolution of the associated discrete energy
and discrete momentum maps. In addition, we consider the role of symplecticity associ-
ated to the displacement in both time and space. In particular, we highlight, through two
examples, the relationship between the discrete covariant Noether theorem associated to
time evolution and the discrete Noether theorem for space evolution.

The present paper builds upon the discrete multisymplectic variational theory devel-
oped in Demoures, Gay-Balmaz, and Ratiu [2013] which is based on a discretization of
the configuration bundle, the jet bundle, the density Lagrangian, and the variational prin-
ciple, following Marsden, Patrick, and Shkoller [1998]. In particular, the paper Demoures,
Gay-Balmaz, and Ratiu [2013] studies the link between discrete multisymplecticity and
usual symplecticity, the relationship between the discrete covariant Noether theorem and
the discrete standard Noether theorem (in the Lagrangian formulation), and the role of
the boundary conditions.

The paper is organized as follows. In Section 2, we briefly review the covariant
continuum formulation of the geometrically exact beam model. The discrete problem
is formulated in Section 3. Spacetime discretization and the discrete Lagrangian are
introduced, the discrete covariant principle is stated, and the integrator is obtained.
The discrete covariant formulation of the Lagrange-d’Alembert principle with forcing is
recalled. In Section 4, Noether’s theorem and multisymplectic discrete covariant Euler-
Lagrange equations are developed. We recall the relationship between the symplectic
nature of the variational integrator for time and space evolution from the point of view
of multisymplectic geometry. The main accomplishments of this paper are illustrated by
the results of our tests in Section 5 which illustrate our new point of view by presenting
time and space simulations using multisymplectic integrators.

2 Covariant (spacetime) formulation of geometrically exact
beams

Geometrically exact beams. Our developments are based on the geometrically exact
beam model as developed in Reissner [1972], Simo [1985], and Simo, Marsden, and Kr-
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ishnaprasad [1988]. This model, regarded as an extension of the classical Kirchhoff-Love
rod model (see Antman [1974]), provides a convenient parametrization from an analyti-
cal and computational point of view. In geometrically exact models, the instantaneous
configuration of a beam is described by its line of centroids, as a map r : [0, L]→ R3, and
the orientation of all its cross-sections at points r(s), s ∈ [0, L], by a moving orthonor-
mal basis {d1(s),d2(s),d3(s)}. The attitude of this moving basis is described by a map
Λ : [0, L]→ SO(3) satisfying

dI(s) = Λ(s)EI , I = 1, 2, 3, (1)

where {E1,E2,E3} is a fixed orthonormal basis, the material frame.
The motion of the beam is thus described by the the configuration variables Λ(t, s) and

r(t, s), solutions of a critical action principle associated to the Lagrangian of the beam.
Two mathematical interpretations can be made in the variational principle. First, one can
view these configuration variables as curves t 7→ (Λ(t), r(t)) in the infinite dimensional
space F(B,M) of maps from B := [0, L] to M := SO(3)× R3. This approach is referred
to as the dynamic formulation. Secondly, one can view the configuration variables as
spacetime maps (s, t) 7→ (Λ(t, s), r(t, s)) from X := [0, T ] × [0, L] to M = SO(3) × R3.
This approach is referred to as the covariant formulation. We quickly comment on these
two approaches below. Note that we have introduced above the notations B, X, M for the
spatial domain, the spacetime, and the space of all possible deformations, respectively.

Dynamic formulation. In the traditional Lagrangian formulation of continuum me-
chanics, the motion of the mechanical system is described by a time-dependent curve
q(t) in the (infinite dimensional) configuration space Q = F(B,M) of the system. The
Lagrangian function is a given map L : TQ → R defined on the tangent bundle TQ of
Q, to which one associates the action functional

A(q(·)) =

∫ T

0
L(q(t), q̇(t)) dt.

Hamilton’s Principle δA = 0 for variations δq vanishing at the endpoints t = 0, T yields
the classical Euler-Lagrange equations

d

dt

∂L

∂q̇
− ∂L

∂q
= 0.

When the Lagrangian admits Lie group symmetries then, by Noether’s theorem,
the associated momentum map is conserved. More precisely, consider the action of a
Lie group G with Lie algebra g and dual g∗ on the configuration manifold Q. If the
Lagrangian is invariant under the action of a Lie group G on Q, then the momentum
map

JL : TQ→ g∗, 〈JL(q, q̇), ξ〉 = 〈FL(q, q̇), ξQ(q)〉 (2)

is a conserved quantity along the solutions of the Euler-Lagrange equations. The inner
product 〈µ, ξ〉 denotes the pairing between µ ∈ g∗ and ξ ∈ g. The term ξQ denotes the
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infinitesimal generator of the action associated to the Lie algebra element ξ ∈ g,

ξQ(q) :=
d

dε

∣∣∣∣
ε=0

exp(εξ)q,

where exp : g→ G is the Lie group exponential map and gq the group action of g ∈ G on
q ∈ Q. The map FL : TQ→ T ∗Q denotes the Legendre transform associated to L which,
in standard tangent bundle coordinates, has the expression FL(q, q̇) =

(
q, ∂L∂q̇

)
∈ T ∗qQ.

In the case of the geometrically exact beam we have Q = F
(
[0, L], SO(3)× R3

)
and

the Lagrangian L : TQ→ R reads

L(Λ, r, Λ̇, ṙ) :=
1

2

∫ L

0

[
M ‖γ‖2 + ωTJω

]
ds

− 1

2

∫ L

0

[
(Γ−E3)TC1(Γ−E3) + ΩTC2Ω

]
ds−

∫ L

0
Π(Λ, r)ds, (3)

where we defined the convective velocities and strains by

(ω,γ) := (Λ−1Λ̇,Λ−1ṙ), (Ω,Γ) := (Λ−1Λ′,Λ−1r′), (4)

considering that the thickness of the rod is small compared to its length, and that the
material is homogeneous and isotropic. Here M is the mass and J is the inertia tensor,
both assumed to be constant. The matrices C1,C2 are given by (see Simo and Vu-Quoc
[1986])

C1 := Diag (GA GA EA) and C2 := Diag (EI1 EI2 GI) , (5)

where A is the cross-sectional area of the rod, I1 and I2 are the principal moments of
inertia of the cross-section, I = I1 + I2 is its polar moment of inertia, E is Young’s
modulus, G = E/[2(1 + ν)] is the shear modulus, and ν is Poisson’s ratio. The basic
kinematic assumption of this model precludes changes in the cross-sectional area. Thus,
for a given homogenous material, C1 and C2 are constant. In (3), the three integrals
correspond, respectively, to the kinetic energy, the bending energy, and the potential
energy density due to the gravitational forces.

Covariant formulation. In the covariant approach of continuum mechanics, one in-
terprets the configuration variables as space-time dependent maps (or fields) (t, s) ∈
[0, T ]×B 7→ ϕ(s, t) ∈M.

In this framework, the time and space variables are treated in the same way and
we shall take advantage of this fact later when formulating the geometric discretization
of the beam. In order to obtain the intrinsic geometric description, the fields have to
be interpreted as sections of the (here trivial) fiber bundle π : X × M → X, with
X = [0, T ] × B. The action functional is obtained by spacetime integration of the
Lagrangian density L, i.e.,

A(ϕ(·)) =

∫
X
L(t, s, ∂tϕ, ∂sϕ). (6)
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The Covariant Hamilton Principle δA = 0, for variations δϕ vanishing at the boundary,
yields the covariant Euler-Lagrange equations

∂t
∂L

∂(∂tϕ)
+ ∂s

∂L

∂(∂sϕ)
− ∂L

∂ϕ
= 0.

If the Lie group G is a symmetry of the Lagrangian, the corresponding covariant mo-
mentum map is a conserved quantity. In continuum solid mechanics problems there are
two main symmetries: translation and rotation. For example, if M = R3, the covariant
linear and angular momentum maps are given as follows.

Linear momentum: The action on X ×M by translation of x ∈ G = R3 is given
by x · (s, t, ϕ) = (s, t, ϕ + x). For a given direction ξ ∈ g = R3, the covariant linear
momentum map is

TµL(ξ) =
∂L

∂(∂µϕ)i
ξi, µ ∈ {t, s}, i ∈ {1, 2, 3}.

Angular momentum: The proper rotation group G = SO(3) acts on X × M by Λ ·
(s, t, ϕ) = (s, t,Λϕ), Λ ∈ SO(3), For a given direction ω̂ ∈ g = so(3) the covariant
angular momentum map is

Rµ
L(ω̂) =

∂L

∂(∂µϕ)i
ω̂ijϕ

j , µ ∈ {t, s}, i, j ∈ {1, 2, 3}.

The convective covariant formulation of geometrically exact beams has been devel-
oped in Ellis, Gay-Balmaz, Holm, Putkaradze, Ratiu [2010]; see especially §6 and §7 of
this paper. In this approach, the maps Λ, r are interpreted as space-time dependent fields

(t, s) ∈ R× [0, L] 7−→ (Λ(t, s), r(t, s)) ∈ SO(3)× R3

rather than time-dependent curves in the infinite dimensional configuration space Q =
F
(
[0, L], SO(3)× R3

)
. The fiber bundle of the problem is therefore given by

X ×G→ X, with X = R× [0, L] 3 (t, s), G = SE(3) 3 (Λ, r),

and the Lagrangian density depends on (Λ, r, Λ̇, ṙ,Λ′, r′), where ˙ = ∂t and ′ = ∂s. Here,
SE(3) denotes the special Euclidean group of orientation preserving rotations and trans-
lations and se(3) is its Lie algebra. In terms of the convective variables, the Lagrangian
density (i.e., the integrand in (3)) can be written as

L(Λ, r,ω,γ,Ω,Γ) =
1

2
〈Jξ, ξ〉 − 1

2
〈C (η −E6), (η −E6)〉 −Π(g)

=: K(ξ)− Φ(η)−Π(g) = L(g, ξ, η), (7)

where g := (Λ, r) ∈ SE(3) are the configuration variables, ξ := (ω, γ) := g−1ġ ∈ se(3),
are the convective velocities, η := (Ω,Γ) = g−1g′ ∈ se(3) are the convective strains,
E6 = (0, 0, 0, 0, 0, 1) ∈ R6, J is given in (8), and C by (9). Recall that K, Φ, and Π
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correspond, respectively, to the kinetic energy density, the bending energy density, and
the potential energy density. The bold face letters are the images of light faced letters
under the standard isomorphism se(3) ∼= R6 given by

se(3) = so(3)× R3 3 (ω, γ) 7−→ (ω,γ) ∈ R6, ω̂ = ω, γ = γ,

where ω̂v := ω × v for any v ∈ R3. In the expression above, we have used this isomor-
phism when we wrote η − E6 to mean η − (0, (0, 0, 1)) ∈ so(3)× R3. The dual se(3)∗ is
identified with R6 by using 〈(µ,ν), (ω, γ)〉 = µ · ω + ν · γ for any (ω, γ) ∈ se(3).

Using the above isomorphisms of se(3)∗ and se(3) with R6, the map J : se(3)→ se(3)∗

is the linear operator on R6 with matrix in the standard basis equal to

J =

[
J 0
0 MI3

]
, (8)

where M ∈ R is the mass by unit of length of the beam, I3 is the identity 3× 3 matrix,
and J is inertia tensor. Similarly, the linear operator C : se(3) → se(3)∗ encodes the
potential interaction which, under the isomorphisms of se(3)∗ and se(3) with R6, has
matrix in the standard basis equal to

C =

[
C2 0
0 C1

]
, (9)

where C1,C2 are defined in (5).
The Covariant Hamilton Principle becomes in this case

δ

∫ T

0

∫ L

0
(K(ξ)− Φ(η)−Π(g)) dsdt = 0, (10)

for all variations δg of g, vanishing at the boundary. It yields the trivialized covariant
Euler-Lagrange equations,

d

dt

∂K

∂ξ
− ad∗ξ

∂K

∂ξ
=

d

ds

∂Φ

∂η
− ad∗η

∂Φ

∂η
− g−1∂Π

∂g
, (11)

where ad∗ξ : g∗ → g∗ is the dual map to adξ : g → g, adξ η := [ξ, η]. In the case of
G = SE(3), we have ad∗(ω,γ)(µ,ν) = −(ω × µ + γ × ν,ω × ν). We refer to Ellis, Gay-
Balmaz, Holm, Putkaradze, Ratiu [2010] for a detailed derivation of these equations for
the beam.

External forces. External Lagrangian forces are added by using a covariant analogue
of the Lagrange-d’Alembert principle. Namely, denoting the force density by F(g, ξ, η) ∈
T ∗gG the principle is

δ

∫ T

0

∫ L

0
(K(ξ)− Φ(η)−Π(g)) ds dt+

∫ T

0

∫ L

0
F(g, ξ, η)δg dsdt = 0, (12)

for all variations δg vanishing at the boundary. The resulting equations correspond to
(11) with the term g−1F(g, ξ, η) added to the right hand side.
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3 Covariant variational integrator

We next develop the discrete variational counterpart of the continuous covariant beam
formulation. The first step is to perform a space-time discretization which is accom-
plished in a unified way by regarding displacements in both space and time as Lie group
transformations. A discrete covariant variational principle is then formulation based on
this discretization. Finally, a structure-preserving integrator is obtained and the details
of its implementation are provided.

3.1 Space time discretization

Spacetime discretization is realized by fixing a time step ∆t and a space step ∆s, and
decomposing the intervals [0, T ] and [0, L] into subintervals of length ∆t and ∆s, re-
spectively. We denote by j ∈ {0, ..., N} and a ∈ {0, ..., A} the time and space indices,
respectively. The discretization of the spacetime domain is based on a triangular decom-
position (Figure 1), where a triangle 4j

a is defined by the three pairs of indices

4j
a = ((j, a), (j + 1, a), (j, a+ 1)), j = 0, ..., N − 1, a = 0, ..., A− 1

(j,a-1)

(j+1,a-1)

(j,a)

(j+1,a)

(j-1,a) (j-1,a+1)

(j,a+1)

Figure 1: The triangles 4j
a,4j−1

a ,4j
a−1.

Small displacements in both space and time will be represented using Lie algebra
elements with the help of a map τ : g → G which is a local diffeomorphism around the
origin that satisfies τ(0) = e. The discrete convective velocities ξja and the discrete con-
vective strains ηja are defined then by τ(ξja∆t) = (gja)−1gj+1

a and τ(ηja∆s) = (gja)−1gja+1.
In our case, ξja = (ωja,γ

j
a) and ηja = (Ωj

a,Γ
j
a).

The action functional associated to the Lagrangian density (7) is approximated on
the square ((j, a), (j + 1, a), (j, a + 1), (j + 1, a + 1)) by the discrete Lagrangian Ld :

X4d ×G× g× g→ R given by

Ld(4j
a, g

j
a, ξ

j
a, η

j
a) = ∆t∆sK(ξja)−∆t∆s

[
Φ(ηja) + Π(gja)

]
, (13)

where X4d denotes the set of all triangles 4 in spacetime [0, T ]× [0, L].
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Remark 3.1 The domain X4d ×G× g× g of the discrete Lagrangian is understood as
the trivialization of the discrete first jet bundle. It is the discrete analogue of the first jet
bundle J1(X ×G)→ X ×G, which is the domain of the continuous Lagrangian density.
We refer to Marsden, Pekarsky, Shkoller, and West [2001] for the detailed description of
discrete jet bundles.

3.2 Analogue of the Cayley map for SE(3)

In what follows we shall work with the Cayley map as an approximation of the exponential
map. First, we briefly recall the Cayley map for the rotation group SO(3). Recall that
the Lie algebras (so(3), [ , ]) and (R3,×) are isomorphic via the map so(3) 3 ω 7→ ω ∈ R3

given by ωρ := ω × ρ for all ρ ∈ R3.
The classical Cayley map cay : so(3)→ SO(3) is defined by

cay(ω) :=
(
I3 −

ω

2

)−1 (
I3 +

ω

2

)
= I3 +

4

4 + ‖ω‖2

(
ω +

ω2

2

)
. (14)

The Cayley map is invertible on the set of all matrices Λ ∈ SO(3) which are not rotations
by the angle ±π; the formula for the inverse is ([Selig, 2007, formulas (10), (11)]

cay−1(Λ) =
2

1 + Tr(Λ)

(
Λ− ΛT

)
= 2(Λ− I3)(Λ + I3)−1; (15)

note that 1 + Tr(Λ) = 0 if and only if Λ is a rotation by the angle ±π.
The Rodrigues formula for the exponential of a matrix ω ∈ so(3) (see, e.g., [Marsden

and Ratiu, 1999, formula (9.2.8)])

eω = I3 +
sin ‖ω‖
‖ω‖

ω +
1

2

[
sin ‖ω‖2
‖ω‖

2

]2

ω2

and (15) give a precise relation between the exponential and the Cayley maps, namely

cay−1 (eω) =
2 sin ‖ω‖

‖ω‖(1 + cos ‖ω‖)
ω =

tan ‖ω‖2
‖ω‖

2

ω

which shows that these two maps are indeed close in a neighborhood of the origin of
so(3).

For a general Lie group, given a local diffeomorphism ψ : g → G, we denote by
dψξ : g → g the right trivialized (or logarithmic) derivative of ψ at ξ ∈ g, defined by
dψξ(η) = (Tξψ(η))ψ(ξ)−1, where Tξψ : g → Tψ(ξ)G is the usual differential (tangent
map) of ψ at ξ ∈ g. We compute now the right logarithmic derivative for cay : so(3)→
SO(3). For ω, δω ∈ so(3) we have

Tω cay(δω) =
(
I3 −

ω

2

)−1 δω

2
(cay(ω) + I3) =

(
I3 −

ω

2

)−1
δω
(
I3 −

ω

2

)−1
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and hence (d cayω)±1 : so(3)→ so(3) have the expressions

d cayω(δω) =
(
I3 −

ω

2

)−1
δω
(
I3 +

ω

2

)−1

(d cayω)−1 (δω) =
(
I3 −

ω

2

)
δω
(
I3 +

ω

2

)
.

(16)

It is useful to regard (d cayω)±1 : R3 → R3. A lengthy direct computation using the first
formula in (16) proves the first equality below (which recovers the one in [Kobilarov and
Marsden , 2011, Section VI(A)]) and the second is an easy verification from the first:

d cayω =
2

4 + ‖ω‖2
(2I3 + ω)

(d cayω)−1 = I3 −
1

2
ω +

1

4
ωωT

(17)

where ω ∈ so(3).

We need similar formulas for the Lie group SE(3). The computations are simpler,
if we embed the special Euclidean group SE(3) ⊂ SL(4,R) and its Lie algebra se(3) ⊂
sl(4,R) by

SE(3) 3 (Λ, r) 7→
[

Λ r
0T 1

]
∈ SL(4,R), se(3) 3 (ω,γ) 7→

[
ω γ
0T 0

]
∈ sl(4,R). (18)

This allows us to work with SE(3) as a group of matrices. The usual way to define
a Cayley map for SE(3) is to imitate the classical formula, that is, to define the map
τ : se(3)→ SE(3) by (see [Selig, 2007, Section III])

τ(ω,γ) : =

(
I4 −

1

2

[
ω γ
0T 0

])−1(
I4 +

1

2

[
ω γ
0T 0

])
=

[
cayω

(
I3 − ω

2

)−1
γ

0T 1

]

= I4 +

[
ω γ
0T 0

]
+

2

4 + ‖ω‖2

[
ω γ
0T 0

]2

+
1

4 + ‖ω‖2

[
ω γ
0T 0

]3

=

[
cayω 4

4+‖ω‖2
(
I3 + 1

2ω + 1
4ωω

T
)
γ

0T 1

]
; (19)

the third equality is obtained from the formula[
ω γ
0T 0

]3

=

[
−‖ω‖2ω ω2γ

0T 0

]
.

The map τ is invertible on the set of all elements (Λ, r) ∈ SE(3) for which Λ is not a
rotation by the angle ±π, namely

τ−1(Λ, r) =

[
cay−1(Λ) 2(Λ + I3)−1r

0T 0

]
= 2

[
(Λ + I3)−1 0

0T 1

] [
Λ− I3 r

0T 0

]
= −2

(
I4 +

[
Λ r
0 1

])−1(
I4 −

[
Λ r
0 1

])

10



as a direct verification shows (see [Selig, 2007, formula (21)]).

Finally, we compute the right logarithmic derivative of τ . Proceeding as in the case
of the Cayley map but using (19), we get

T(ω,γ)τ(δω, δγ) =

(
I4 −

1

2

[
ω γ
0T 0

])−1 [
δω δγ
0T 0

](
I4 −

1

2

[
ω γ
0T 0

])−1

and hence

d τ (ω,γ)(δω, δγ) =

(
I4 −

1

2

[
ω γ
0T 0

])−1 [
δω δγ
0T 0

](
I4 +

1

2

[
ω γ
0T 0

])−1

(
d τ (ω,γ)

)−1
(δω, δγ) =

(
I4 −

1

2

[
ω γ
0T 0

])[
δω δγ
0T 0

](
I4 +

1

2

[
ω γ
0T 0

])

=

[
(d cayω)−1 (δω)

(
I3 − 1

2ω
) (

1
2δωγ + δγ

)
0T 0

]
.

Viewed as an operator
(
d τ (ω,γ)

)−1
: R3×R3 → R3×R3, the 6×6 matrix of this linear map

has the expression (in agreement with [Kobilarov and Marsden , 2011, Section VI(C)])

(
d τ (ω,γ)

)−1
=

[
I3 − 1

2ω + 1
4ωω

T 0

−1
2

(
I3 − 1

2ω
)
γ I3 − 1

2ω

]
. (20)

Since we are using the pairing 〈(µ,η), (ω,γ)〉 = µ · ω + η · γ between se(3) ' R3 × R3

and its dual se(3)∗ ' R3 × R3, the matrix of
((

d τ (ω,γ)

)−1
)∗

is the transpose of (20).
These formulas are used in the implementation of the numerical algorithms that we

shall develop in the rest of the paper.

3.3 Discrete covariant Hamilton principle

The discrete covariant Euler-Lagrange equations (DCEL) are obtained from the Discrete
Covariant Hamilton Principle

δ

N−1∑
j=0

A−1∑
a=0

Ld(4j
a, g

j
a, ξ

j
a, η

j
a) = 0, (21)

for arbitrary variations of gja vanishing at the boundary. This is the discrete version of
the variational principle (10).

The variations of ξja and ηja induced by variations of gja are computed as

δξja = dτ−1

∆tξja

(
−ζja + Ad

τ(∆tξja)
ζj+1
a

)
/∆t,

δηja = dτ−1

∆sηja

(
−ζja + Ad

τ(∆sηja)
ζja+1

)
/∆s,

(22)

11



where ζja = (gja)−1δgja. Here Adg ξ and Ad∗g−1 µ denote the (left) adjoint and coadjoint
representations of G on g and g∗, respectively, where g ∈ G, ξ ∈ g, and µ ∈ g∗. For
example, if G = SE(3), which is the Lie group used later on in the numerical algorithm
for the beam, the concrete expressions for the adjoint and coadjoint actions are

Ad(Λ,r)(ω,γ) = (Λω,Λγ + r× Λω), Ad∗(Λ,r)−1(µ,ν) = (Λµ+ r× Λν,Λν). (23)

Returning to the general case, using the notations

µja :=
(

dτ−1

∆tξja

)∗
∂ξK

(
ξja
)

and λja :=
(

dτ−1

∆sηja

)∗
∂ηΦ

(
ηja
)
, (24)

a direct computation shows that when arbitrary variations are allowed, (21) yields

1

∆t

(
−µja + Ad∗

τ(∆tξj−1
a )

µj−1
a

)
+

1

∆s

(
λja −Ad∗

τ(∆sηja−1)
λja−1

)
− (gja)

−1D
gja

Π(gja) = 0,

for all j = 1, ..., N − 1, and a = 1, ..., A− 1,

(25)

1

∆t

(
−µj0 + Ad∗

τ(∆tξj−1
0 )

µj−1
0

)
+

1

∆s
λj0 = (gj0)−1D

gj0
Π(gj0),

− 1

∆s
Ad∗

τ(∆sηjA−1)
λjA−1 = 0,

for all j = 1, ..., N − 1,

(26)

− 1

∆t
µ0
a +

1

∆s

(
λ0
a −Ad∗τ(∆sη0a−1)λ

0
a−1

)
= (g0

a)
−1Dg0a

Π(g0
a),

1

∆t
Ad∗

τ(∆tξN−1
a )

µN−1
a = 0,

for all a = 1, ..., A− 1,

(27)

− 1

∆t
µ0

0 +
1

∆s
λ0

0 = (g0
0)−1Dg00

Π(g0
0),

1

∆t
Ad∗

τ(∆tξN−1
0 )

µN−1
0 = 0,

− 1

∆s
Ad∗τ(∆Sη0A−1)λ

0
A−1 = 0.

(28)

Equations (25), are associated to the interior variations δgja, j = 1, ..., N−1, a = 1, ..., A−
1. Equations (26), (27), (28) are associated to the boundary variations δgja for j = 0,
j = N , a = 0, ..., A or for j = 0, ..., N , a = 0, a = A. We refer to the Appendix for the
explicit expressions of the equations (24)–(28) for the case G = SE(3). We thus obtain
the following result.

Proposition 3.2 Given a discrete Lagrangian Ld : X4d ×G× g× g→ R and a discrete
field gd = {gja}, the following conditions are equivalent.

12



(i) The Discrete Covariant Hamilton Principle

δ
N−1∑
j=0

A−1∑
a=0

Ld(4j
a, g

j
a, ξ

j
a, η

j
a) = 0

holds for arbitrary variations of δgja vanishing at the spacetime boundary : j = 0, N ,
and a = 0, A.

(ii) The discrete field gd satisfies the DCEL equations

1

∆t

(
−µja + Ad∗

τ(∆tξj−1
a )

µj−1
a

)
+

1

∆s

(
λja −Ad∗

τ(∆sηja−1)
λja−1

)
− (gja)

−1D
gja

Πd(g
j
a) = 0,

for all j = 1, ..., N − 1, and a = 1, ...A− 1.

(29)

Remark 3.3 (Discrete versus continuous equations) Note that the terms

1

∆t

(
µja −Ad∗

τ(∆tξj−1
a )

µj−1
a

)
and

1

∆s

(
λja −Ad∗

τ(∆sηja−1)
λja−1

)
in the discrete equation (25) are, respectively, the discretization of the terms

d

dt

∂K

∂ξ
− ad∗ξ

∂K

∂ξ
and

d

ds

∂Φ

∂η
− ad∗η

∂Φ

∂η

of the continuous equation (11). This reflects the covariant point of view we have used
to derive the discrete equations of motion, namely, that the variables t and s are treated
in the same way, so that discrete velocities and discrete gradients are approximated in
the same geometry preserving way.

Remark 3.4 (Boundary conditions) For simplicity we have considered above only
the case when the configuration is fixed at the spacetime boundary, so that all variations
vanish at the boundary. However, it is important to note that, as in the continuous
case, if the configuration is not prescribed on certain subsets of the boundary, then
natural discrete boundary conditions emerge from the variational principle. These are
the discrete zero-traction boundary conditions (at the spatial boundary) and the discrete
zero-momentum boundary conditions (at the temporal boundary), obtained from (26)–
(28). We refer to Demoures, Gay-Balmaz, and Ratiu [2013] for a detailed treatment.

Remark 3.5 As it is usually done, and in a similar way with the continuous setting,
the discrete equations are obtained by formulating the Discrete Hamilton Principle for a
boundary value problem: the field is prescribed at the boundary of the spacetime domain.
We will, however, solve these equations as initial value problems.

First, we will assume that the initial configuration g(0, s) and initial velocity ∂tg(0, s)
are given, and we compute the time evolution of the beam. In the discrete setting,

13



this means that g0 = (g0
0, ..., g

0
A) and g1 = (g1

0, ..., g
1
A) are given and we solve for gi,

i = 2, ..., N .
Second, we will assume that the evolution and the deformation gradient of an ex-

tremity (say s = 0) are known for all time, i.e., g(t, 0) and ∂sg(t, 0) are given for all
t ∈ [0, T ]. We want to reconstruct the dynamics g(t, s) in space for all s. In the discrete
setting, this means that g0 = (g0

0, ..., g
N
0 ) and g1 = (g0

1, ..., g
N
1 ) are given and we solve for

ga, a = 2, ..., N .

3.4 External forces

External forces can be easily included in the discrete equations by considering the discrete
analogue of the covariant Lagrange-d’Alembert principle (12). The discrete Lagrangian
forces are maps F kd : X4d ×G×G×G→ T ∗G, k = 1, 2, 3, with F 1

d (4j
a, g

j
a, g

j+1
a , gja+1) ∈

T ∗
gja
G, F 2

d (4j
a, g

j
a, g

j+1
a , gja+1) ∈ T ∗

gj+1
a
G, F 3

d (4j
a, g

j
a, g

j+1
a , gja+1) ∈ T ∗

gja+1

G, which are fiber

preserving. Let fk : X4d ×G× g× g→ G× g∗ be the trivialized Lagrangian forces.
The discrete covariant Lagrange-d’Alembert principle is

δ
N−1∑
j=0

A−1∑
a=0

Ld(4j
a, g

j
a, ξ

j
a, η

j
a) +

N−1∑
j=0

A−1∑
a=0

∆t∆s
[
〈f1(4j

a, g
j
a, ξ

j
a, η

j
a), (g

j
a)
−1δgja〉

+〈f2(4j
a, g

j
a, ξ

j
a, η

j
a), (g

j+1
a )−1δgj+1

a 〉+ 〈f3(4j
a, g

j
a, ξ

j
a, η

j
a), (g

j
a+1)−1δgja+1〉

]
= 0,

for arbitrary variations of gja vanishing at the boundary. It yields

1

∆t

(
−µja + Ad∗

τ(∆tξj−1
a )

µj−1
a

)
+

1

∆s

(
λja −Ad∗

τ(∆sηja−1)
λja−1

)
− (gja)

−1D
gja

Πd(g
j
a)

+ f1(4j
a, g

j
a, ξ

j
a, η

j
a) + f2(4j−1

a , gj−1
a , ξj−1

a , ηj−1
a ) + f3(4j

a−1, g
j
a−1, ξ

j
a−1, η

j
a−1) = 0,

for all j = 1, ..., N − 1, and a = 1, ...A− 1.

3.5 Time-stepping algorithm

The complete algorithm obtained via the covariant variational integrator can be imple-
mented according to the following steps.
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Time Integrator

Given: gja, ξ
j−1
a , µj−1

a , f ja , for a = 0, ..., A,

Compute:

ηja =
1

s
τ−1

(
(gja)

−1gja+1

)
,

λja =
(

d τ−1

sηja

)∗
∂ηΦ

(
ηja
)
,

µja = Ad∗
τ(hξj−1

a )
µj−1
a

+


h
(

1
sλ

j
a + f ja

)
, for a = 0,

h

(
1
s

(
λja −Ad∗

τ(sηja−1)
λja−1

)
+ f ja

)
, for a = 1, ..., A− 1,

Solve the discrete Legendre transform: µja =
(

d τ−1

hξja

)∗
∂ξK

(
ξja
)
, for ξja

Update: gj+1
a = gjaτ

(
hξja
)
.

We obtain gj+1
A through the boundary condition Ad∗

τ(sηjA−1)
λj+1
A−1 = 0 as defined in

(26). Note that, for clarity, we have denoted the total external force at point (a, j) by f ja .
The algorithm requires the implicit solution of the Legendre transform which is locally
invertible for an appropriately chosen time-step. The rest of the update is performed
explicitly.

Through the proposed unified space-time description it is now possible to study the
symplectic-momentum preservation properties of the algorithm in both space and time
directions. This is accomplished by developing a discrete analog of Noether’s theorem as
follows.

4 Discrete momentum maps and Noether theorem

Recall that for the discretization of standard (i.e., based on trajectories evolving in time)
Lagrangian mechanics, the tangent bundle TQ is replaced by the Cartesian product
Q × Q. Given a discrete Lagrangian function Ld : Q × Q → R, the discrete Legendre
transforms are the two maps

FL±d : Q×Q→ T ∗Q, FL−d (qj , qj+1) = −D1Ld(q
j , qj+1)

FL+
d (qj , qj+1) = D2Ld(q

j , qj+1).
(30)

The discrete Euler-Lagrange equations can be written as

FL+
d (qj−1, qj) = FL−d (qj , qj+1).
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Given a Lie group action, the discrete momentum maps are defined analogously to the
continuous expression (2), namely

J±Ld
: Q×Q→ g∗,

〈
J±Ld

(qj , qj+1), ξ
〉

=
〈
FL±d (qj , qj+1), ξQ

〉
, ∀ξ ∈ g. (31)

If the discrete Lagrangian is G-invariant, then the two momentum maps coincide, J+
Ld

=

J−Ld
=: JLd

, and JLd
is conserved along the solutions of the discrete Euler-Lagrange

equations.
With this is mind, we will next construct more general Legendre transforms and

associated momentum maps which extend to the space-time domain.

4.1 Discrete covariant Legendre transforms

In the present covariant discretization of Lagrangian mechanics, it is natural to define
three Legendre transforms FkLd : X4d × G × G × G → T ∗G, k = 1, 2, 3 associated to
a discrete Lagrangian Ld = Ld(4j

a, g
j
a, g

j+1
a , gja+1), defined in an analogous way to (30),

namely

FkLd(4j
a, g

j
a, g

j+1
a , gja+1) =

(
g(k), ∂g(k)Ld(4j

a)
)
∈ T ∗g(k)G, k = 1, 2, 3,

where g(1) = gja, g(2) = gj+1
a , g(3) = gja+1.

In terms of the discrete Lagrangian Ld = Ld(4j
a, g

j
a, ξ

j
a, η

j
a) in (13), the corresponding

discrete Legendre transforms FkLd : X4d ×G× g× g→ G× g∗, k = 1, 2, 3, are

F1Ld(4j
a, g

j
a, ξ

j
a, η

j
a) =

(
gja,−∆sµja + ∆tλja −∆t∆s(gja)

−1D
gja

Πd(g
j
a)
)
,

F2Ld(4j
a, g

j
a, ξ

j
a, η

j
a) =

(
gj+1
a ,∆sAd∗

τ(∆tξja)
µja

)
,

F3Ld(4j
a, g

j
a, ξ

j
a, η

j
a) =

(
gja+1,−∆tAd∗

τ(∆sηja)
λja

)
.

We note that the CDEL equations (25) can be written as

F1Ld(4j
a, g

j
a, ξ

j
a, η

j
a) + F2Ld(4j−1

a , gj−1
a , ξj−1

a , ηj−1
a ) + F3Ld(4j

a−1, g
j
a−1, ξ

j
a−1, η

j
a−1) = 0.

4.2 Discrete covariant momentum maps

In order to study the integrator preservation properties, we consider symmetries given
by the action of a subgroup H ⊂ G acting on G by multiplication on the left. The
infinitesimal generator of the left multiplication by H on G, associated to the Lie algebra
element ζ ∈ h, is expressed as ζG(g) = ζg. The three discrete Lagrangian momentum
maps JkLd

: X4d ×G× g× g→ h∗, k = 1, 2, 3, are defined, analogously to (31), by〈
JkLd

(4j
a, g

j
a, ξ

j
a, η

j
a), ζ

〉
=
〈
FkLd(4j

a, g
j
a, ξ

j
a, η

j
a), (g(k))−1ζG(g(k))

〉
, ζ ∈ h,
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where, as before, we use the notations g(1) = gja, g(2) = gj+1
a , and g(3) = gja+1. Moreover,

FkLd is seen as an element of g∗ ∼= (G× g∗)/G. For the discrete Lagrangian Ld in (13),
these momentum maps are

J1
Ld

(4j
a, g

j
a, ξ

j
a, η

j
a) = i∗Ad∗

(gja)−1

(
−∆sµja + ∆tλja −∆t∆s(gja)

−1D
gja

Πd(g
j
a)
)
,

J2
Ld

(4j
a, g

j
a, ξ

j
a, η

j
a) = i∗Ad∗

(gj+1
a )−1

(
∆sAd∗

τ(∆tξja)
µja

)
, (32)

J3
Ld

(4j
a, g

j
a, ξ

j
a, η

j
a) = i∗Ad∗

(gja+1)−1

(
−∆tAd∗

τ(∆sηja)
λja

)
,

where i∗ : g∗ → h∗ is the dual map to the Lie algebra inclusion i : h→ g.
The discrete Noether theorem follows from the invariance of the discrete action under

the left action of a Lie group H. In order to obtain the associated conservation law, we
shall proceed exactly as in the continuous setting. The variations of gd induced from
this action are δgja = ζgja, where ζ ∈ h; we thus get (gja)−1δgja = Ad

(gja)−1 ζ. Assuming
H-invariance of the discrete covariant Lagrangian Ld and assuming that the discrete
Euler-Lagrange equations are satisfied, we get (from similar computations that lead to
(25)–(28)), the discrete version of the global Noether theorem: for all 0 ≤ B < C ≤ A−1,
0 ≤ K < L ≤ N − 1, we have the conservation law

JK,L
B,C (gd) = 0, (33)

where,

JK,L
B,C (gd) :=

L∑
j=K+1

(
J1
Ld

(4j
B) + J2

Ld
(4j−1

B ) + J3
Ld

(4j
C)
)

+

C∑
a=B+1

(
J1
Ld

(4K
a ) + J2

Ld
(4L

a ) + J3
Ld

(4K
a−1)

)
(34)

+ J1
Ld

(4K
B ) + J2

Ld
(4L

B) + J3
Ld

(4K
C ),

where we have abbreviated JkLd
(4j

a, g
j
a, ξ

j
a, η

j
a) by JkLd

(4j
a).

Notation: From now on, in order to simplify notation, we shall adopt this abbreviation,
i.e., JkLd

(4j
a) := JkLd

(4j
a, g

j
a, ξ

j
a, η

j
a).

4.3 Symplectic properties of the time and space discrete evolutions

In this subsection, we shall verify the symplectic character of the integrator in both time
and space evolution. This is achieved by defining, from the discrete covariant Lagrangian
density Ld, two “classical” Lagrangians, namely one associated to time evolution and one
associated to space evolution, as done in Demoures, Gay-Balmaz, and Ratiu [2013].

The time-evolution and space-evolution Lagrangians are defined, respectively, by

Ld(g
j , ξj) :=

A−1∑
a=0

Ld(4j
a, g

j
a, ξ

j
a, η

j
a) and Nd(ga,ηa) :=

N−1∑
j=0

Ld(4j
a, g

j
a, ξ

j
a, η

j
a), (35)
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where gj = (gj0, ..., g
j
A) and ga = (g0

a, ..., g
N
a ).

It can be verified that the discrete Euler-Lagrange equations for both Ld and Nd are
equivalent to the covariant discrete Euler-Lagrange equations (29) for Ld. For this veri-
fication, one has to take into account the boundary conditions involved in the problem.
For example, concerning Ld, boundary conditions in time can be treated as usual by al-
lowing (or not) variations at the temporal boundary. However, if boundary conditions are
imposed at the spatial boundary, then one has to incorporate them in the configuration
space of the Lagrangian Ld and, as such, they have to be time independent. The same
comments hold for Nd with the role of time and space reversed. We refer to Demoures,
Gay-Balmaz, and Ratiu [2013] for a detailed discussion.

From this discussion, and from the general result that discrete Euler-Lagrange equa-
tions yield symplectic integrators (see, e.g., Marsden and West [2001]), it follows that
both discrete flows gj , j = 0, ..., N and ga, a = 0, ..., A, are symplectic. Here again, the
space on which this symplecticity occurs depends on the boundary conditions assumed.
These two flows correspond to the discrete time and the discrete space evolutions asso-
ciated to the discrete field gja, j = 0, ..., N , a = 0, ..., A, respectively.

Furthermore, if Ld is H-invariant, then both Ld and Nd inherit this H-invariance.
Adapting the general formula (31) to the trivialized Lagrangians Ld and Nd, we get the
discrete Lagrangian momentum maps J±Ld : SE(3)A × se(3)A → h∗ and J±Nd

: SE(3)N ×
se(3)N → h∗

J−Ld(gj , ξj) = −
A−1∑
a=0

(
J1

Ld
(4j

a) + J3
Ld

(4j
a)
)
, J+

Ld
(gj , ξj) =

A−1∑
a=0

J2
Ld

(4j
a), (36)

J−Nd
(ga,ηa) = −

N−1∑
j=0

(
J1

Ld
(4j

a) + J2
Ld

(4j
a)
)
, J+

Nd
(ga,ηa) =

N−1∑
j=0

J3
Ld

(4j
a). (37)

However, from this fact, one cannot conclude that JNd
and JLd are necessarily con-

served by the discrete dynamics. Indeed, as discussed earlier, the imposition of boundary
conditions can break the H-invariance since the space on which Ld, Nd have to be rede-
fined is no longer H-invariant. We refer to Demoures, Gay-Balmaz, and Ratiu [2013] for
a detailed account. Such a phenomenon is not surprising since it already occurs in the
continuous setting. In the discrete setting, it is explained via the following lemma that
relates the expression of the covariant and classical discrete momentum maps.

Lemma 4.1 When B = 0 and C = A−1, or K = 0 and L = N−1, we have, respectively

JK,L
0,A−1(gd) =

L∑
j=K+1

(
J1
Ld

(4j
0) + J2

Ld
(4j−1

0 ) + J3
Ld

(4j
A−1)

)
+ J+

Ld
(gL, ξL)− J−Ld(gK , ξK)

(38)
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J 0,N−1
B,C (gd) =

C∑
a=B+1

(
J1
Ld

(40
a) + J2

Ld
(4N−1

a ) + J3
Ld

(40
a−1)

)
+ J+

Nd
(gC ,ηC)− J−Nd

(gB,ηB).

(39)

From this result, we deduce the following theorem that explains the dependence of the
validity of the Noether theorem for Ld, Ld, and Nd on the boundary conditions imposed.

Theorem 4.2 Consider the discrete Lagrangian density Ld and the associated discrete
Lagrangians Ld and Nd as defined in (35). Consider the discrete covariant momentum
maps JkLd

(see (32)) and the discrete momentum maps J±Ld , J±Nd
(see (36), (37)) associated

to the action of H. Suppose that the discrete covariant Lagrangian density Ld is H-
invariant. While the discrete covariant Noether theorem JK,L

B,C (gd) = 0 (see (34)) is
always verified, independently on the imposed boundary conditions, the validity of the
discrete Noether theorems for J±Ld and J±Nd

depends on the boundary conditions, in a
similar way with the continuous setting.

More precisely, if the configuration is prescribed at the temporal extremities and zero-
traction boundary conditions are used, then the discrete momentum map JLd = J+

Ld
= J−Ld

is conserved. In general, conservation of J±Nd
does not hold in this case.

If the configuration is prescribed at the spatial extremities and zero-momentum bound-
ary conditions are used, then the discrete momentum map JNd

= J+
Nd

= J−Nd
is conserved.

In general, conservation of J±Ld does not hold in this case.

5 Numerical examples

The covariant variational integrator derived in this paper stems from a unified geometric
treatment of both time and space evolution. As a result, the integrator has analogous
preservation properties in time and space. It is multisymplectic and verifies the dis-
crete covariant Noether theorem. In addition, under appropriate boundary conditions,
it is symplectic in space or in time and preserves exactly the discrete momentum maps
associated to space or time evolutions.

We shall illustrate these properties by considering first the usual initial value problem
for beam dynamics, namely, the case when the position g(s, 0) and velocity ∂tg(s, 0) are
given at time t = 0, for all s ∈ [0, L]. Then, by switching the role of space and time
variables, we will attempt to “reconstruct” the spatial motion of the beam starting with
the spatial boundary condition (at node 0) computed over the time interval [0, T ] and
evolve it in space towards node A.

In addition, we consider the inverse problem, i.e., to spatially integrate the trajectory
from the knowledge of g(0, t), ∂sg(0, t), at the extremity s = 0, for all t ∈ [0, T ]. We
can then compare the computed global motions depending on whether the integration
is performed first in time and then in space, or vice versa. The following terminology is
used to clarify these points:
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• time-integration and space-reconstruction: the case when standard time-stepping
is performed first, after which the obtained time trajectory of node a = 0 is used as
an initial condition for “reconstructing” the full spatial motion towards node a = A.

• space-integration and time-reconstruction: the case when the time-trajectory of
node a = 0 over the interval [0, T ] is given as a boundary condition and used to
spatially evolve the motion. After that, the trajectory of the beam at t = 0 is
reconstructed in time towards time t = T .

We next analyze the behavior of these schemes through numerical simulation and
computation of their motion invariants, i.e., the discrete energy and discrete momentum
maps defined next.

5.1 Discrete Lagrangian

Given is the discrete Lagrangian defined in (13), on a triangular mesh. In the case of the
beam, the discrete Lagrangian Ld : MA+1 ×MA+1 → R is given by

Ld(g
j , ξj) =

A−1∑
a=0

{
∆t∆sK(ξja)−∆t∆s

[
Φ(ηja) + Π(gja)

] }
(40)

and the discrete Lagrangian Nd : MN+1 ×MN+1 → R by

Nd(ga,ηa) =

N−1∑
j=0

{
∆t∆sK(ξja)−∆t∆s

[
Φ(ηja) + Π(gja)

] }
. (41)

Since ξN−1
a = τ−1

(
(gN−1
a )−1gNa

)
/∆t and the nodes (N, a) lie outside of the domain,

we impose K(ξN−1
a ) = 0. Thus, (24) implies that the second set of zero-momentum

boundary conditions Ad∗
τ(∆tξN−1

a )
µN−1
a = 0 in (27) are verified. So, for the spatial evo-

lution, we impose the zero-momentum boundary conditions at t = 0 an t = T and
the algorithm consists hence of (25) and the first set in (27). As a consequence of
Ad∗

τ(∆tξN−1
a )

µN−1
a = 0, in the algorithm (25) we have µN−1

a = 0, so for j = N − 1, we get

1

∆t
Ad∗

τ(∆tξN−2
a )

µN−2
a +

1

∆s

(
λN−1
a −Ad∗

τ(∆sηN−1
a−1 )

λN−1
a−1

)
= (gN−1

a )−1DgN−1
a

Π(gN−1
a ),

for all a = 1, ..., A− 1.
In the same way, since ηjA−1 = τ−1

(
(gjA−1)−1gjA

)
/∆s and the nodes (j, A) lie outside

of the domain, we impose Φ(ξjA−1) = 0, so, in view of (24), the second set of zero traction
boundary conditions Ad∗

τ(∆sηjA−1)
λjA−1 = 0 in (26) holds. Thus, for the temporal evolu-

tion, we impose the zero traction boundary conditions at s = 0 and s = L. The algorithm
consists hence of (25) and the first set in (26). As a consequence of Ad∗

τ(∆sηjA−1)
λjA−1 = 0,

in the algorithm (25) we have λjA−1 = 0, so for a = A− 1, we get

1

∆t

(
−µjA−1 + Ad∗

τ(∆tξj−1
A−1)

µj−1
A−1

)
− 1

∆s
Ad∗

τ(∆sηjA−2)
λjA−2 = (gjA−1)−1D

gjA−1
Π(gjA−1),
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for all j = 1, ..., N − 1.

5.2 Evaluation criteria: discrete momentum and energy preservation

Recall that since the discrete Lagrangian density Ld of the beam is SE(3)-invariant
(see (13)), the discrete covariant Noether theorem is verified, i.e., JK,L

B,C (gd) = 0, see
Theorem 4.2. Recall also that the conservation of the discrete momentum maps JLd and
JNd

depends on the boundary conditions.
These conservation laws follow from the following particular cases of the covariant

discrete Noether theorems, namely, JK,L
0,A−1(gd) = 0 and J 0,N−1

B,C (gd) = 0; see (38) and
(39).

We shall now consider the energies associated to the temporal and spatial evolutions.
The standard continuous time-evolving energy is defined by

EL(g, ξ) =

∫ L

0

(
K(ξ) + Φ(g−1∂sg) + Π(g)

)
ds

and hence the corresponding discrete energy ELd evaluated on the discrete time trajectory
g1, ...,gN−1 has the expression

ELd(gj ,gj+1) =

A−1∑
a=0

K(ξja) +

A−2∑
a=0

(
Φ(ηja) + Π(gja)

)
+ Π(gjA−1). (42)

On the other hand, the continuous “energy” evolving in space is given by

EN(g, η) =

∫ T

0

(
−K(g−1∂tg)− 〈C(η −E6),E6〉 − Φ(η) + Π(g)

)
dt,

where C is the strain matrix (9), while the corresponding discrete energy ENd
is

ENd
(ga,ga+1) = −

N−2∑
j=0

K(ξja) +
N−2∑
j=1

(
−
〈
C(ηja −E6),E6

〉
− Φ(ηja) + Π(gja)

)
− 1

2

〈
C(η0

a −E6),E6

〉
− Φ(η0

a) + Π(g0
a)

− 1

2

〈
C(ηN−1

a −E6),E6

〉
− Φ(ηN−1

a ). (43)

The symplecticity in time and in space of the discrete scheme obtained by discrete
covariant Euler-Lagrange equations was studied in detail in Demoures, Gay-Balmaz,
and Ratiu [2013]. The discussion depends on the boundary conditions considered and
parallels the situation of the continuous setting. As a consequence, if the continuous
energy EL, resp., EN, is preserved (which depends on the boundary conditions used),
then the discrete energy ELd , resp., ENd

, is approximatively preserved (i.e., it oscillates
around its nominal value) due to the symplectic character of the scheme. The situation
is summarized in Table 2 below.
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Algorithm Momentum Energy behavior Global Noether{
Time-integration
Space-Reconstruction

J±Ld exact ELd approx. pres. exact
J±Nd

not preserved ENd
not preserved exact{

Space-integration
Time-Reconstruction

J±Nd
exact ENd

approx. pres. exact
J±Ld not preserved ELd not preserved exact

Figure 2: Summary of algorithm preservation properties using the boundary conditions (26)–(28).

5.3 Time-integration and space-reconstruction

The situation treated here corresponds to an usual initial value problem, namely, we
assume that the initial configuration and velocity of the beam are known. We assume
that the extremities evolve freely in space, which corresponds to zero-traction boundary
conditions

(Γ−E3)|s=0 = 0, (Γ−E3)|s=L = 0, Ω(0) = Ω(L) = 0. (44)

In §5.4 we shall consider a different initial setting.
Consider a beam (Figure 3) with length L = 1m and square cross-section with side

a = 0.01m that is free of tractions and body forces. A mesh size of ∆s = 0.1 and time
step ∆t = 0.0005 are chosen with total simulation time T = 3 s. The beam parameters
are set to: ρ = 103 kg/m3, M = 10−1 kg/m, E = 5.103N/m2, ν = 0.35.

Figure 3: The geometrically exact beam model defined by the position r ∈ R3 of the line of centroids
and by the attitude matrix Λ ∈ SO(3) of each cross section.

We first consider the time-integration of the beam followed by space-reconstruction.

Time evolution. The initial conditions are given by the configurations g0
a = (Λ0

a, r
0
a)

and the initial speed ξ0
a = (Ω0

a,Γ
0
a) at time t = t0 for all positions s0, ..., sA. Given τ as

defined in (19), we choose

g0
0 = (Id, (0, 0, 0)), g0

a+1 = g0
a τ(∆s η0

a), for all a = 0, ..., A− 1,

where η0
a = (1, 1.5, 1, 0, 0, 1), for all a = 0, ..., A− 1, and

ξ0
a =

1

∆t
τ−1

(
(g0
a)
−1g1

a

)
, for all a = 0, ..., A− 1,

where g1
0 = (Id, (0, 0,∆t)), and g1

a+1 = g1
a τ(∆s η1

a), for all a = 0, ..., A − 1, with η1
a =

(1.004, 1.52, 1.005,−0.01, 0, 1). For this problem, the discrete zero-traction boundary
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conditions (i.e., the discrete version of (44)) are imposed at the two extremities of the
beam. The implemented scheme is (25) with boundary conditions (26) at the extremities.

The algorithm produces the configurations g1, ...,gN−1, where gj = (gj0, ..., g
j
A−1),

plotted in Figure 4 below.

s=0 m

s=1 m

s=0 m

s=1 m

s=0 m s=1 m
s=0 m

s=1 m

s=0 m

s=1 m

Figure 4: Each figure represents the space evolution gj = {gja, a = 1, ..., A} with sA = 1m, at a given
time evolution t of the beam. The chosen times correspond to t = 0 s, 0.1 s, 0.2 s, 0.3 s, 0.5 s.

Energy behavior. The above DCEL equations, together with the boundary conditions,
are equivalent to the DEL equations for Ld(g

j , ξj) in (40); see the discussion in §5.1.
In particular, the solution of the discrete scheme defines a discrete symplectic flow in
time (gj , ξj) 7→ (gj+1, ξj+1). As a consequence, the energy ELd (see (42)) of the La-
grangian Ld associated to the temporal evolution description is approximately conserved,
as illustrated in Fig. 6 left, below.

Momentum map conservation. Since the discrete Lagrangian density is SE(3)-invariant,
the discrete covariant Noether theorem JK,L

B,C (gd) = 0 is verified; see §4.2. Since the
discrete Lagrangian Ld is SE(3)-invariant, the discrete momentum maps coincide: J+

Ld
=

J−Ld = JLd , and we have

JLd(gj , ξj) =

A−1∑
a=0

∆sAd∗
(gja)−1µ

j
a;

see (36) and (32). In view of the boundary conditions used here, it follows that the
discrete momentum map JLd is exactly preserved as illustrated in Fig. 6 right, consis-
tently with Theorem 4.2. This can be seen as a consequence of the covariant discrete
Noether theorem JK,L

0,A−1(gd) = 0. We also checked numerically that the discrete covari-
ant Noether theorem (33) is verified. For example, for B = K = 0, C = A−1, L = N−1,
we found

N−1∑
j=1

∆t

(
Ad∗

(gj0)−1λ
j
0 −Ad∗

(gjA−1)−1λ
j
A−1

)
+ ∆s

(
−Ad∗

(gN−1
0 )−1µ

N−1
0 + Ad∗(g00)−1µ

0
0

)
= 0,

up to round-off error.
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Figure 5: Left: total energy behavior ELd . Right: relative error (ELd(tj) − ELd(t0))/ELd(t0). Both,
during a time interval of 3s.
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Figure 6: Left: conservation of the discrete momentum map JLd = (J1, ..., J6) ∈ R6. Middle: relative
error (JLd(tj)−JLd(t0))/JLd(t0). Both, during a time interval of 3s. Right: Detail for the relative error.

Reconstruction. The above computed time evolution provides a set of configurations
g1, ...,gN−1 for the duration of 1 s. Repackaging these results to emphasize spatial evo-
lution yields g0, ...,gA−1, where ga = (g0

a, ..., g
N−1
a ) (see Figure 7). The actual recon-

structed motions are shown in Figure 8.

! !"#$%

&'
(
%

!

"#$ !"#$

!"%

!!

!&!! !'#$

'#$

Figure 7: Integration can be performed either in time-direction g1 → · · · → gN−1 (left) or in space
direction g0 → · · · → gA−1 (right).
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t=0 s

t=1 s

t=0 s

t=1 s

t=0 s

t=1 s

t=0 s

t=1 s

Figure 8: From left to right: space-reconstruction of the trajectories in time of the beam sections at
s = 0.1m, 0.5m, 0.8m, 1m.

5.4 Space-integration and time-reconstruction

The problem treated here corresponds to the following situation. We assume that we
know the evolution (for all t ∈ [0, T ]) of one of the extremities, say s = 0, as well as the
evolution of its strain (for all t ∈ [0, T ]). We also assume that at the initial and final times
t = 0, T , the velocity of the beam is zero. This corresponds to zero-momentum boundary
conditions. The spatial configuration of the beam at t = 0 and t = T is, however,
unknown. The approach described in this paper, that makes use of both the temporal
and spatial evolutionary descriptions in both the continuous and discrete formulations,
is especially well designed to discretize this problem in a structure preserving way.

Note that we do not impose the zero-traction boundary conditions (44).

5.4.1 Scenario A

In this example, the mesh is defined by the space step ∆s = 0.05 and the time step
∆t = 0.05. The total length of the beam is L = 0.8m and the total simulation time
is T = 10 s. The characteristics of the material are: ρ = 103 kg/m3, M = 10−1 kg/m,
E = 5.104N/m2, ν = 0.35.

Space-integration. The initial conditions are given by the configuration g0 and the
initial strain η0 at the extremity s = 0. We choose the following configuration and strain:

g0
0 = (Id, (0, 0, 0)), gj+1

0 = gj0 τ(∆tξj0), for all j = 0, ..., N − 1,

where ξj0 = (0,−2, 0, 0,−0.1, 0), for all j = 0, ..., N − 1, and

ηj0 =
1

∆s
τ−1

(
(gj0)−1gj1

)
, for all j = 0, ..., N − 1,

where g0
1 = (Id, (0, 0,∆s)) and gj+1

1 = gj1 τ(∆tξj1), for all j = 0, ..., N − 1, with ξj1 =
(0.007,−1.998,−0.007,−0.08,−0.1, 0), see Fig. 9. For this problem, the discrete zero-

25



momentum boundary conditions are imposed. The implemented scheme is (25) with the
boundary conditions (27) at the temporal extremities.

The algorithm produces the displacement in space g1, ...,gA which, in this example,
corresponds to the rotation of a beam around an axis combined with a displacement like
an air-screw, see Fig. 10 and Fig. 11.

t0

t4

t1
t2
t3

Figure 9: Initial conditions gj
0 (only five time-slices at j ∈ {0, 1, 2, 3, 4} shown).

t  =  0  s

t  =  10  s

t  =  0  s

t  =  10  s

t  =  0  s
t  =  0  s

Figure 10: Each figure represents the time evolution ga = {gja, j = 1, ..., N − 1} of a given node a of
the beam, with tN−1 = 10s. The chosen nodes correspond to s = 0m, 0.3m, 0.55m, 0.8m.

t  =  0  s

t  =  30  s

Figure 11: This figure represents the time evolution ga = {gja, j = 1, ..., N − 1}, of a given node a of
the beam, when tN−1 = 30s. The chosen node correspond to s = 0.8m.

Energy behavior. The above DCEL equations, together with the boundary conditions,
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are equivalent to the DEL equations for Nd(ga,ηa) in (41); see the discussion in §5.1.
In particular, the solution of the discrete scheme defines a discrete symplectic flow in
space (ga,ηa) 7→ (ga+1,ηa+1). As a consequence, the “energy” ENd

(see (43)) of the
Lagrangian Nd associated to the spatial evolution description is approximately conserved,
as illustrated in Fig. 12 left, below.

Momentum map conservation. Since the discrete Lagrangian density is SE(3)-invariant,
the discrete covariant Noether theorem JK,L

B,C (gd) = 0 is verified; see §4.2. Since the
discrete Lagrangian Nd is SE(3)-invariant, the discrete momentum maps coincide: J+

Nd
=

J−Nd
= JNd

, and we have

JNd
(ga,ηa) =

N−1∑
j=0

∆tAd∗
(gja)−1λ

j
a;

see (36) and (32). In view of the boundary conditions used here, it follows that the
discrete momentum map JNd

is exactly preserved as illustrated in Fig. 12 right. This can
be seen as a consequence of the covariant discrete Noether theorem J 0,N−1

B,C (gd) = 0.
We also checked numerically that the discrete covariant Noether theorem (33) is verified.
For example, for B = K = 0, C = A− 1, L = N − 1, we found

A−1∑
a=1

∆s
(
−Ad∗(g0a)−1µ

0
a + Ad∗

(gN−1
a )−1µ

N−1
a

)
+ ∆t

(
Ad∗(g0A−1)−1λ

0
A−1 −Ad∗(g00)−1λ

0
0

)
= 0,

up to round-off error.

0 0.2 0.4 0.6 0.8
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J1
J2
J3
J4
J5
J6

Figure 12: Left: total “energy” behavior ENd . Right: conservation of the discrete momentum map
JNd = (J1, ..., J6) ∈ R6. Both, during a time interval of 0.8s.

Remark 5.1 We note, in Figures 10 and 11, the inappropriate behavior of the trajectory
of the section s = 1m at time t = 0s and t = 10s. This problem, which could result in
numerical instability for the spatial algorithm at long distances, is the subject of future
work. This problem does not appear in the time evolution.

Time-reconstruction. Of course, the set g1, ...,gA−1 of time evolutions for each node
a = 1, ..., A−1, obtained above in Fig. 10, can be used to reconstruct the set g1, ...,gN−1
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of beam configurations at each time j = 1, ..., N − 1. The resulting motion is depicted
in Fig. 13.

.0

I

.0

II

.0

III

.0

IV

.0

V

.0

VI

.0

VII

.0

VIII

Figure 13: From left to right, and top to bottom: space-integration of the beam sections at times
t = 0.1 s, 0.3 s, 1 s, 2 s, 2.8 s, 3.45 s, 4 s, 5.25 s.

We note that the discrete energy ELd and momentum maps J±Ld associated to the
temporal evolution need not be conserved for this problem, as is already the case in
the continuous setting. Their behavior is illustrated in Fig. 14 below, where we observe
periodicity due to rotations.
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Figure 14: Left: total energy behavior ELd . Right: momentum map behavior JLd = (J1, ..., J6). Both,
during a time interval of 10s.

5.4.2 Scenario B

In this example, we employ a finer mesh with ∆s = 0.02 and ∆t = 0.04. The length of
the beam is L = 0.8m and the total simulation time is T = 1 s. The characteristics of
the material are ρ = 103 kg/m3, M = 10−1 kg/m, E = 5.104N/m2, ν = 0.35.
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Space-integration. The initial conditions (g0,η0) are shown on Fig. 15. In this ex-
ample we choose the following configuration and strain:

g0
0 = (Id, (0, 0, 0)), gj+1

0 = gj0 τ(∆tξj0), for all j = 0, ..., N − 1,

where ξj0 = (0,−0.5, 0, 0,−0.1, 0), for all j = 0, ..., N − 1, and

ηj0 =
1

∆s
τ−1

(
(gj0)−1gj1

)
, for all j = 0, ..., N − 1,

where g0
1 = (Id, (0, 0,∆s)) and gj+1

1 = gj1 τ(∆tξj1), for all j = 0, ..., N − 1, with ξj1 =
(0.06,−0.499,−0.04,−0.03,−0.1, 0). As in Scenario A, we do not impose the zero-
traction boundary conditions. The algorithm produces the configurations g1, ...,gA−1

depicted in Fig. 16.

t4t0

t1
t2
t3

Figure 15: From left to right: initial conditions gj
0 (enlarged), when j ∈ {0, 1, 2, 3, 4}.

t=0.  s

t=1.  s

t=0.  s

t=1.  s

t=0.  s

t=1.  s

t=0.  s

t=1.  s

Figure 16: From left to right : displacement in space within s = 0.2m, 0.4m, 0.6m, 0.8m.

As explained in Scenario A above, the discrete “energy” ENd
is approximately con-

served due to symplecticity in space, and the discrete momentum map J+
Nd

(ga,ηa) is
exactly preserved. This is illustrated in Fig. 17 below.
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Figure 17: Left: total “energy” behavior ENd . Right: conservation of the discrete momentum map
JNd = (J1, ..., J6).

As in Scenario A, we checked numerically that the covariant Noether theorem is
verified. For example, we have

A−1∑
a=1

∆s
(
−Ad∗(g0a)−1µ

0
a + Ad∗

(gN−1
a )−1µ

N−1
a

)
+ ∆t

(
Ad∗(g0A−1)−1λ

0
A−1 −Ad∗(g00)−1λ

0
0

)
= 0,

up to round-off error.

Time-reconstruction. The above computed space evolution provides a set of config-
urations g0, ...,gA−1 for the length s = 0.8m. Repackaging this data yields a set of
time configurations g1, ...,gN−1 for the duration of 1 s, where gj = (gj0, ..., g

j
A−1) (see

Figure 7). The obtained spatial trajectories of the sections are depicted in Figure 18.

s=0.  m

s=0.8  m

s=0.8  m

s=0.  m

s=0.8  m

s=0.  m

s=0.8  m

s=0.  m

s=0.8  m

s=0.  m

Figure 18: From left to right: reconstruction of the trajectories in space of the sections, at times
t = 0.16 s, 0.36 s, 0.52 s, 0.76 s, 1 s.

Remark 5.2 The time step is set to a fraction of the Courant limit CFL Courant,
Friedrichs, and Lewy [1928], and computed as ∆t = d

10 c , where d is the radius of the
largest ball contained in the mesh element and c is the nominal dilational wave speed
of the material (function of the Young modulus and Poisson ratio). In our example,
d = ∆s, and c =

√
λ+2µ
ρ , where λ, µ are the Lamé parameters, and ρ is the density

of the material. So, if the space step ∆s is reduced, then the time step ∆t is reduced.
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For homogeneous and isotropic materials, the Lamé parameters are proportional to the
Young modulus. So, if the Young modulus increases, then the time step ∆t decreases.

6 Conclusion

In this paper, we have introduced a discrete spacetime multisymplectic variational inte-
grator counterpart of the continuous covariant beam formulation. We verified, through
numerical examples, that the symplectic integrators in time and in space preserve the
momentum maps, and that the energy oscillates around its nominal value.

We showed that the tests presented in this work validate the general theory developed
in Demoures, Gay-Balmaz, and Ratiu [2013]. In particular, the global discrete Noether
theorem is always verified and, depending on the boundary conditions used, it implies a
discrete classical Noether theorem in space or in time.

We point out some unresolved issues that will be addressed in future work concerning
multisymplectic integrators in order to get an even more accurate numerical tool.

(i) Solve the inappropriate behavior of the boundaries at time t = 0 and t = N when
the integrator is updated in space, as noted in Remark 5.1.

(ii) We noted that the integration algorithm performs better in space than in time. Find
similar necessary conditions for the integration in space, as explained in Remark
5.2.

Appendix

In this appendix we quickly explain how to obtain the explicit expressions of the equations
(24)–(28) for the case G = SE(3). Recall that in this case we write gja = (Λja, r

j
a) ∈ SE(3)

and ξja = (ωja, γ
j
a)T , η

j
a = (Ωj

a,Γ
j
a)T ∈ se(3), and we choose the approximation of the

exponential map given by the map τ : se(3) → SE(3) in (19). Using the formula for((
dτ(ω,γ)

)−1
)∗

derived in §3.2, we obtain that the discrete momenta µja, λja in (24) read
explicitly

µja =

I3 − 1
2∆t ωja + 1

4∆t2ωja(ω
j
a)T 03

−1
2

(
I3 − 1

2∆t ωja
)

∆t γja I3 − 1
2∆t ωja

T J

[
ωja
γja

]
,

λja =

I3 − 1
2∆sΩj

a + 1
4∆s2 Ωj

a(Ω
j
a)
T 03

−1
2

(
I3 − 1

2∆sΩj
a

)
∆sΓja I3 − 1

2∆sΩj
a

T C
[

Ωj
a

Γja

]
,
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where [
ωja
γja

]
=

1

∆t
τ−1

(
(Λja)

−1Λj+1
a , (Λja)

−1(rj+1
a − rja)

)
,[

Ωj
a

Γja

]
=

1

∆s
τ−1

(
(Λja)

−1Λja+1, (Λ
j
a)
−1(rja+1 − rja)

)
.

Equations (25)–(28) can be explicitly written for g = se(3), by making use of the formulas

Ad∗
τ(∆tξja)

µja =

I3 + 1
2∆t ωja + 1

4∆t2ωja(ω
j
a)T 03

1
2

(
I3 + 1

2∆t ωja
)

∆t γja I3 + 1
2∆t ωja

T J

[
ωja
γja

]
,

Ad∗
τ(∆sηja)

λja =

I3 + 1
2∆sΩj

a + 1
4∆s2 Ωj

a(Ω
j
a)
T 03

1
2

(
I3 + 1

2∆sΩj
a

)
∆sΓja I3 + 1

2∆sΩj
a

T C
[

Ωj
a

Γja

]
,

and

(gja)
−1Π

gja
(gja) =

[
0

(Λja)−1qja

]
,

for Π(Λja, r
j
a) = 〈qa, rja〉.
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