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Spontaneous self-ordered states of vortex-antivortex pairs in a polariton condensate
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Polariton condensates have proved to be model systems to investigate topological defects, as they allow for
direct and nondestructive imaging of the condensate complex order parameter. The fundamental topological
excitations of such systems are quantized vortices. In specific configurations, further ordering can bring the
formation of vortex lattices. In this work we demonstrate the spontaneous formation of ordered vortical states,
consisting in geometrically self-arranged vortex-antivortex pairs. A mean-field generalized Gross-Pitaevskii
model reproduces and supports the physics of the observed phenomenology.
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Quantized vortices are fundamental and ubiquitous entities
across physics, playing a central role in mechanisms ranging
from galaxy formation to phase conformation in microscopic
quantum systems. They represent topological excitations of
quantum degenerate Bose gases, such as Bose-Einstein con-
densates (BEC), superfluids, and superconductors.1 Through-
out the past decades, these systems have offered the un-
precedented opportunity of studying such topological defects
and their phenomenology in a direct and controlled way.1

Under peculiar conditions, quantized vortices have the unique
property of arranging themselves in geometrically ordered
structures, such as the Abrikosov lattices.2,3 Vortex lattices
were first observed in type-II superconductors under mag-
netic fields,4 then in both superfluids5 and atom BEC,6–9

by setting the system into rotation, and also in optical
nonlinear systems.10–12 Ultimately, in the limit of high vortex
density, these lattices are predicted to undergo a quantum
phase transition to strongly correlated states, similar to
quantum Hall states, that still represent an open experimental
challenge.1

Recently, exciton polaritons have established themselves as
a model two-dimensional Bose gas.13 Such quasiparticles arise
as the eigenmodes of the strong-coupling regime between light
and matter, which was demonstrated in planar semiconductor
microcavities.14 The polariton system being dissipative in
nature, due to the finite lifetime of the quasiparticles, has
phenomenology intrinsically and strongly out of equilibrium.
Thus, continuous optical pumping is required to replenish
the polariton population. Shaping of the excitation conditions
allows manipulation of the condensate phenomenology in a
simple way, unveiling striking physical effects. Moreover,
thanks to the mixed light-matter components of polaritons, the
emitted photons inherit all the properties of the quantum fluid
that can, thus, be fully characterized by optical measurement
of the extracavity field.15

After the recent demonstration of polariton condensation16

and superfluidity17 in semiconductor microcavities, much
effort has been devoted to the study of quantum turbulence and
vorticity, under different excitation conditions, in such out-
of-equilibrium quantum fluids.18–20 In particular, quantized

vortices were demonstrated to spontaneously occur in the sys-
tem as topological defects pinned by the disorder potential,21

which naturally results from the sample growth process. In
addition, vortex-antivortex dipoles have been reported,18,22 in
analogy to reports in atomic BEC.23 Following the striking
demonstrations of collective vortex phenomena in atom BEC, a
number of proposals and theoretical investigations considered
means for the formation of vortex lattices in polariton conden-
sates, both in the scalar24–27 and spinor condensate case.25,26

Methods for detecting the rotating lattice have also been
proposed for the experimental observation.28 Recent demon-
strations of vortex lattices were provided by engineering the
interference of multiple independent condensates,29 bringing
the topic to the forefront of polariton research. Very recently,
the spontaneous formation of a vortex lattice under coherent
resonant excitation of a polariton parametric oscillator was
also reported.30

In this Rapid Communication, we demonstrate the spon-
taneous occurrence of polariton condensed states composed
of geometrically self-arranged vortex-antivortex pairs, using
nonresonant excitation (equivalent to an incoherent pumping).
Each vortex having its counter-rotating partner, the overall
state carries no orbital angular momentum. We perform
interferometric measurements allowing the determination of
the amplitude and the phase of the condensate order param-
eter, directly imaging the vortical entities. Theoretically, a
mean-field approach reproduces the vortex-antivortex lattice
formation and identifies the different possible phases of the
system, which depend on the pump intensity and its spatial
size.

The sample is the same CdTe planar semiconductor
microcavity, featuring 26 meV of Rabi splitting, used in our
previous experiments.16,21,31 The sample is kept in a He-cooled
cryostat at approximately 4 K. As mentioned, a key feature for
the stabilization of vortex-antivortex lattices lies in the careful
shaping of the intensity profile of the pump laser.

The principle is to create a ring-shaped intensity profile,
similar to a Bessel beam, with a large central spot of the
same intensity as the outer ring. The reduced intensity valley
between the central spot and the outer ring acts as the guide
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for the stabilization of vortex-antivortex pairs. Simply using a
Gaussian-shaped pump would not be enough, since vortices are
known to be dynamically unstable in such a configuration.32

The shaping of the beam is done by employing a single
conical lens—axicon—in combination with two lenses (L1,
L2) and a 0.5 N.A. microscope objective (MO), according to
the scheme depicted in Fig. 1(a). The initial top-hat laser beam
is transformed into a Bessel beam by using the axicon. In the
transformation, intermediate intensity profiles are generated,
as the one used in this work [Fig. 1(b)], which is then imaged
by lenses L1 and L2 in the real space of the sample, through
the MO. Fine tuning of the excitation is allowed by a system
of relative micrometric positioning between the axicon and the
lenses.

We excite the system above condensation threshold with
the intensity-shaped pump beam at a power of ≈250 μW. The
photoluminescence (PL) coming from the sample is collected
by the same MO and is then sent to a modified Mach-
Zehnder interferometer, which takes the condensate image and
interferes it with a 4× magnified replica of the central spot
[marked by the dashed rectangle in Fig. 2(a)]. This allows one
to take a small part of the condensate, acting as phase reference,
overlap it with the whole condensate image, and extract its
phase structure, as performed in Ref. 31. From the interference
pattern, the phase can then be extracted by digital off-axis
holographic techniques.33 Despite the presence of a disorder
potential,34 some regions of shallow disorder are present in the
CdTe sample that allow the formation of vortex lattices.

To explain the whole process, we first consider a set of
data showing a four-vortex lattice, composed of tw vortex-
antivortex pairs. The condensate density image [Fig. 2(a)] is
interfered with the enlarged version of the central spot of
the condensate [Fig. 2(b)]. The resulting pattern is shown

FIG. 1. (Color online) (a) Scheme of the setup used to engineer
the excitation. A typical shaped intensity profile is shown in (b),
averaged over many disorder realizations. (c) Intensity profile for the
pump beam used in the theoretical calculations. The red line depicts
the cross-section intensity profile of the beam.

FIG. 2. (Color online) (a) Polariton condensate density at a
position where a four-vortex lattice is observed. (b) Magnified central
part of the condensate [marked by the dashed rectangle in panel (a)]
used to overlap with the full condensate to obtain the interference
pattern, shown in (c). The corresponding phase structure is plotted in
(d). Red (green) circles mark the position of vortex (antivortex).

in Fig. 2(c) together with the corresponding phase structure
reported in Fig. 2(d). In the figure, two vortex-antivortex pairs
can easily be identified, marked by the red (vortex, clockwise
phase winding) and green (antivortex, counterclockwise phase
winding) circles at the position of the phase dislocation.
Observing the real space phase map, when circumventing
the center of the condensate cloud, one finds alternately
vortex/antivortex entities. Let us point out that some spurious
phase singularities (with no circular marker on top) appear in
a region of negligible density, outside the condensed polariton
gas. They are resulting from the overlap of the decaying
outer tails of the condensate with the edges of the flat phase
reference.

It is possible to create vortex lattices of higher order, where
more vortex-antivortex pairs are able to accommodate in the
same alternate ordered way. By slightly increasing the size
of the pump spot (in the 1 μm range) while keeping its
intensity profile as in Fig. 1(b), we could find other positions
on the sample where the disorder allowed the formation of
the six-vortex lattice. The results are summarized in Fig. 3.
The condensate density, featuring six clear density minima
is shown in Fig. 3(a). The vortex cores are evidenced also by
taking a circular profile of the density,35 shown in Fig. 3(b). The
vertical dashed lines identify the position of six clear relative
density minima, vortex cores, along the azimuthal profile.
By analysis of the orientation of the forklike dislocations in
the interference pattern [Fig. 3(c)] and corresponding phase
structure [Fig. 3(d)], one can clearly identify the position of
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FIG. 3. (Color online) (a) Polariton condensate density at a
position where a six-vortex lattice is observed. (b) Profile taken
around the central spot of the condensate that highlights the relative
minima, identifying the core of the six vortices (each vertical line
marks the minimum position). (c) Interference pattern from which
the phase structure is extracted, as shown in (d). Red (green) circles
mark the position of vortex (antivortex).

the phase dislocations and the winding sign of each vortex. The
red and green colored circles, as in the case of Fig. 2, mark
the alternating vortex-antivortex lattice. Despite the presence
of the underlying disorder potential felt by the polaritons, the
six-lattice nicely matches a hexagonal structure. Indeed, the
disorder pins the direction of the lattice in real space and
accounts for the distortions with respect to an exact symmetric
lattice, theoretically expected in absence of any cylindrical
symmetry breaking.

Polariton condensation under nonresonant pumping is a
highly nonequilibrium process. Being coherent, the con-
densate itself can be treated with a Gross-Pitaevskii-type
equation coupled to a classical rate equation for the dynamics
of an exciton reservoir,36 which appropriately models the
incoherent excitations generated by nonresonant pumping
that feed and interact with the condensate. Both spectral
and spatial features coming from experiments have been
successfully reproduced within this theoretical framework37–40

and also adapted to take into account the dynamic properties
of polariton condensates41–43 and of spinor condensates.44,45

The equations read

ih̄
∂ψ(r,t)

∂t
= {

ÊLP + V (r) + ih̄
2 [RRn(r,t) − γc]

}
ψ(r,t),

(1)

∂n(r,t)
∂t

= −(γR + RR|ψ(r,t)|2)n(r,t) + P (r), (2)

where ψ(r,t) is the polariton condensate in the mean-
field representation and n(r,t) is the intensity distribution
of the incoherent excitonic reservoir, directly injected by
the nonresonant pump. For the purpose of this work the
polarization degree of freedom of polaritons is neglected. ÊLP

is the polariton kinetic energy operator, accounting for the
nonparabolicity of the dispersion of lower branch polaritons.
V (r) represents an effective potential, given by the mean-field
shift induced by polariton-polariton interactions (g), the inter-
action of polaritons with the reservoir (gR), and an additional
pump-induced shift (G);36 V (r) = h̄g|ψ(r,t)|2 + h̄gRn(r,t) +
h̄GP (r), where g, gR , and G are constants. P (r) represents the
spatial pump distribution, as in Fig. 1(c). The intracondensate
interactions between polaritons being present but small, the
dominant effects determining the induced effective potential
come from the effect of the exciton reservoir on condensed
polaritons.37 γc and γR represent the decay rates of condensed
polaritons and reservoir excitons, respectively. RR is the
stimulated scattering rate of excitons from the reservoir to
the condensate and thus represents the condensation rate in
the system. The system of two coupled equations (1) and (2) is
numerically solved in time. The initial conditions for seeding
the condensate consist of an initial random low-intensity white
noise. We performed a systematic study of the system under the
custom intensity-shaped pump beam of Fig. 1(c), for varying
pump ring size and power. The calculations allow drawing a
phase diagram, where several different regions, corresponding
to species of vortical solutions, are found.46 In particular,
both the experimentally observed lattice configurations are
identified as stationary solutions.

Figure 4 shows one of the stationary solutions found in
the phase diagram. The intensity and phase of the polari-
ton condensate, calculated with this method,47 are in good
agreement with the experimental findings (Fig. 3). Due to the
nonequilibrium nature of our exciton-polariton system, the
spatially inhomogeneous pump leads to currents in the steady
state that connect the regions of net gain and loss. As pointed
out in Ref. 24, these supercurrents can significantly alter
condensate density profiles. Furthermore, steady-state current
flows in a rotationally symmetric system have been shown to
be unstable to breaking of the rotational symmetry and new
stationary and localized states can be stabilized by nonlinear
losses.48 Our situation is similar to that of Ref. 24, where a
parabolic trap was used to generate spatially inhomogeneous
flow. While in high density regions, fluctuations are damped

FIG. 4. (Color online) Theoretically calculated polariton con-
densate density (a) and phase structure (b) that nicely matches the
experimental results of Fig. 3.
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by nonlinear coupling to the exciton reservoir, fluctuations in
low density regions grow. This caused instability into higher
angular momentum modes and the spontaneous appearance of
vortex lattices. To realize this experimentally, we have used
an inhomogeneous pumping to induce an effective trapping
of polaritons. From the shape of the pump profile, one can
expect a preferential growth of the condensate into a central
spot and an outer ring. In the region between them, there is
instability into the initially low density angular momentum
modes.

Theoretically, the system reaches the same steady vortex
lattice pattern independent of the initial noise. The initial
noise may, however, affect the time required for formation
of the lattice. One can note that the vortex lattice pattern
is not cylindrically symmetric (although it has a rotational
symmetry of third order). Theoretically, the breaking of
cylindrical symmetry could be caused by the initial noise, in
which case the pattern would form with a different overall
orientation (but otherwise identical shape) from shot to
shot. Our system is, however, not perfectly symmetrical to
begin with; imperfections in the pump profile and disorder
already break the system symmetry allowing the pattern
to form with the same orientation from shot to shot and
be observed in multishot averaged experiments.31 While
the process of polariton condensation itself represents a
spontaneous symmetry breaking, and the formation of patterns
in polariton condensates is often considered an example of
spontaneous pattern formation,24,30,49 it should be noted that
our configurations do not represent the unstable states that
would be associated with a Kosterlitz-Thouless-type phase
transition.

Furthermore, it is worth mentioning that the disorder plays
an important role in the determination of the energy of the
condensate, substantially influencing the potential landscape

felt by the particles, so that only at a few specific sample
positions could we obtain the engineered pump-induced
trapping of the vortices and observe the lattice formation. At
such positions, slight adjustment of the pump beam alignment
allows fine tuning of the symmetry and stability of the lattice
itself.

In this work we have reported on the formation and
stabilization of vortex lattices, composed of vortex-antivortex
pairs, in a polariton condensate. Ordered patterns are observed
under proper intensity-shaped nonresonant optical pumping.
The shaping is such to create a trap for vortices that are
seen to arrange in a geometrical vortex lattice. A delicate
interplay between the excitation shape and the underlying
disorder potential pins the orientation of the spatial patterns,
allowing their detection in time-integrated experiments. We
make use of a mean-field approach in the form of a generalized
Gross-Pitaevskii model that is able to reproduce the lattice
formation under the same kind of excitation conditions used
in the experiments. The control over the lattice formation
could prove to be useful in Bose gases when considering the
few particle per vortex limit, which is expected to give rise
to quantum phase transitions to highly correlated states1—a
world yet to be explored. Recent long-lifetime polaritons
achieved in GaAs cavities50 represent to this extent really
promising systems.
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