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KL-HMM and Probabilistic Lexical Modeling
Ramya Rasipuram and Mathew Magimai.-Doss

Abstract

Kullback-Leibler divergence based hidden Markov model (KL-HMM)is an approach where a posteriori proba-

bilities of phonemes estimated by artificial neural networks (ANN) are modeled directly as feature observation. In

this paper, we show the relation between standard HMM-based automatic speech recognition (ASR) approach and

KL-HMM approach. More specifically, we show that KL-HMM is a probabilistic lexical modeling approach which

is applicable to both HMM/GMM ASR system and hybrid HMM/ANN ASR system. Through experimental studies

on DARPA Resource Management task, we show that KL-HMM approach can improve over state-of-the-art ASR

system.

Index Terms

Automatic speech recognition, hidden Markov model, Lexical modeling, Posterior features, Kullback-Leibler

divergence based HMM

I. I NTRODUCTION

In standard hidden Markov model (HMM) based automatic speech recognition (ASR) systems, the feature

observations are typically short-term spectral based features such as, mel frequency cepstral coefficients (MFCCs),

perceptual linear prediction (PLP) cepstral coefficients and the emission distribution is modeled by either Gaussian

mixture models (GMMs) or artificial neural networks (ANNs) [1], [2]. The system using GMMs is referred to as

HMM/GMM system and the system using ANNs is referred to as hybrid HMM/ANN system.

In more recent works, different approaches have been proposed for modeling the output of the ANN i.e. a

posteriori probabilities of acoustic classes (e.g., phonemes) as feature observation such as, Tandem approach [3],

Kullback-Leibler divergence based HMM approach [4], [5], Dirichlet mixture model approach [6]. In Tandem

approach, the a posteriori probabilities are transformed,more precisely whitened and decorrelated, and used as

feature input for HMM/GMM system. While, in KL-HMM approach and Dirichlet mixture model approach the a

posteriori probabilities of phone classes are directly used as feature observation and modeled by HMM.

The focus of this paper is on KL-HMM approach which until now has largely been investigated fromposterior

feature modeling perspective (Section II). In this paper, we first elucidate that standard HMM-based ASR system
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usesdeterministic lexical model (Section III). We then show that KL-HMM is a probabilistic lexical modeling

approach, where the local emission score is estimated by matching lexical evidence and acoustic evidence (Section

IV). While doing so, we also introduce a new approach, referred to as scalar product HMM (SP-HMM), and show

its link to tied posterior approach [7]. Finally, we presentexperimental studies in the framework of HMM/GMM

system which shows that KL-HMM approach and SP-HMM approachcan yield improvements over state-of-the-art

ASR system (Section V).

II. K ULLBACK -LEIBLER DIVERGENCEBASED HMM

In KL-HMM approach [5], posterior probabilities of phonemes, also referred to asposterior feature, estimated

by ANN is used as feature observation. Letzt = [z1t , · · · , z
D
t ]T = P (p1|xt), · · · , P (pD|xt)]

T denote the posterior

feature vector estimate at time framet, wherext is the acoustic feature (e.g., cepstral feature) at time frame

t, {p1, · · · pd, · · · pD} is the phoneme set,D is the number of phonemes, andP (pd|xt) denotes the a posteriori

probability of phonemepd given xt.

Each HMM statei ∈ {1, · · · I} in the KL-HMM system is parameterized by a categorical distribution yi =

[y1i , · · · , y
D
i ]T. The local score at each HMM state is estimated as Kullback-Leibler (KL) divergence betweenyi

andzt, i.e.,

KL =

D∑

d=1

ydi log(
ydi
zdt

) (1)

In this case,yi serves as the reference distribution andzt serves as the test distribution. KL-divergence being an

asymmetric measure, there are also other ways to estimate the local score,

1) Reverse KL-divergence (RKL):

RKL =

D∑

d=1

zdt log(
zdt

ydi
) (2)

2) Symmetric KL-divergence (SKL):

SKL =
1

2
· [KL+RKL] (3)

The HMM state parameters{yi}
I
i=1

are estimated by using Viterbi expectation maximization algorithm which

minimizes a cost function based on one of the above local scores. During testing, decoding is performed using

standard Viterbi decoder. For more details the reader is referred to [5], [4].

III. STANDARD HMM BASED ASR

In HMM-based ASR, given the acoustic model, lexicon and language model, finding the most likely word

sequence is achieved by finding the most likely state sequence Q∗

Q∗= argmax
Q∈Q

P (Q,X|Θ) (4)

≈ argmax
Q∈Q

T∏

t=1

p(xt|qt,ΘA) · P (qt|qt−1,Θ) (5)

≈ argmax
Q∈Q

T∑

t=1

log p(xt|qt,ΘA) + logP (qt|qt−1,Θ) (6)
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whereQ denotes set of all possible HMM state sequences,Q = {q1, · · · qt, · · · qT } denotes a sequence of HMM

states,T denotes number of frames, andΘ = {ΘA,ΘL} denotes the set of parameters, more specifically acoustic

model and lexical model parameters setΘA and language model parametersΘL. Eqn. (5) results afteri.i.d and first

order Markov assumptions. Usually,log p(xt|qt,ΘA) is referred to aslocal emission score and logP (qt|qt−1,Θ)

is referred to astransition score.

In HMM/GMM system, the emission likelihoodp(xt|qt,ΘA) is estimated using GMMs. In hybrid HMM/ANN

system, the emission likelihood is estimated using ANN. More precisely, the ANN estimates a posteriori probability

of stateP (qt|xt,ΘA) which is then converted into scaled-likelihoodpsl(xt|qt,ΘA),

psl(xt|qt,ΘA)=
p(xt|qt,ΘA)

p(xt|ΘA)
=

P (qt|xt,ΘA)

P (qt|ΘA)
(7)

and used as local emission score. Though the literature is dominated by the approach of using likelihood as local

emission score, in theory, HMMs can be also trained and decoded usingP (qt|xt,ΘA) as emission probabilities [2].

We differentiate between these two approaches by referringto as likelihood based approach and posterior based

approach, respectively.

In practice, in HMM-based ASR system there are two kinds of HMM states, namelyacoustic states denoted

as qacot corresponding to acoustic model andlexical states denoted asqlext corresponding to lexical model. For

instance,

• in context-dependent subword unit based ASR system, the clustered states are the acoustic states and the lexical

states are the states of context-dependent subword model, e.g. /k/-/ae/+/t/.

• in hybrid HMM/ANN system, typically during the training phase the ANN is trained to classifyK context-

independent phonemes, and during the decoding phase a minimum duration constraint is applied for each

phoneme [2]. In this case, there areK acoustic states andn · K lexical states, wheren is the minimum

duration.

Let ΘA = {θa, θl}, whereθa denotes the parameters of acoustic model andθl denotes the parameters of lexical

model. The acoustic model parameters in the case of GMMs are the Gaussian means, variance and weights of each

acoustic state. In the case of ANNs, the acoustic model parameters are the weights and biases. In standard HMM-

based ASR systems, the relationship between lexical statesand acoustic states is one-to-one, i.e.deterministic.

Thus,θl consists of the set of subword units, pronunciation models of words and a table that maps lexical states

(corresponding to the subword units) onto acoustic states.

During both training phase and decoding phase, the emissionlikelihood is estimated by matching the acoustic

state evidence with the lexical model. This is trivial as therelationship between the acoustic states and the lexical

states is one-to-one. More precisely, given the one-to-onerelationship,p(xt|q
lex
t = i,ΘA) = p(xt|q

aco
t = d, θa) in

the case of likelihood based approach andP (qlext = i|xt,ΘA) = P (qacot = d|xt, θa) in the case of posterior based

approach, wherei ∈ {1, · · · I} here denotes a lexical state,d ∈ {1, · · ·D} here denotes an acoustic state,I here

denotes the number of lexical states andD here denotes the number of acoustic states. Here after, for simplicity

we will drop the notations for parameters.
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IV. RELATION BETWEEN KL-HMM AND STANDARD HMM- BASED ASR

A strict one-to-one relationship between lexical states and acoustic states makes the ASR system overly rely on

prior knowledge resources in the lexical model, namely subword units and pronunciation models. This can lead to

mismatch between lexical model and acoustic model (e.g., pronunciation variation), which in turn can affect ASR

performance. One way to handle this issue is to model the soft/probabilistic relationship between lexical states and

acoustic states.

A. Probabilistic Lexical Modeling and KL-HMM

The probabilistic relationship between lexical states andacoustic states can be modeled asP (qacot = d|qlext =

i), ∀i ∈ {1, · · · I}, d ∈ {1, · · ·D}. Let yi = [P (qacot = 1|qlext = i) · · ·P (qacot = D|qlext = i)]T be the vector

representing the relationship between lexical statei and theD acoustic states. Having said that, there are two main

questions, namely

1) How to estimate lexical evidenceP (qacot = d|qlext = i) or simply,yi?

2) How to integrate/match lexical evidence with acoustic evidence, which in the case of likelihood based approach

is p(xt|q
aco
t = d) and in the case of posterior based approach isP (qacot = d|xt)?

KL-HMM is a posterior based probabilistic lexical modelingapproach, where

1) first, an acoustic state posterior probability estimatoris trained with deterministic lexical model as done in

standard HMM-based ASR system.

2) then, a second HMM is trained by using acoustic state posterior probability estimateszt = [P (qacot =

1|xt) · · ·P (qacot = D|xt)]
T as feature observations. The states of the second HMM represent the lexical

states, which are parametrized by{yi}
I
i=1

. The parameters{yi}
I
i=1

are trained by optimizing a cost function

based on KL-divergence as mentioned earlier in Section II.

In theory, KL-divergence can be linked to hypothesis testing [8], [9]. So, KL-HMM can be seen as a probabilistic

lexical modeling approach, where the local emission score is estimated by discriminatively matching the lexical

evidence and the acoustic evidence.

There are also other ways to achieve probabilistic lexical modeling. For instance,

• in likelihood based approach, this can be achieved by modeling p(xt|q
lex
t = i) as

=
D∑

d=1

p(xt, q
aco
t = d|qlext = i), ∀i ∈ {1, · · · I} (8)

=
D∑

d=1

p(xt|q
aco
t = d, qlext = i) · P (qacot = d|qlext = i) (9)

≈

D∑

d=1

p(xt|q
aco
t = d) · P (qacot = d|qlext = i) (10)

Eqn. (10) assumes thatxt⊥qlext | qacot . Given a trained acoustic state likelihood estimator,yi can be estimated

using a cost function based on Eqn. (10). In the case where theacoustic states are modeled by ANNp(xt|q
aco
t =

February 27, 2013 DRAFT
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d) is replaced bypsl(xt|q
aco
t = d). It is interesting to note that, then, the likelihood based approach is exactly

same as the tied posterior approach proposed in [7].

• in posterior based approach, yet another way is to modelP (qlext = i|xt) as
D∑

d=1

P (qacot = d|qlext = i) · P (qacot = d|xt) = y
T

i zt (11)

Given a trained acoustic model,yi can be estimated by training a second HMM similar to KL-HMM, where

zt is used as feature observation, the states of the HMM are parametrized byyi, and a cost function based on

Eqn. (11), i.e. dot/scalar product of posterior probability vectors is used. We refer to it as scalar product HMM

(SP-HMM). It can be noticed that tied posterior approach [7]reduces to SP-HMM approach, when equal prior

for acoustic states is assumed.

In a recent work, a template based ASR approach using posterior features (estimated by ANN or GMM) has

been proposed [4], [10]. This approach can be linked to posterior based probabilistic lexical modeling approach. In

this template based ASR system, first an ANN or GMM needs to be trained which can be seen as acoustic state

posterior probability estimator. Then, reference templates (sequence of posterior features) are obtained and stored.

Each time frame in a reference template can be interpreted asan abstract lexical state, and the posterior feature

vector at each time frame in the reference template (though estimated using acoustics) can be seen as probabilistic

relationship between abstract lexical state and acoustic state. During testing, the test template is matched with the

reference templates. In the template based system, in addition to KL-divergence and scalar product other local

matching functions such as, Bhattacharya distance, cosinedistance have been investigated, and have been found to

yield competitive systems [10]. This suggests that in posterior based probabilistic lexical modeling approach there

are other local matching functions that could also be investigated.

It is worth mentioning that the approach of modeling probabilistic relationship between lexical states and acoustic

states is ideologically similar to the hidden model sequence HMM (HMS-HMM) approach proposed in [11].

However, HMS-HMM approach is implementation wise very different. Also, it was particularly developed for

context-dependent subword unit (phone) modeling. The approaches described in this section does not put any such

limitation.

Finally, when compared to standard approach of using deterministic lexical model, it is important to note that

probabilistic lexical modeling does not changes the acoustic model complexity. It only changes the lexical model

complexity, whereθl now consists of subword unit set, pronunciation model of words and{yi}
I
i=1

.

B. Interpretation of Previous Work on KL-HMM

The above described relation to probabilistic lexical modeling helps us to better understand the potentials of

KL-HMM approach and elucidate previous work. KL-HMM has been investigated for

1) development of context-dependent subword unit based ASRsystem without explicitly modeling the rela-

tionship between context-dependent subword unit and acoustic observations [5], [12], [13], [14]. Here, the
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acoustic states are the context-independent phonemes and the lexical states are context-dependent subword

units.

2) use of graphemes as subwords [12], [13]. In this case, the acoustic states represent context-independent

phonemes and the lexical states represent context-independent or -dependent graphemes. Here,yi captures

the probabilistic relationship between graphemes and phonemes.

3) non-native speech recognition and rapid development of ASR system for new language using multilin-

gual phonemes and auxiliary/out-of-domain data [12], [14]. In these works, the acoustic states are context-

independent multilingual phonemes and the lexical states are context-dependent monolingual phonemes or

graphemes. The acoustic states probabilityzt estimator is trained on auxiliary data andyi is trained on

in-domain data.

V. EXPERIMENTS AND RESULTS

In the past, KL-HMM approach has been investigated in the hybrid HMM/ANN framework, where the acoustic

states modeled by ANN are context-independent phonemes [5], [12], [14]. In these studies, it has been often observed

that KL-HMM approach performs better than state-of-the-art HMM/GMM system only when very little data is

available, e.g. see [14]. In this section, we present ASR studies which show that KL-HMM or SP-HMM approach

is equally applicable to state-of-the-art HMM/GMM framework, and can improve over standard HMM/GMM system.

We present ASR studies on DARPA Resource Management task [15]. We use the setup described in [11].

The only difference is that we use UNISYN dictionary [16] andexcept for 35 words rest of the words have single

pronunciation. We compare the standard HMM/GMM approach, where the relationship between lexical and acoustic

states is deterministic, with probabilistic lexical modeling approach. More precisely,

• Deterministic lexical model based system: we train and testa crossword triphone based HMM/GMM system

with state tying using HTK, where each triphone is modeled by3 states. The acoustic featurext is 39

dimensional PLP cepstral feature. The number of clustered/acoustic statesD = 1611.

• Probabilistic lexical model based system: Given the clustered/acoustic state models of the deterministic lexical

model system, the training phase involves estimation of

1) acoustic state posterior featurezt = [z1t · · · z
d
t · · · z

D
t ]T assuming equal priors for the acoustic states,

zdt = P (qacot = d|xt) =
p(xt|q

aco
t = d)

∑D
j=1

p(xt|qacot = j)
(12)

wherep(xt|q
aco
t = d) is the likelihood of acoustic stated.

2) and then,yi by SP-HMM approach or KL-HMM approach.

We train and test word internal triphone system (without state tying) and cross word triphone system (with

state tying), where, in both systems similar to HMM/GMM system each triphone is modeled by 3 states. The

state tying is performed using the approach proposed in [14]with state occupancy count of one. In order to

compare across different estimates ofyi and to limit the number of experiments, all the systems are decoded

with local emission score based on Eqn. (11).
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Table I presents the ASR performance of systems based on deterministic lexical model and probabilistic lexical

model in terms of word error rate (WER). The performance of deterministic lexical model based system is

comparable to 4.1% WER reported in [11]. It can be observed that by just modeling word internal triphones,

the KL-HMM approach (with local scoreRKL) and the SP-HMM approach of estimatingyi yields improvement

over deterministic lexical model based system. With crossword modeling, the KL-HMM approach with local score

SKL also improves over the deterministic lexical model based system, while the KL-HMM approach with local

scoreRKL performs significantly better than the deterministic lexical model based system. In the case of SP-HMM,

cross word system is not reported as we could not apply the state tying approach.

TABLE I

WER FOR DIFFERENT SYSTEMS. WI DENOTES WORD INTERNAL TRIPHONE MODELING, XWRD DENOTES CROSS WORD TRIPHONE

MODELING, AND N .A DENOTES NOT APPLICABLE. THE LOCAL SCORE FORKL-HMM APPROACH IS MENTIONED BETWEEN PARENTHESIS.

Lexical yi WI XWRD

model estimation

Deterministic - n.a. 4.2

Probabilistic KL-HMM ( KL) 7.1 6.6

Probabilistic KL-HMM ( RKL) 3.8 2.9

Probabilistic KL-HMM ( SKL) 4.6 3.7

Probabilistic SP-HMM 3.9 -

In our recent work on grapheme-based ASR using KL-HMM approach [17], we have observed that local score

RKL models well one-to-many relation between lexical states and acoustic states followed by local scoreSKL,

while local scoreKL models well one-to-one relation between lexical states andacoustic states. The general idea

of probabilistic lexical modeling approach is that the relation between lexical states and acoustic states may not

be one-to-one but one-to-many. This aspect can be observed by comparing the performance across different local

scores in the KL-HMM approach. KL-HMM approach with local scoreKL yields significantly poor performance

compared to local scoresRKL andSKL, as it may not be able to capture the one-to-many relationship. The best

performance of 2.9% WER compares favourably to 3.1% WER obtained by HMS-HMM approach [11], which is

ideologically similar. Furthermore, to the best of our knowledge, without any acoustic model adaptation, 2.9% is

the lowest WER to be reported on RM task.

VI. D ISCUSSION ANDCONCLUSION

In standard HMM-based ASR system, the relation between lexical states and acoustic states is deterministic. In

this paper, we showed that approaches such as, KL-HMM, SP-HMM, tied posterior are probabilistic lexical modeling

approaches, where the probabilistic relation between lexical states and acoustic states is learned by training a second

HMM which uses a posteriori probability or likelihood of acoustic states as feature observation. Furthermore, we

showed how KL-HMM approach and SP-HMM approach can be applied to state-of-the-art HMM/GMM system to

improve ASR performance.
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Probabilistic lexical modeling approach, at the cost of increasing lexical model complexity, can help in handling

pronunciation variation [13], modeling longer subword unit context without explicitly modeling the acoustic rela-

tionship [7], [5], modeling alternate subword units, such as graphemess [12], [17], and effective use of auxiliary

resources (both acoustic and linguistic) [13], [14].

In this paper, we investigated the application of KL-HMM approach and SP-HMM approach to HMM/GMM

system with context-dependent clustered acoustic states.When comparing this study to previous studies on KL-

HMM, it can be observed that we increased the complexity of the acoustic model (going from context-independent

phoneme states to clustered context-dependent phoneme states) and the complexity of lexical model (increasing

the posterior feature dimension). However, it may be possible to build competitive ASR systems by keeping the

acoustic model complexity low as done in previous studies, and only increase the lexical model complexity. It could

be, for instance, done in an hierarchical framework where,

1) ANN or GMM is trained for estimating context-independentphoneme acoustic state posterior features

2) similar to previous studies [13], [14], [12], [17], modelthe context-independent phoneme acoustic state

posterior features by a tied state context-dependent phoneme based ASR system using KL-HMM approach

or SP-HMM approach

3) estimate a new set of posterior features corresponding tothe clustered states

4) finally, train a second context-dependent phoneme based ASR system using KL-HMM approach or SP-HMM

approach, where the feature observations now are the clustered state posterior features

Such a framework is not only interesting from general ASR perspective, but also for low acoustic resource scenarios,

and multilingual ASR scenarios (where multilingual data isused to train an acoustic model that is shared across

different languages), as context-independent phonemes could be considered more language independent than context-

dependent phonemes.

In our future work, we will investigate the above described approach while extending our current investigations

to conversational speech and grapheme-based ASR.
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